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Recent years have seen a surge of interest in studies of hydrodynamic transport in electronic systems. We
investigate the electron viscosity of metals and find a component that is closely related to Coulomb drag. By
using linear-response theory, viscosity, which is a transport coefficient for momentum, can be extracted from the
retarded correlation function of the momentum flux, i.e., the stress tensor. There exists a previously overlooked
contribution to the shear viscosity from the interacting part of the stress tensor which accounts for the momentum
flow induced by interactions. This contribution, which we dub drag viscosity, is caused by the frictional drag
force due to long-range interactions. It is therefore linked to Coulomb drag which also originates from the
interaction-induced drag force. Starting from the Kubo formula and using the Keldysh technique, we compute
the drag viscosity of two- and three-dimensional metals along with the drag resistivity of double-layer two-
dimensional electronic systems. Both the drag resistivity and drag viscosity exhibit a crossover from quadratic-
in-T behavior at low temperatures to a linear behavior at higher temperatures. Although the drag viscosity
appears relatively small compared with the normal Drude component for the clean metals, it may dominate

hydrodynamic transport in some systems, which are discussed in the conclusion.
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I. INTRODUCTION

Hydrodynamics is an effective description of dynamics
of system at length and time scales large compared with
that of local equilibration processes. It is governed by the
conservation laws, and the hydrodynamics equations can be
derived from the continuity equations along with the consti-
tutive relations which connect the conserved currents with the
hydrodynamics variables. It is useful to a wide variety of sys-
tems but is usually not relevant to electron liquid in solids due
to momentum-relaxing processes such as electron-impurity,
Umklapp, or electron-phonon scattering. However, if the dom-
inant scattering process is due to electron-electron interac-
tions, the electron liquid can be described hydrodynamically
as it reaches local equilibrium at the scale of electron-electron
scattering length which is much smaller compared with that
of momentum-relaxing processes. In recent years, hydrody-
namic behavior of electrons has attracted a lot of interest
[1-20] and has been observed experimentally in graphene
[21-23], Weyl semimetals [24,25], ultrapure PdCoO, [26],
PtSny [27], and GaAs [28]

In the hydrodynamics equations, the underlying micro-
scopic physics is encoded by transport coefficients which
measure a fluid’s resistance to velocity or thermal gradients.
Viscosity is a transport coefficient for momentum and enters
the Navier-Stokes equation. For a fluid with inhomogeneous
flow velocity, the transverse velocity gradient induces a fric-
tion force which acts between the adjacent layers of fluid and
resists their relative motion. The shear viscosity is defined
as the ratio of induced force per unit area over the velocity
gradient; see Ref. [29] for a review. There exists another mo-
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mentum transport coefficient named bulk viscosity which also
enters the Navier-Stokes equation but will not be considered
in the present paper. The ratio of shear viscosity to entropy
density has been considered as a measure of a fluid’s inter-
action strength, with a lower bound conjectured by Kovtun
et al. [30]. By using linear-response theory, viscosity can be
extracted from the Kubo formula, which relates viscosity to
the correlation function of momentum flux or stress tensor
(see Sec. II for details).

The viscosity of a three-dimensional (3D) Fermi liquid
was first studied by Pomeranchuk [31], who found a 1/ T?
temperature dependence through a dimensional analysis. This
result was later confirmed by Abrikosov and Khalatnikov
[32,33] by using the kinetic equation approach and is in good
agreement with the SHe experiment (see review [34]). It can
be recovered from a “Drude”’-type diagram which corresponds
to the correlation function of the noninteracting part of stress
tensor [20].

As emphasized by Nishida and Son [35] as well as by Link
et al. [36], there exists an additional contribution to shear
viscosity from the interacting part of the stress tensor. As
shown in the present paper, this contribution is related to the
interaction-induced drag force and will be called drag viscos-
ity in the following. Interactions between two distant layers of
fluid with different transverse velocities give rise to the drag
force that acts between the two layers and tends to reduce their
relative motion, and the corresponding contribution to shear
viscosity is the drag viscosity.

The frictional force giving rise to drag viscosity is also
responsible for Coulomb drag, which was first proposed by
Pogrebinskii [37] and later by Price [38,39] in an attempt
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to separate electron-electron scattering from other scattering
processes and to study the direct effect of interactions on the
transport properties. In a standard setup, one considers two
closely spaced electronic layers, to one of which a current [ is
applied. Interlayer interactions induce a drag force which acts
on the electrons of the second layer and drags them along.
If no current is allowed to flow in that layer, this leads to
an induced voltage VR such that the resulting electric force
cancels the drag force. The ratio of the induced voltage Vg
to the applied current [, is known as the drag resistance
Rp = VR/1L.

Since the pioneering experiment by Gramila et al. [40] on
Coulomb drag of a double-layer two-dimensional electron gas
(2DEG) system, there have been extensive studies [18,41-50]
investigating the underlying mechanism (see reviews [51,52]
and references therein). It has been found that, in the ballistic
limit and in the temperature region where the plasmon con-
tribution is unimportant, the temperature dependence of drag
resistivity crosses over from quadratic in 7' [41-43] to linear
in T [44-46] as T increases. The plasmon contribution be-
comes important at higher temperature, leading to a deviation
from the linear behavior [42,46—48]. For strongly correlated
systems with large dimensionless interaction parameter rg >
1, a hydrodynamics approach has been employed by Apos-
tolov et al. [18,19] to study the drag resistivity, which is then
expressed in terms transport coefficients such as viscosity.

In this paper, we study drag viscosity along with Coulomb
drag, both of which result from the interaction-induced drag
force, with our emphasis placed on the close resemblance be-
tween them. By using linear response theory and the Keldysh
technique, we compute the drag viscosity, which remains
overlooked in the literature. In addition, we derive in an anal-
ogous manner the Coulomb drag in the clean limit and recover
the results obtained by using different theoretical approaches
from previous studies [41-46]. We compare the two quantities
and find that they exhibit the same temperature dependence
with different values of the crossover temperature.

The rest of the paper is organized as follows: In Sec. II,
we present the Kubo formula connecting the correlation func-
tion of the interacting stress tensor with drag viscosity and
compare it with the one connecting the correlation func-
tion of the drag force with drag resistivity. The derivation
of the interacting part of the stress tensor, which describes
the interaction-induced momentum flow, is also presented
in this section. Starting from the Kubo formula and using
the Keldysh technique, in Sec. III, we derive the general
expressions for the drag viscosity of clean electronic systems
in 2D and 3D along with the drag resistivity of double-
layer two-dimensional electron gases (2DEGs). The latter is
consistent with the result previously obtained in Ref. [46]
using the Boltzmann-Langevin kinetic theory. In Sec. 1V,
we present and analyze the results in different temperature
regions. Finally, in Sec. V, we conclude with a brief summary
together with a discussion of open questions and directions
for future studies. In Appendix A, we provide an alternative
diagrammatic approach for the derivation of the correlation
function of the interacting stress tensor and that of the drag
force. In Appendix B, the explicit expressions for the polar-
ization operator from Refs. [53,54] are presented.

II. KUBO FORMULAE FOR DRAG VISCOSITY
AND DRAG RESISTIVITY

A. Drag viscosity and interacting stress tensor

Hydrodynamics is governed by the conservation of parti-
cle number, energy, and momentum. The dissipation which
affects the flux of these conserved quantities is described
in terms of the transport coefficients. One of them is the
viscosity, which measures the rate of momentum transport.
The corresponding conservation equation, i.e., the continuity
equation for momentum is given by

0/8a (X, 1) + 0y Top(r, 1) = 0, o

Here, g,(r, t) represents the momentum density at position
r and time ¢ in the o direction, and T,4(r, ) denotes the
stress tensor (or the momentum flux). We have employed the
convention of summation over repeated indices.

The equation above suggests that the stress tensor is essen-
tial to the calculation of viscosity. By using linear-response
theory, it has been found that the shear viscosity n can be
obtained from the following Kubo’s formula [55-58]:

-1

n = lim lim — Im G\°(q, o), )
0—>0q—>0 w

where Q(TR)(q, ) indicates the retarded correlation function of

the stress tensor 7,

+00 ) )
G0 (q, @) = —i f dt f dPre™~TQ (1)

X ([Tey(r, 1), T1y (0, 0)]). 3

The stress tensor is composed of a noninteracting part
Ta(g) accounting for the single-particle contribution to the

momentum flow, and an interacting part T;:‘zm) associated with
the momentum transport induced by interactions. The latter
contribution to shear viscosity is absent in the case of contact
interactions and is usually overlooked in previous studies. In
this section, we present a brief derivation of the interacting
part of the stress tensor. Only its zero-momentum Fourier
component (spatial average) T,p(Q = 0) = /r Tep(r), which
enters the Kubo formula for shear viscosity n [Egs. (2) and
(3)] is derived here. See Ref. [59] for the complete expression
of the stress tensor and the corresponding derivation, and
Ref. [60] for an alternative approach.

Consider a fermionic system described by the following
Hamiltonian,

H = fiij(r,t)-vwa(r,t)
v 2m

+ % / , vl IWJ/(I'/, OV — )W (', O, (r, 1),
4)

where ¥, indicates the fermion with spin o, and V(r — r’) =
V(Ir — r'|) is the interaction potential. Throughout this paper,
we work with the units iz = kg = 1.

The momentum density g(r, #) is given by

1
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Using the equation of motion
2 g (r) 2y, )
1—VYs, (I, = 3 o (L,
ot 2m

+ / VL OV =W (DY (1),
(©)

the time derivative of the momentum density can be expressed
as

08u(r, 1) /
gT = —8/3Ta(2)(r, t) — l[ 1/[(1(1-’ t)l//j/(l' , l)
aV(r-—r
X %Wu/(l", DYs(r, 1), @)
where o

7O, 1)

= ﬁ{aﬂtl//;(r’ oo (r, 1)+ 3,3%1(1’, )0 Wo (r, 1)

Lo ot
- E&wv [xﬁa(l",t)llfa(l',t)]}- (3)

Here the first term on the right-hand side of Eq. (7) arises
from the noninteracting part of the Hamiltonian, whereas the
second term is from the interacting part.

From the continuity equation for momentum [Eq. (1)], one
can deduce that the noninteracting part of the stress tensor
is given by T;g)(r, t) defined in Eq. (8). The interacting part

Ta( ignt)(r, t) is subject to the following condition:

BT (r. 1)

wo"(r,7 t)wd(rv t)v
€))

oV(r—r)
or,

a

- [ RGN

whose Fourier transform is
0,TM(Q, 1) = / Yik+q-Q oyl —q.0)
k.k'.q

x 4V (@Yo (K, )P0 (K, 7). (10)

Here we have used the shorthand notation f, = [ 4 (2n )D, with
D being the spatial dimensions.

In the calculation of shear viscosity, only the zero-
momentum Fourier component of the stress tensor 7,,(Q = 0)
is needed [see Kubo’s formula (2) and (3)]. We thus expand
the right-hand side of Eq. (10) around Q = 0. At the zeroth
order in Q, the integrand is an odd function of q and vanishes
after integration. The first-order term is given by

— 0y fk A @YK = @aeV @Y Ko (0)
K.q
- /k Yl @), v 0 = @)gaV (@0 KV (0
-K.q

+ 05 Yik+ qul (K -
kK .q

x Yo (K)o (K), Y

where we have suppressed the time argument of the fermionic
field ¢ for brevity and applied an integration by parts.

)y, [V (9)]

Through a change of variables, it is easy to prove that the
first term on the right-hand side of the equation above can be
rewritten as

o /k 0+ Y (K = gV (@ Ko (k).
K.q

12)

which equals the negative of the left-hand side of Eq. (11).
By using Egs. (11) and (12), one obtains the first-order term
in Q on the right-hand side of Eq. (10):

1
50 fk PO @y [0 — @)y [V @1 () ).
K.q
(13)

Comparing it with the left-hand side of the same equation,
we arrive at the zero-momentum Fourier component of the
interacting stress tensor:

. 1 » ,
T, =3 / [aaﬂw) L (q)}
kK .q q

< YI e+ q, 09 (K — q, DY (K, DYk, 1),
(14)

From this result, one can see that the off-diagonal component
(o # B) of the interacting part of the stress tensor Ta(},m) is
vanishing for contact interactions since V’(g) = 0. We note
that the expression for the interacting stress tensor only de-
pends on the interacting part of the Hamiltonian [Eq. (4)] and
is therefore valid for dispersion other than parabolic.

In this paper, we investigate the contribution to the shear
viscosity from the interacting stress tensor 7,1V In particular,
we focus on the part associated with the correlation function
of Y;(yim), which will be called the drag viscosity np in the
following,

w—0

no = lim —Im/ O[T, 1), TS0, 0)]).  (15)

There is an additional contribution from the correlation func-
tion of the noninteracting and interacting parts of the stress
tensor ([T©(r, 1), T™(0, 0)]), which has been thoroughly
studied in Ref. [36] for intrinsic graphene in the collisionless
regime at zero temperature. Here we ignore this contribution
because our emphasis is placed on the similarity between the
drag viscosity np and Coulomb drag. Furthermore, for some
systems with unscreened long-range interactions, due to the
appearance of the derivative of interaction potential V'(g) in
the stress tensor formula [Eq. (14)], the contribution from the
drag viscosity may be dominant and is the focus of the present

paper.

B. Drag resistivity and drag force

The drag viscosity discussed in the previous section mea-
sures the transverse momentum transport induced by long-
range interactions. It is closely related to Coulomb drag which
arises from momentum transfer between two electronic layers
in the presence of interlayer Coulomb scatterings.

In Ref. [41], Zheng and MacDonald employ the memory
function formalism to investigate Coulomb drag and con-
vert the Kubo formula relating the current-current correlation
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function and drag conductivity into the one which connects
the force-force correlation function and drag resistivity:

1
lim — Im G®(w),

LR
IOD = —pxx =
nyngre 0o—0 @

+o00
;’”(a)):—i/ dte @)([F-(t), FR(0)]). (16)

[ee]

Here the drag force is defined as

F-(r) = —FR(t) = f

iqViR(@)V!  (k+q,1)
kK .q

<Yl a (K — q. OV rK (K, 1).
(17

L and R denote the layer indices. V g(q) is the interlayer
interaction potential. n| (nR) indicates the density of electrons
in layer L (R), while F& (F®) represents the frictional drag
force acting on the electrons in layer L (R).

The drag force F' [Eq. (17)] which enters the Kubo formula
for drag resistivity acquires a form analogous to that of
interacting stress tensor 7;(;”“ [Eq. (14)] whose correlation
function gives the drag viscosity [Eq. (2)]. In the following,
we calculate the drag viscosity and drag resistivity in parallel
and show the close resemblance between the two.

III. DERIVATION OF DRAG VISCOSITY
AND DRAG RESISTIVITY

A. Keldysh formalism

In this section, we derive general expressions for drag
viscosity and drag resistivity expressed in terms of the po-
larization operator IT and the bare interaction potential V.
The starting point is the partition function in the Keldysh
formalism:

Z= / DY, ) exp(iSo + iSint),

iSo[¥] Zi/ ¥ (x, DG (%, 15X, 1) (X, 1),

isimw]=—§ > ;a/ Vij(x — X))

a=1,2i,j=R,L X

X Pl O L Y] (X DY (x, ).
(18)

Here the fermionic field i resides on a closed Keldysh
contour that goes from ¢t = —oo to t = 400 and back to t =
—o00, and its index a = 1 (a = 2) corresponds to the forward
(backward) part of the contour. i carries an additional spin
index o € {1, |}, as well as a layer index i € {L, R} for the
double-layer system considered in the calculation of drag
resistivity. As for the drag viscosity problem, the layer index
i and the summation over it should be ignored. ¢, is a sign
factor that takes the value of +1 (—1) fora =1 (a = 2).

Gy stands for the noninteracting single-particle Green’s
function defined on the Keldysh contour:

GO(th;X/vt/) = _i(TcW(X, t)ll_f(x/vt/)>0° (19)

Here T, denotes the contour ordering operator, and the angular
bracket with subscript 0 indicates functional averaging that
does not include the interactions. In the Keldysh space, Gy
assumes the following structure:

G(T) G(<)
Go E[ 0 o 1, (20)

where GE)T), GE)T), fo), and GE)>) represent, respectively, the
time-ordered, antitime-ordered, lesser, and greater Green’s
functions.

The interaction potential V (¢) is given by V (¢) = 4mwe?/q>
[V(g) =2n &2 /q] for the calculation of viscosity of a 3D (2D)
electronic system. On the other hand, for drag resistivity of a
double-layer 2DEG, V (¢) in the layer space takes the form

Vintra(q) ~ Vinter(q)
Vinter(¢)  Vintra (Q):| ' 1)

where Vintra(q) = 27762/‘] [Vinter(q) = 27 e eiqd/Q] denotes
the intralayer (interlayer) interaction, with d being the inter-
layer distance.

It is convenient to introduce a Hubbard-Stratonovich (H.S.)
decoupling of the interaction:

Vig) = [

e = / Do exp [é 2% /q @ @)V @8(—a. ~)
—iy & f ) / 9L(q, ), (k+q, e+0)
a,i &kJw.q

x ) (K, 8):|. (22)

Here ¢/ is a bosonic field that carries a Keldysh index a and a
layer index i, and [, is a shorthand for [ dw/27.

To further simplify the calculation, we apply a Keldysh
rotation for the H.S. decoupling field ¢:

b = (¢1 + $2)/V2,  ¢q = (¢1 — $2)/V2, (23)

as well as a nonunitary transformation to the fermionic field
Y in Keldysh space:

Yk, &) —> T UxMr ()Y (K, &),

Uk, &) — Yk, e)Mp(e)Uy. (24)
Here 7, Uk, and Mp(e) are matrices that only act on the
Keldysh space. T stands for the Pauli matrix in the Keldysh
space, while Uk and M (¢) are defined as

1 h (5
Uk = \/Li(l +it?), Mp(e) = [0 tan_(lzr)]' (25)

The transformation defined by Eq. (24) is a successive
application of a Keldysh rotation and a thermal rotation
which depends on the generalized fermionic distribution func-
tion tanh(%). After this transformation, the noninteracting
fermionic Green’s function becomes distribution-function in-
dependent and diagonal in Keldysh space:

o Ta® o
Goz[ 0 o @1, ® 1. (26)
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Here 1, and 1| represent, respectively, identical matrices in
the spin and layer spaces. G(()R/ A is the noninteracting retarded
(advanced) Green’s function for the fermionic field ¥ and

where & = k*/2m — p, with 1 being the chemical potential,
and 7 is a positive infinitesimal. Under the transformations
(23) and (24), the partition function changes to

takes the form
GRM (K, &) =[e — &+ in] ™, @7

J

= [ DD exis, +iSy +i50), (282)
Soldl = [ ¢a(@, @)V (9)pq(—q, —0), (28b)
q,w
Sylvr, v1= A Uk, e)Gy (k)Y (k. e), (28¢)
Sclg, ¥, ¥l = [pa(k =K', & — &), (k, e)Mp(e)Mp (e )Y, (K, &)
\/— k,e,K ¢
+do(k — K, & — &)Wl (K, )Mp(e)T' Mp(e )yl (K, €)]. (28d)

As mentioned in Sec. II, the drag viscosity and drag resistivity are given by the retarded correlation functions of interacting
stress tensor and drag force, respectively. For simplicity, from now on we use a generalized force F to indicate both the zero-
momentum Fourier component of the interacting stress tensor TX(",”U(O) and the drag force :|:in'-/ R. Prior to the transformation

Eq. (24), F assumes the following form on branch a of the contour
=[] @K K e ot DI K e ol ko] 29)
e
where f(q) is given by
LDyiq), FQ) =Ty0,9),

fl@)= ! 5 | (30)
qx |nter(Q)a F(Q) = FiFMR ().

The calculation of the drag viscosity and drag resistivity reduces to that of the retarded correlation function of F:

Q) = —i{Fa(Fg(—R)). 31
Here Fy and Fq stand for, respectively, F”’s classical and quantum components,

Fy=F+B)V2, Fy=F - B)/V2. (32)

After the transformation (24), they acquire the form

Foq(R) = f(@
o \/_ k.kK ,e.&',q,0
([ (K, €M ()T Mp(e' + 0+ Qg (K + 4, &' + 0 + D[V (k+ q, e+ ©)MF (e+ 0)MiMp ()Y (k. €)]
+ [VE K, e Mp(eME (e + o+ QUEEK +q.6" + 0+ D][VEK+q. e + 0)Mrp(e + 0)MaMp(e)p Rk, )]}
(33)
[

Here, M; and M, are matrices acting only on the  expectation value of (iS.)?>/2 [Eq. (28d)] with respect to the

Keldysh space and are given by M;=t' (Mi=1)  weightexp(iS,) [Eq. (28c)] and can be expressed as

and M,=1 (M,=71'") for the classical (quantum)

component Fy (Fq).

B. Random-phase approximation

It is useful to obtain first the dressed propagator of the H.S. <% (iSc)2>
field ¢. Integrating out the fermionic field ¥ in Eq. (28), we
arrive at an effective action iS, + ((iS.)?/2) to the leading _ i b(—
order in cumulant expansion. Here ((iS.)?/2) denotes the ) a0 ¢

/ DG n/x)efsw%a&.)z
—o)1(q 0)$(q. ). (34)
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IT is the self-energy of the H.S. field ¢ and possesses the
following causality structure in the Keldysh space:

_ 0 n“(q, w)
(q. ») = |:]‘[(R)(q, w) M%(q, w)]

Its retarded component [1%®)(q, w) is given by

(35)

M (q. w) = —is;; f [GR K+ q, & + 0)GF (K, e).

k,e

+G(k +q. e +0)GV(k, &)]. (36)

G(()K) indicates the noninteracting Keldysh Green’s function
of the fermionic field v and is related to its retarded and
advanced counterparts [Eq. (27)] through the fluctuation-
dissipation theorem (FDT):

GOk, &) =[Gk, &) — G{V (k, )] tanh(w/2T). (37

From Eq. (34), one can also prove that self-energy’s advanced
™ and Keldysh IT%) components are related to the retarded
one I1® through

H(A)(q, w) = [H(R)(q, a))]T,
H(K)(q, w) = [H(R)(q, ) — H(A)(q, w)] coth(w/2T). (38)

The last equation is a manifestation of the FDT relation
between the components of bosonic self-energy.

The dressed propagator for ¢ can be deduced from the
effective quadratic action iSy + ((iS,)?/2):

Dapij(q, @) = —i(p}(q, ©)$](—q, —))
= [Dy'(q, w) — TI(q, ®)] .

w9
D here represents the bare propagator for the H.S. field ¢ and
takes the form

_| 0 V@
where the interaction potential V (g) is given by Eq. (21) in the
layer space. Inserting Eq. (35) into the Dyson equation (39),
one finds that D(q, w) acquires the typical causality structure
of a bosonic field’s propagator:

(K) (R)
B o N

and its retarded D®, advanced D™, and Keldysh D com-
ponents are given by, respectively,

D®(q,0) = [V~ () - T¥(q, )],

D¥(q, w) = [D®(q, )],

D"(q, w) = [D™(q, w) — DV (g, w)] coth(w/2T). (42)
As indicated by the last equation, the dressed ¢ propagator
D(q, w) satisfies the FDT relation.

We note that the leading-order cumulant expansion per-

formed above is equivalent to the random-phase approxi-
mation (RPA) valid in the high density (s <« 1) limit. The

FIG. 1. The Dyson equation for the dressed Green’s function D
of the H.S. field ¢. The red wavy line with a solid dot (open circle)
in the middle refers to the dressed (bare) propagator of the H.S. field
¢. The black line with arrow corresponds to the bare propagator Gy
for the fermionic field .

dressed propagator D(q, w) given by Egs. (41) and (42) is
the RPA interaction and is represented diagrammatically by
the Dyson series in Fig. 1. Hereafter, we use the red wavy
line with a solid dot (open circle) in the middle to describe
the dressed (bare) propagator of the H.S. field ¢. The bosonic
self-energy (or the polarization operator) IT is given by the
black bubble in Fig. 1 with black line representing the bare
propagator of the fermionic field .

C. Retarded correlation function of stress tensor and drag force

We now calculate the retarded correlation function Q}R)(Q)

of the force F [Eq. (31)]. The diagrammatic representation of
the bare force F' is given by the second diagram in Fig. 2,
where the blue wavy line with a open box in the middle cor-
responds to the vertex f(q) [Eq. 30]. On the same (opposite)
side of this line, fermionic fields denoted by black lines carry
identical (opposite) layer and spin indices.

First, we introduce a source field J which couples to the
bilinear combination of the fermionic field ¥y in the same
way as the bosonic field ¢. More specifically, we apply the
shift ¢ — ¢ + J in the part of the action S, [Eq. (28d)], which
describes the coupling between i and ¢, and leave the other
two parts Sy, [Eq. (28c)] and S [Eq. (28b)] unchanged:

210 = / DG Db expliSyl]
+iSy (¥, W1+ iScl¢ + J, ¥, vl (43)

Integrating out the fermionic degrees of freedom, one
arrives at

ZlJ] = [D¢€XP{%/ ¢(—q, —»)Dy ' (q, w)p(q, )
q,(l)
-2 / [b(=q, —) + J(—q, —)]
q,a)

x I(q, w)[$(q, w) +J(q, w)]}- (44)
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The retarded correlation function QER)(Q) can be obtained by taking the functional derivatives of Z[J] with respect to the source
field J and then setting J to zero,

. ~(R) _ l/ / o 82 82
G () =5 o w,,q,f(q)f( @) 5JH(—q, —w — Q)8JE(q, o) T IH(—q. —o— 28 (q, @)

52 52
) + Z[J]l7=0- 45
{(SJqL(q/,a)/-l-Q)(SJf'(—q/, —w') 8]({:'((1/750/_’_ Q)&Iée(_q/’ _w/)} [V1l7=0 45)

Here we have utilized the fact that Z[J = 0] = 1. Using the RPA approximation, we argue that only the contributions from
qd=q, o =wandq = —q, © = —w — Q to the integral in Eq. (45) are important and will be considered in what follows.
Each term in Eq. (45) (withq' = q, o' = worq = —q, &' = —w — Q) is of the form

8*ZIJ]
8JH(—q, —w — Q)3T (q, @ + )8J7(q, @)8J(—q, —w) |j=0
= —[11(q, w + Q) + (g, @ + Q)D(q. @ + DTI(q, © + Q)7 [T(—q, —») + [1(—q, —©)D(—q, —)1(—q, —w)],

= -[Dy' (@ o+ D(q. © + DI(g. & + D] [Dy (—q. ~0)D(—q. —o)[1(~q, —w)] 1

i mn’

(46)

where in the last equality, the Dyson equation (39) has been employed.
Combining the equation above with Egs. (40), (35), and (41), we find that ig;R) reduces to

V(@ D*(q, 0 + QN (q, 0 + Q) + DP(q, 0 + DX (q, 0 + Q)i
x [V @D®(—q, )1 (—q, —0)]g;

+ [V {(@)D®(q, 0 + QNIP(q, » + D)]Li

x [V U @DF(—q, —0)TW(—q, —») + D®(—q, —)T®)(—q, —0))]n;

ig;R><sz)=—% > f J@rca
ie{L,R} ¥

47
whose imaginary part takes the form
R oy A . w+ QN o
m GO (@) = 7 ie{;m fw S ;q)[ooth (—2T ) coth (ZT)}
x IV (@) (D®(q, w + 2TT®(q, 0 + Q) — DW(q, 0 + TTV(q, © + Q)]s
x [V U )DP(—q, —0)T®(—q, —w) — DV (—q, —)TW (—q, —))]x;}. (48)

Here the sign factor ¢; = 1 (—1) when i = L (R), and i is defined such that L = R and R = L. The combinatorial factor a; takes
the value of 2 (1), for F' = T;,(0) (q:iECL/ R). This factor accounts for the contributions from q' = q, @ = wand ¢’ = —q, o’ =
—w — 2 to the retarded correlation function of the interacting stress tensor [given by the integral in Eq. (45)].

The retarded correlation function QER) in Eq. (47) is represented by the diagrams in Fig. 3, which can also be considered as
the noninteracting correlation function of the dressed force @ and the bare force F [see Eq. (A1) in Appendix A]. The dressed
force F@ is defined diagrammatically in Fig. 2, and its explicit expression is given by Eq. (A2). The dressed and bare forces,
illustrated respectively as the first and second diagrams in Fig. 3, can be distinguished by the box in the middle: the solid (open)
box corresponds to the dressed (bare) force. From Fig. 2, i.e., the diagrammatic definition of the dressed force F@ one can
immediately see that the noninteracting correlation function of the dressed and bare forces (see the first diagram in Fig. 3) is
equivalent to the summation of diagrams shown on the right-hand side of the equal sign in Fig. 3. Note that the red wavy line
with a red solid dot in the middle is the dressed propagator of the H.S. field ¢ which is given by the infinite geometric series in
Fig. 1. As a result, Q;R) is also an infinite diagrammatic series with repeated insertion of polarization bubbles. See Appendix A

for a diagrammatic derivation of Q(FR) [Eq. (48)].

D. General formulas for drag viscosity and drag resistivity

Substituting Egs. (48) and (30) into the Kubo formulas Egs. (15) and (16) and expressing the dressed propagator D in terms
of the self-energy I and the bare propagator Dy [Eq. (42)], we find the general expressions for the drag viscosity

Ly (W -2(a) ] R 2
o / [S2V' @V~ (q)] [Im MT®(q, »)] )
q,w

Tsinh® (&)  {[V-!(g9) —Re 1M (q, )] 4 [Im [I®)(q, 0)]?}>’
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and for the drag resistivity

[qxvinter(q)]2

Im I (q, @) Im T2 (g, @)

1 /
pD = . 2 w 2 .
2mnpe? Juq T sinh? (57) |—1 4 [M%(q, 0) + TE (@, ©)]Vimra(@) + TP (@, )T (q, 0) (V2 (@) — V2.(@)]

(50)

Here we have used the fact that the bosonic self-energy IT1® is diagonal in the layer space. In the case where the two layers are
identical, I'I(L'E) = Hg%, the expression for drag resistivity pp reduces to

[‘]xvinter(q)]2

[Im 1P (q, »)]’

1 /
PD = 2 (0 2 2
2n2e? w.q T sinh (ﬁ) ‘1 + H(LRL)(qv ®)(Vinter(q) — Vintra(‘]))| |1 - H(LIE)((L ®)(Vinter(q) + Vintra(CI))‘

Hereafter, for simplicity, we consider only the case of two
identical layers and use I1®(q, w) to indicate the single-layer
retarded polarization operator, which was previously denoted
as H(LIE)/RR(q, w).

Equation (51) was derived earlier by Chen et al. [46]
through the Boltzmann-Langevin approach, whereas Eq. (49)
is obtained now for the drag contribution to viscosity. We
want to emphasize the close resemblance between these two
expressions. Nowhere in the derivation here have we used the
specific forms of interaction potential V(q) and that of the
dispersion &. The general formulas for drag viscosity and
drag resistivity [Eqs. (49) and (51)], are therefore applicable
to other interacting fermionic systems described by Eq. (18).
Long-range interactions with any form of bare potential V (¢)
will induce frictional drag forces acting on the charge carries,
which result in drag viscosity and Coulomb drag. We note

FIG. 2. Diagrammatic definition of dressed interacting stress
tensor and dressed drag force. The dressed force £ is defined as
the summation of all the diagrams on the right-hand side of the equal
sign, and the bare force F is described by the second diagram in this
figure. The dressed force F@) and bare force F' are differentiated by
the solid and open blue box in the middle. Note that the blue wavy
line with a box is used to characterize the vertex f(q) of the force F'.
The layer and spin indices carried by the fermionic fields indicated
by the black lines here are identical on the same side of the blue wavy
line.

D

(

that the bare potential V (q) enters the formula for Coulomb
drag while the derivative V'(g) enters that for drag viscosity,
which is strong only with large V'(g). Furthermore, the RPA
approximation employed here is only valid in the high-density
limit (rs < 1). To go beyond RPA, one way to estimate the
result is by replacing the noninteracting polarization operator
I® with the interacting one [61], as in Ref. [46] for Coulomb
drag. We note that the expression for the retarded correlation
function g;’“ can also be used to deduce the dynamical drag
viscosity [62] using 7p(w) = —Im G (0, w)/w.

The general formulas for the drag viscosity np [Eq. (49)]
and drag resistivity 2n%e” pp [Eq. (51)] can be rewritten as

/ *(q, w)R(q, w), (52)
q,0

where f(q, w) acquires the form

2

D(R)(q, w) for "o

) f@)|—; @

flq, w) = ® (53)
Dy (q, ®)

J@ Vinter(q)

,  for pp,

and R(q, w) is defined as

[Im 1% (q, w)]?
R I bl U2t I
@ @) T sinh? (—2“’T)

S
e

FIG. 3. The retarded correlation function g;’” of the force F is
given by the noninteracting correlation function of the bare force F
and the dressed one F), which is defined diagrammatically in Fig. 2.
It is equivalent to the summation of the four diagrams shown on the
right-hand side of the equal sign in this figure.

(54)
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If one ignores the interaction correction to QQR) (i.e., consid-
ering only the second diagram in Fig. 3 and neglecting the
contribution from the rest), the resulting drag viscosity and
drag resistivity can also be expressed as Eq. (52) with f(q, »)
replaced by the bare vertex f(q) [Eq. (30)].

Insertion of the single-particle fermionic Green’s function
Gy [Eq. (27)] into Eq. (36) leads to

(55)

’

g} _ S
M®(q, o) =/ tanh (%£1) — tanh (2;)
k O+ &k —&kyq T in

whose imaginary part can be expressed as

Im H(R)(q, )

=2 /k 8(w— Eirq+ EOnFEON — np(Gieg)] (e T — 1)

=2 / 8(w— Eirq+ BN — nEE)E (Eirg)(1 — €7).
k
(56)
Here ng(£) = 1/(e5/T + 1) is the Fermi distribution function.

Making use of Eq. (56), one finds that R(q, @) can be written
as [52]

T sinh* (32)
1672
== / 8 + &, — &i+q)
k. k>
X 8(0) — &, + équ)”': (Skl)

x [1 = nF (6k,+q) ]F (61 ) [1= 17 (Eio—q) ]
(57)

R(q, a)) =

which is therefore related to the phase space available for
interlayer scattering processes with momentum transfer q and
energy transfer w. R(q, ) is related to the number of particle-
hole excitations with momentum q and energy w. In the
present paper, we only consider sufficiently low temperatures
at which the contribution from particle-hole continuum is
dominant and that from the plasmons can be ignored.

IV. RESULTS

To calculate the drag viscosity and drag resistivity using
Egs. (49) and (51), we still need the explicit expression for
the polarization operator I1®_ Its value at zero temperature
was calculated by Lindhard [54] and Stern [53] in 3D and 2D,
respectively. In both dimensions, the zero-temperature polar-
ization operator I1®)(q, w) can be expressed in terms of two
dimensionless parameters u = w/vpq and z = ¢q/2kg, with kg,
v = kp/m being the Fermi momentum and Fermi velocity,
respectively. See Appendix B for the explicit expressions of
M®(q, ). In the following, we only consider sufficiently
low temperatures at which the polarization operator can be
approximated by its zero-temperature result. Using the finite-
temperature expression leads to a correction that is of higher
order in T /EF.

A. Drag viscosity

Let us first consider the drag viscosity at temperatures
T/EF € «. a =«/kg is the ratio of the Thomas-Fermi
screening wave vector k over the Fermi momentum kg. « takes
the value of ¥ = (4we?vy)'/? (k = 2me?1y) in 3D (2D), with
vo = mke/m? (vo = m/m) being the density of states at the
Fermi level. In terms of dimensionless interaction parameter
re, a0 = (16/372)'3 /1 (@ = V/2rs) in 3D (2D).

Because of the screened interactions and the thermal factor
1/ sinh?(w/2T), the most significant contribution to the inte-
gral in Eq. (49) comes from small momentum g < x and small
frequency w < T'. As aresult, at low temperatures T /Er < «,
one may approximate the polarization operator IT®(u, z) by
its value at u, z < 1, which leads to the following static limit
(w K vpq) expression for drag viscosity:

1 4y -, P Im TR (q, w)]?
™=y /,, w[ ‘ V(q)] i (5) O

Here V (q) denotes the static screened Coulomb potential

1 _« o
- o PiR2e m 3D,
V=V @ +wl =107 (59)
%H—K, in 2D.

Equation (58) is obtained by replacing the retarded Green’s
function for the H.S. field D®(q, w) in Eq. (53) with the
static screened interaction V (g) and making use of the fact
that V'(q)V () = V'(¢)V *(g).

Im IT® (u, 7) is well approximated by —%2u®(1 — |ul)
[—vou®(1 — |u])] in 3D (2D) for u, z <« 1. Inserting these
expressions into Eq. (58), one obtains the drag viscosity:

1 K4 o] 2 0 4
P = ——— do / dq 1
D 2407 vi J_oo T sinh® (%) lo (¢* +«2)

72 kT? 1 ! 3 1 T\? (60a)
= — = —_— —_— , a
2880 v? 1280 \ 12 rg/zag EF

1 k% (> ? *
oy _L dw—/ dg—1—
o 27n? vi /;Oc T sinh? (%) ol q(q + 1)t

vE

1T 1 1 [TV (605)
- 28802 5761242 \Ef) "’

in 3D and 2D, respectively. Here, in the last equality of both
equations, the drag viscosities are expressed in terms of g,
dimensionless temperature 7'/Er, and the Bohr radius ay =
1/me?.

At higher temperatures T /Er 2 « that are still small com-
pared with the Fermi temperature 7 /Er < 1, the dominant
contribution arises from z <« 1 and arbitrary u [as long as
Im II® (u, 7) is nonvanishing]. For this reason, we use the
expression for the polarization operator at z = 0 and arbitrary
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u and find
1 «*E
(D) _ EF
d d
o ~ 60 k|: / x/ usmh2 T/E )
ux’
X - 2 —7 (61a)
{(@+1-5n(FE)] + (Fu )}
E
77|(32D) 2K F/ dx/ dy————
Nalke T s1nh2 T;xE )
WP —u?) (61b)

x {(x+ 12 = [(x + 1) — 1]u2}?’

where x = g /k.
The thermal factor 1/ sinh?(auxEg/T) in Eq. (61) can be
approximated by (7' /Eraux)? for T /Eg > a, which leads to
the linear temperature dependence of 7p in both dimensions:

1T
ns? = 0. 0013K2k|:— =0.0062———,  (62a)
F

Ef rsao

ns? = 0. 0022Kk|:1 = 0.0063
F r sa() F

In Fig. 4(a) [4(b)] we depict the 3D (2D) drag viscosity in
units of aj ~3 (a0 ) as a function of dimensionless temperature
T /Er. As shown in this figure, at sufficiently low temperatures
T /Er < « the drag viscosity exhibits a quadratic temperature
dependence which becomes linear as the temperature is raised
to T/EF > «. Apart from the explicit value of the crossover
temperature (which equals Era for drag viscosity and vg/d
for drag resistivity as will become apparent later), this tem-
perature dependence is also noted for the drag resistivity of

double-layered 2DEGs [40,44-46,51].

(62b)

B. Drag resistivity

In the following, we compute the drag resistivity in a
manner analogous to that of drag viscosity. The interlayer dis-
tance d is assumed to be much larger than the Thomas-Fermi
screening length . In this case, the integral in Eq. (50) is
dominated by momentum ¢ < d~! and frequency w < 7. At
temperatures T /Er < (kgd )1, the main contribution comes
from the region u# < 1, and the drag resistivity [Eq. (51)] is
well approximated by its static limit (w < vpq) expression

[Im 1®(q, w)]?

T sinh? (%) 63)

P = 2n2e?

/ [‘vainter (51)]2
w,q

[~cf. the analogous static formula (58) for drag viscosity]. Here
V(g) denotes the static screened interaction and is given by

Vig)=1V~"(q)+volLl™". (64)
For large enough interlayer distance d > « !, one has
5 q
Vinter(q) = (65)

2vok sinh gd’

where k = 2me?vy.
Combining Eq. (63) with the fact that Im [1®(q, w) =
—vof in the static limit @ < vgq, one finds the drag resis-

tivity of a clean double-layer 2DEG at temperatures 7 /Er <

9.x107°
6.x10~°
3.x1075

0.

0.12+

0 0.005 0.01 0.015 0.02

0 0.2 0.4 0.6 0.8 1.

0.015\-1.5x10~5

1.x107°

5.x107®
0.01} 0.

-2

0

0 0.005 0.01 0.015 0.02

2la

n

0.005 -

0 0.2 0.4 0.6 0.8 1.

1.2x10°7 11.5x107?
1.x107°

5.x10710
0.

9.x1078 |

0 0.005 0.01 0.015 0.

6.x1078 |

oole?

3.x1078 -

0 0.2 0.4 0.6 0.8 1.

T/EF

FIG. 4. Temperature dependence of drag viscosity np and drag
resistivity pp. Panel (a) shows the drag viscosity of a 3D metal in
units of a; 3, panel (b) illustrates the corresponding 2D result in
units of a; 2, and panel (c) depicts the drag resistivity of a double-
layer 2DEG in units of e~2. They are obtained from numerical
computation of Egs. (61a), (61b), and (67), respectively. The inset
in each panel shows an expanded view of the drag viscosity or drag
resistivity in the low-temperature region. Both the drag viscosity
and drag resistivity exhibit a crossover from quadratic-in-7" behavior
at low temperatures and a linear one at higher temperatures. In
all panels, the dimensionless interaction parameter rs has been set
to be rs = 0.2, and in panel (c) the interlayer distance d is set
to Say.

195106-10



DRAG VISCOSITY OF METALS AND ITS ...

PHYSICAL REVIEW B 101, 195106 (2020)

1/ked [41-43,51]:
1 1 e8] 2 oo q3
=—— do————— dg———
D= 2652 n2e’k?vt /,oo “T sinh? () /: qsinhzqd
_ ¢BIn? 1 T\ Bl (a0)4 T\?
16 ekik2d*\Ef) 128 2\a) \E) -

(66)

At higher temperatures T /Er 2 1/kgd, the static-limit re-

sult [Eq. (66)] is no longer valid. Insertion of the expression

for the polarization operator IT1%®)(u, z) at z = 0 and arbitrary
u into Eq. (51) leads to

d d
PO = 322 I’l26‘2 2d7/ x/ uT smh2 ”Fx”)

xuz(l—u)

67
smh2x D
Here x = gd, and we have used the fact that kd > 1.

Approximating 1/ sinh*(35) with (35%)7% in Eq. (67),
one finds that the drag resistivity is given by the following

expression at temperatures 7 /Er > 1/krd [40,44-46]:

(68)

7t 1 T 4 rg ag\> T
-3

180 2 2k3dS B 1440v/2 2 \d ) Ee’

Using Eq. (51) derived from Kubo formula (16), we have
proved that the drag resistivity crosses over from quadratic
behavior pp o T? for temperatures below vg/d to linear
behavior pp o T for temperatures above vg/d; see Fig. 4(c).

C. Discussion

As shown in the previous sections, both the drag viscosity
and drag resistivity exhibit a quadratic-in-7" behavior at low
temperature 7 < 7, and a linear-in-7 behavior at higher
temperature T >> T.. Here the crossover temperature takes
the value of T,./EF = o [a = (16/37{2)1/3\/;"_5 in3Dand o =
V2rs in 2D] for the drag viscosity and T,/Ef = 1/kgd for
the drag resistivity. It is determined by the boundary of the
particle-hole continuum @ = vgg.

In Eq. (52), we show that both the drag viscosity [Eq. (49)]
and drag resistivity [Eq. (51)] can be expressed as a two-
variable integral with the integrand being a product of the
square of the dressed vertex f(q, ) and phase-space factor
R(q, w). The typical energy transfer w is of the order of the
temperature 7', while the typical momentum transfer g is of
the order of the Thomas-Fermi screening wave vector « for
the drag viscosity and of the inverse of interlayer spacing d !
for the drag resistivity (assuming d > «~!). The crossover
temperature 7; is the temperature at which the typical energy
transfer w and typical momentum transfer g reach the particle-
hole continuum boundary w = vgg, and as a result equals vek
for the drag viscosity and ved ~! for the drag resistivity.

At temperature T < T, the energy transfer w, which is of
the order of 7', is much smaller compared with vgg, which
is of the order of 7.. Therefore, the dressed vertex f(q, )
in Eq. (52) can be approximated by f(q) with the bare inter-
action V(g) replaced by the static screened one V(g). Now
f(q, w) becomes frequency independent, and the quadratic

temperature dependence of np and pp comes entirely from
the phase space fw R(q, w) of the interlayer scattering with
momentum transfer q.

At temperature T > T,, the energy transfer w is now
cut off by the boundary of the particle-hole continuum vgg,
which is of the order of the crossover temperature 7,. As a
result, the factor sinh(w/2T) in the denominator of R(q, w)
(Eq. (54)) can be approximated by w/2T since w ~ T, K T.
Substituting R(q, w) back into Eq. (52), it is now easy to see
the linear temperature dependence of the drag viscosity and
drag resistivity in this regime.

V. CONCLUSION

In this paper, we show the close resemblance between the
drag resistivity of double-layer 2DEGs and the drag viscosity
of clean metals in 2D and 3D. These two phenomena both
originate from frictional drag force induced by Coulomb inter-
actions. Using Kubo’s formula, we extract the drag resistivity
and drag viscosity from the correlation functions of drag force
and that of momentum flow induced by the drag force, i.e.,
interacting part of the stress tensor, respectively. Similar to the
drag resistivity, the drag viscosity exhibits a quadratic-in-T
scaling behavior at low temperatures which crosses over to
a linear behavior at higher temperatures (which are still low
enough such that the plasmon contribution can be ignored).
It is therefore relatively small compared with the “Drude”-
type viscosity that results from the correlation function of the
noninteracting stress tensor and has a temperature dependence
of 1/T?[31-33].

Even though drag viscosity is relatively small for clean
metals, it might be significant for electronic systems with a
different Fermi-surface geometry, energy dispersion, or type
of interaction, especially for those with strong Coulomb drag
signal. Another system, where the drag viscosity may have a
more pronounced effect, is graphene close to charge neutrality
in the hydrodynamic regime [21-23]. It has been found by
Miiller et al. [5] that the “Drude”-type viscosity has a temper-
ature dependence of T2 at charge neutrality, in contrast to the
usual Fermi-liquid result of 5 oc 1/T? [31-33]. In addition,
due to the lack of screening, the interactions become strong
at the charge neutrality, resulting in a strong drag force. As
a consequence of particle-hole symmetry, the leading-order
contribution to the drag resistivity of a double-layer intrin-
sic graphene vanishes [63,64]. However, it has been shown
both experimentally and theoretically that application of a
magnetic field generates a giant magnetodrag for graphene at
charge neutrality [65—67]. Given the similarity between the
drag resistivity and drag viscosity, it is reasonable to expect
the drag viscosity might be significant for graphene at charge
neutrality in the presence of a magnetic field. Another type of
system where the drag viscosity may dominate are quantum
critical systems [68]. The soft fluctuations near the critical
point there induce long-range forces, unscreened at criticality,
which may give rise to a noticeable viscous drag effect.

In particular, the drag viscosity may also play a role in
developing a better understanding of linear-in-T resistivity
of the strange metal phase of cuprates [69]. In Ref. [70],
Davison et al. present a mechanism to explain the linear-
in-T resistivity by connecting it with the electron viscosity.
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In particular, they consider a strongly interacting quantum
critical system which is weakly coupled to impurities and
can be described hydrodynamically, and assume the theory is
applicable to actual electronic systems such as cuprates. For
this hydrodynamics liquid, the resistivity is governed by the
momentum dissipation characterized by viscosity. They found
a viscous contribution to resistivity proportional to viscosity
p(T) o n(T), see also Refs. [1,71] where the same result has
been derived. Assuming the lower bound for the ratio of shear
viscosity to entropy density [30] is reached, they conclude that
the viscous contribution is proportional to the electron entropy
p(T) o< s(T) and therefore shows a linear-in-7 temperature
dependence for strange metals with entropy s o« T [72]. For a
critical quantum liquid, the drag viscosity might be dominant
and therefore relevant to the linear-in-7 resistivity.

In summary, this paper has introduced a mechanism for
electronic viscosity, based on a drag effect originating from
long-range forces. The drag viscosity shows a crossover from

J

a quadratic 7 dependence in the 7 — O limit to a linear-in-
T behavior, which may result in a linear-in-7" conductivity
[1,70,71]. This contribution is shown to be small for regular
Fermi liquids with an isotropic Fermi surface. However, we
show a nearly one-to-one correspondence between the drag
viscosity coefficient and the Coulomb drag resistance, thereby
providing guidance in search for systems where the intrinsic
drag effect may dominate and give rise to a pronounced linear-
in-T behavior of transport coefficients.
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APPENDIX A: DIAGRAMMATIC DERIVATION OF THE STRESS TENSOR AND DRAG
FORCE CORRELATION FUNCTIONS

In this Appendix, we provide an alternative diagrammatic approach to calculate the retarded correlation function g};” of the

stress tensor T, and drag force Fx'-/ R which are represented by F [Eq. (29)] with different forms of vertex f(q) [Eq. (30)].
The correlation function gff), depicted in Fig. 3, is given by the noninteracting correlation function of the bare force F and

dressed force F@,

iG:(Q) = (F{(QF (=), = (Fa(F (=),

(AD)

Here the dressed force F?) is defined diagrammatically in Fig. 2. Through a straightforward calculation, we find that the classical

components of the dressed F (¢ take the form

i (d) _ —1 -1
Fc| (Q)_ m kK e, q.0 f(q)VLi/ (q)VR]/ (‘])
0 1][D§f,‘-)(q, o+ Q) 0
M )
- ng(—q, —w) ) 0
X _D;’j)(_q’ —o) Dg’j)(_q’ —w)_
0o D{(q. 0+ Q) 0 [
D¥(q, 0+ Q) DP(q, 0+ Q)
- 2T
oyT| Pri (78 =) 0
D¥)(—q, —w) DT (—q, -w)
L™ q, 7 q, — J

VLK, e Mp(eMp(e'+ o+ QYL (K + q, &'+ 0+ Q)
DX (q, 0+ Q) D®(q, w+_§2):| [%;/(kﬁ £IMp (et Mp(e'+ o+ QYLK + q, £ + o+ Q)}
[ Vi (k+ q. e+ ©)Mp(e+ 0)Mp(e)Yd (K, &) }
| Vs (K+q, £+ 0)Mp(e+ @)t ' Mp(e)ys (K, €)
VK, & Mp (e )M (6'+ o+ v, (K + q, &'+ o+ sz)] ’

Vd (k+ q. e+ 0)Mp (e + ©)Mp () (k. £)
| V2 (k+ q. & + ©)Mp(e + 0)t' Mp(e)yd (k. £)

UK, e Mp(e)E ' Mp(e'+ o)yl (K + q, & + o+ Q)

(A2)

where u' = [0 1] and v' = [1 0]. The quantum component of FQ(‘I) can also be obtained from Eq. (A2) by interchanging u

and v.

Insertion of Egs. (A2) and (33) into Eq. (A1) yields the retarded correlation function of F,

ig(@) = —% /

@4 = R

+ [ WLi(q, @ + Q)vI[u Wri(—q, —o)u] + [V WLi(q, © + Q)ul[v Wei(—q, —w)v]},

where W is defined as

W(q, w) =V~ ()1 D(q, »)T1(q, w).

rﬁ is the Pauli matrix acting on the layer space.

Y F@F(—5a)uWii(g, @ + Qul[u"Wei(—g, —o)v] + [V Wii(g, © + QVI[V Wri(—q, —o)u]

(A3)

(A4)
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Using the causality structures of dressed propagator D(q, w) [Eq. (41)] and self-energy I1(q, w) [Eq. (35)] of the bosonic
field ¢, we find Eq. (A3) can be further simplified to Eq. (47) which is derived in Sec. III C through a different approach that
involves a source field.

APPENDIX B: ZERO-TEMPERATURE POLARIZATION OPERATOR

The noninteracting polarization operator T1®(q, w) at zero temperature was calculated by Lindhard [54] and Stern [53],
respectively, for a Fermi liquid in 2D and 3D. In this Appendix, we give the explicit expressions which are needed for our
calculations of drag viscosity and drag resistivity.

In terms of the dimensionless parameters u = w/veq and z = q/2kr, the real and imaginary parts of the polarization operator
I(u, z) for u > 0 in 3D are given by, respectively,

z+u—+1

z—u-+1
z+u—1

®) 1 1 )
Re T (u,z) = —vpy = + —[1 — (z —u)"]In
8z z—u—1

2

1 2
4+ —[1—=(+u)]ln
8z

}, (B

1 1
Im®u, z) = —nvo{§u®(|l —zl—u)+ 8—[1 — = w10 +z —w)Ou — |1 - Z|)}- (B2)
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In 2D, the polarization operator I[1®(u > 0, z) acquires the form

R“WWWDZ—Vﬁl—%anW/@+Mf—l®m+ukﬁ]—%n§_m/@—MV_HMM_M_H} (B3)

Z
Im [I%®(u, 2) =voziz{\/1 — @+ w0l —z4+ull —y/1 -z —u)*O[l — |z — ul]}.

(B4)

For u < 0, the explicit expressions for the polarization operator can be deduced from the equations above using Im IT(x, x) =

— Im IT(—u, x) and Re IT(u, x) = Re [1(—u, x).
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