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Phase transitions for the two-dimensional antiferromagnetic triangular Heisenberg model in a uniform field
are primarily analyzed using dynamical scaling analysis. The system has Z; and O(2) symmetries. The transition
temperatures and types of transition are investigated using the relaxation of order parameters and the asymptotic
behaviors of relaxation time around transition temperatures. In the low-field range, the order parameters for the
Z3 and O(2) symmetries exhibit the behavior typical of a second-order transition and Kosterlitz-Thouless (KT)
transition, respectively, with distinct transition temperatures. In the high-field range, an order parameter for the
Z; symmetry exhibits the behavior of a second-order transition, while another order parameter related to the
components perpendicular to the field demonstrates that the relaxation time diverges with an asymptotic form,
indicating a second-order transition rather than a KT transition. These transition temperatures are estimated to be
close. Critical exponents for these two order parameters are estimated separately by calculating the relaxation of
fluctuations in the high-field range. It was confirmed that the critical exponents for both of these order parameters
change continuously as a function of field, and they are distinct from each other.
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I. INTRODUCTION

Elucidation of frustrated systems is a major issue in con-
densed matter and statistical physics because complicated
ordered phases appear under the influence of frustration [1,2].
The antiferromagnetic (AF) triangular Heisenberg model has
been extensively studied for both quantum and classical sys-
tems [3—-11]. RbFe(MoQOy), [12] and RbsMn(MoQ4); [13]
have been established as the materials corresponding to this
system.

At the zero field, this system assumes a 120 degree struc-
ture in the ground state [3]. There is a Z, vortex, which causes
a phase transition of the binding-unbinding property of vor-
tices [3,14,15]. In the nonzero fields, the model has previously
been investigated using the equilibrium Monte Carlo simu-
lation (EMCS), and the phase diagram was obtained in the
temperature-field plane [4,5,16]. The phase diagram is briefly
shown in Fig. 1. Double ordered phases were reported in the
low-field range (0 < i < 3) [16]. The Y phase is associated
with Z; breaking and algebraic ordering of O(2) [4,5,16].
The up-up-down (UUD) phase involves only Z3 breaking, and
this phase was called the one-third magnetization plateau in
Ref. [16]. The Kosterlitz-Thouless (KT) transition [17,18] in
terms of O(2) occurs between the Y phase and UUD phase. A
second-order transition breaking Z3 occurs between the UUD
phase and the paramagnetic (PM) phase, and this transition
belongs to the same universality class as the three-state Potts
model. In the high-field range (3 < /& < 9), a single ordered
phase called the 2:1 canted phase was reported [16]. A single
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phase transition in terms of Z3 and O(2) occurs between this
phase and the PM phase. At the transition temperature, there
was a nonuniversal jump in the spin stiffness, which detects
the transition in terms of O(2), and the critical exponents for
both the Z3 and O(2) symmetries change continuously as a
function of the field and do not belong to any universality class
[16].

An important problem of the system is that the transitions
in the high and low fields are distinct. Although previous
studies [4,5,16] confirm a picture of the phase transitions in
the low-field range, few studies have reported on the nature
of the transitions in the high-field range. In this study, we
primarily analyze the phase transition between the 2:1 canted
phase and PM phase in the high-field range. The phase transi-
tion between the UUD phase and 2:1 canted phase is beyond
the scope of this study. To compare the phase transition in
the high-field range with that in the low-field range, we also
analyze the transition temperature and transition type between
the UUD phase and PM phase and those between the Y phase
and UUD phase in the low-field range.

We study the system using the nonequilibrium relaxation
(NER) method: a numerical method for analyzing equilibrium
phase transitions [19]. In this method, equilibrium properties
can be analyzed using a dynamical behavior from a fully
ordered initial state to the equilibrium one. Such a data
of dynamical behavior is identical to one discarded as the
equilibration in the EMCS. Because the NER method has
been successful with frustrated and random systems [20-22],
we expect that this method will be effective for the present
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system. An advantage of analysis using the NER method over
EMCS is that the behavior of the thermodynamic limit can be
realized even at around the transition temperature where the
fluctuation becomes large. This is because the calculation is
terminated before the correlation length & (¢) reaches the edge
of the size at which the finite-size effect occurs. Notwithstand-
ing slowly relaxing systems due to the frustration, the NER
method does not require calculations to derive the equilibrium
state. Consequently, computational resources are allocated to
enlarging the system size.

The structure of the paper is as follows: In Sec. II, details
of the model and the dynamical order parameters are defined.
In Sec. III, dynamical scaling for NER data is applied to
the phase transitions in the low-field range, and we obtain
results for transition temperatures, dynamical exponents, and
transition types. Comparing these results with those from
previous studies [4,5,16], we provide a basis for analysis in the
high-field range. In Sec. IV, results for transitions in the high-
field range are presented. Transition temperatures, dynamical
exponents, and transition types are obtained. Furthermore,
static critical exponents are estimated for order parameters
by investigating the relaxation of fluctuations. In Sec. V, we
discuss our results.

II. MODEL

We consider the classical AF Heisenberg model:

H=—J) 5-S;—h)_ S,
(i) i

2.1

where the summation (i) runs over all nearest-neighbor sites
on the triangular lattice. A uniform magnetic field 4 is applied
along S* components, and J assumes a negative value due

to AF interaction and is set as J = —1. We measure the
temperature 7 and uniform field % in units of J/kg and J,
respectively.

First, we consider the ground state and the spin structure
in the zero-temperature limit. To explain the ground state, the
spin structure, and order parameters, it is convenient to use
the concepts of a sublattice and plaquette. As seen in Fig. 2,
the triangular lattice is divided into three sublattices A, B, and
C. The three spins on a plaquette satisfy

h
Sa+Sp+S8c = (O, 0, §> (2.2)

for 0 <7 <9 in the ground state [4]. At the zero field,
the system assumes a 120 degree structure, which certainly
satisfies Eq. (2.2). In the nonzero fields, the system does not
assume the pure 120 degree structure in the zero-temperature
limit. Based on spin-wave analysis [23,24], the spin structure
in the zero-temperature limit is obtained as

04 = cos~ ! {(h + 3)/6}, (2.3)
05 = —0,, (2.4)
O = —, (2.5)
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FIG. 1. Conceptual illustration of phase diagram of the AF trian-
gular Heisenberg model expected by previous studies [4,5,16].

forO < h < 3, and

04 = cos™" {(h* +27)/12h}, (2.6)
Op = 04, 2.7
bc = —cos™ ' {(n* —27) /6h}, (2.8)

for3 < h < 9, where 6y, with X = A, B, or C, is a polar angle
of the spin variable Sy measured from the z axis along the
$¢ direction. For example, the structures for 2 =2, 3, and
5, which are used later as initial states of order parameters,
are shown in Fig. 3. To obtain these structures, first S° is
determined from Egs. (2.3)—(2.8), then setting $* = 0, $” is
calculated using |S| = 1.

Next, we consider the spin structures in ordered phases.
In the low-field range, a collinear UUD structure is realized in
the UUD phase in which the O(2) symmetry remains while Z3
is broken [4,5,16]. In the Y phase, the spins form a coplanar
structure with a canted 120 degree structure [4,5,16]. In the
high-field range, the spins also form a coplanar structure in
the 2:1 canted phase. However, they have a different structure.

A B

FIG. 2. Conceptual illustration of the two-dimensional triangular
lattice at a size of 6 x 5. The red, green, and blue sites denote three
sublattices A, B, and C, respectively.
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FIG. 3. The spin structures in the zero-temperature limit in the
case of $* =0. (a) That for h =2; Sy = (0, /1 — (5/6)2,5/6),
Spo = (0, —/1 — (5/6)%,5/6), and Sco = (0,0, —1). (b) That
for h =3; Sa =S =(0,0,1) and S¢o = (0,0, —1). (c¢) That
for h=5; Sp =Sp = (0,1 —(13/15)?,13/15) and Sco =
0, —/1 = (1/15)2, —1/15).

Two spins on a plaquette are parallel to each other and canted
to the remaining spin.

Here, we explain the order parameters. To analyze a phase
transition using NER analysis, we introduce dynamical order
parameters that assume a finite value in a low-temperature
phase and disappear in a high-temperature phase. They are
defined for a fully ordered state that maximizes their values
and are calculated from that state. We denote such a state as
Sxo = (Sxo» Sko» Sko)- An order parameter for the $° compo-
nents in terms of the Z3 symmetry is

w:%{22sg+22sg—24sz , (2.9)
A B C

where the summations for A, B, and C run over all N/3
elements on the sublattices. Equation (2.9) is part of the
complex order parameter used in a previous study [16]. The
other order parameter for the S¥-S¥ components in terms of
the O(2) symmetry is defined as

2
Myy ZN{E Sj~Sj0+§ Sé'séo
A B

+Zsé-séo],
C

where S)% = (8%, S}y() is a two-dimensional vector defined by
removing the S component from the spin variable. Remov-
ing the S° component, the behavior of the $*-S” compo-
nents around the field axis can be observed. By substituting

(2.10)
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FIG. 4. Two order parameters are plotted as a function of / in the
zero-temperature limit.

Egs. (2.3)~(2.8) into Egs. (2.9) and (2.10) setting Sy, = Sy,
these order parameters can be expressed as a function of field:

h+9
=—= 2.11
¥ T (2.11)
4 h+3\*
=11 — (=) 2.12
- { (" )} )
forO < h < 3,and
3/9 h
==(=-= 2.1
¥ 8<h 9>, (2.13)
411 427V (2.14)
Myy = — s .
Y 12h

for 3 < h<9. These order parameters in the zero-

temperature limit are plotted in Fig. 4.

III. LOW-FIELD RANGE

First, we analyze the phase transition in the low-field
range, typically at 7 = 2, and confirm that dynamical scaling
analysis using the dynamical order parameters defined above
produces results consistent with the results of previous studies
[4,5,16]. ¢ is used to analyze that between the UUD phase and
PM phase. m,, is intended for that between the Y phase and
UUD phase.

A. Relaxation of order parameters

To investigate asymptotic behaviors for relaxation of the
order parameters and to perform dynamical scaling analysis,
we calculate relaxation of v and m,, at h = 2. Figure 3(b) is
selected as the initial state for vr. Although it is the structure
in zero-temperature limit at 27 = 3, this structure is realized in
the UUD phase as shown in Fig. 1 and it is reasonable to select
it as the initial state for ¢ at h = 2. That for m,, is selected as
Fig. 3(a). The heat bath algorithm [25] is used for this system
up to 10* Monte Carlo steps (MCSs). We note that a Monte
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FIG. 5. Relaxation of the order parameters at 4 =2 on the
2001 x 2000 triangular lattice plotted on a double-logarithmic scale.
(a) The relaxation of . (b) That of m,,.

Carlo step is defined by a single update per spin. The system
size is 2001 x 2000 on the triangular lattice, and the skew
boundary condition [26] is used. For statistical averaging,
864 independent samples are taken at several temperatures
around the transition point. The results are plotted in Fig. 5
with a double-logarithmic scale. Hereafter, dynamical order
parameters are plotted as normalized by the value of the initial
state; this does not affect the appearance of the data because
the initial state is identical in each plot. To check the size
dependence, relaxation is also calculated for several sizes
at T = 0.366 for ¥ and at T = 0.136 for my,, close to the
transition temperatures [16] where fluctuations become large.
The results are shown in Fig. 6. We confirm that the finite-size
effect does not appear up to 10* MCSs on the 2001 x 2000
triangular lattice.

According to the standard NER analysis [19], it is expected
that the asymptotic behavior of the order parameter (say m in
general) is expected to be

Megq (T <To),
m(t, T)~ {1~ (T =T, 3.1
exp[—t/=(T)] (T >T),

| | (a)
&
> | 40024001 -
3003x3002 -
2001x2000
1002x1001
0.1 10 100 1000 10000
| t
T % }:;&zx*gﬂ,mm ‘ (b)
&
N
= | 4002x4001 -
3003x3002 -
2001x2000
1002x1001
0.1 10 100 1000 10000

4

FIG. 6. The size dependence of relaxation close to the transition
temperature. (a) The relaxation of ¢ at (T, h) = (0.366, 2). (b) That
of my, at (T, h) = (0.136, 2). For the case L = 1001, the relaxation
coincides with those for larger sizes, 2000, 3002, 4001, up to 10*
MCSs.

for a second-order transition, and
(M)
exp[—t/T(T)]

for a KT transition, where 1,, is a dynamical exponent and
7(T) is a relaxation time depending on the temperature. In
Fig. 5(a), v exhibits the same behavior as a relaxation of
a second-order transition like Eq. (3.1). In Fig. 5(b), m,,
decays exponentially in the high-temperature range, indicat-
ing a downward trend, while it is not clear whether m,, is
relaxing toward a spontaneous order like Eq. (3.1) or with
a power-law decaying like Eq. (3.2) in the low-temperature
range. A transition type of m,, cannot be distinguished clearly
only from the observation in Fig. 5(b).

(T < Tkr),

(T > Txr), (3.2)

mt, T) ~ {

B. Dynamical scaling analysis and determination
of transition type

The dynamical scaling analysis is necessary to estimate
the transition temperature and a dynamical exponent. In this
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subsection, this analysis is used to examine the transition
type of m,, shown in Fig. 5(b). The dynamical scaling law
is expressed as

mOJU:rG)MW(l—), (3.3)

(T)
where A, is a dynamical exponent and t(7) represents a
relaxation time; these are given as

Am = B/zv, G4

©(T)=alT — T.| ™, (3.5)

for a second-order transition where B, z, and v are critical
exponents associated with the order parameter, relaxation
time, and correlation length, respectively. These exponents
and b = zv are universal quantities, and « in Eq. (3.5) is a
nonuniversal amplitude [19]. For a KT transition,

Am =1/22, (3.6)

©(T) = aexp ( 3.7

b

vT — TKT)
are used instead of Egs. (3.4) and (3.5), where 5 is associated
with the correlation function, which is a universal quantity,
and a in Eq. (3.7) is a nonuniversal amplitude. It is not clear
whether b in Eq. (3.7) is a universal quantity or not [19]. We
note that Egs. (3.6) and (3.7) are only valid over a temperature
range outside the KT phase. The relaxation data are converted
according to the following formula:

X =1t/1, (3.8)
Y, =t m(, T), (3.9)
E; = 1/"8m(t;, Ty), (3.10)

where E; expresses the statistical error of ¥;. These data should
collapse on a dynamical scaling function as

Y = W(X). @3.11)

To perform the scaling analysis according to Eq. (3.3), it
is necessary to select an asymptotic form of the relaxation
time 7(7T) as Eq. (3.5) or Eq. (3.7). As seen in Fig. 5(a), the
relaxation of v indicates a behavior typical of a second-order
transition, i.e., Eq. (3.1); then, we will use Eq. (3.5) for this
order parameter. On the other hand, it is not clear whether
my, in Fig. 5(b) follows the behavior of the second-order
transition or that of the KT transition. To identify the behavior,
the analysis for discriminating the transition type [27,28] is
applied, where comparisons of relaxation times are performed
on data of m,,. Three types of dynamical scaling are required
for this analysis. The first type is a dynamical scaling with the
relaxation time of the second-order transition, Eq. (3.5). The
second type uses that of the KT transition, Eq. (3.7), and in
the third, a function for the relaxation time is not assumed
regarding 7(T) in Eq. (3.3) as a parameter depending on
temperature. We applied this analysis to data of m,, for eleven
values of temperature in the high-temperature range, i.e., T} =
0.138, 7, = 0.141, ..., T;; = 0.168. We use data only in the
high-temperature range because the KT transition is assumed

100 E 1T T T T T T E
- T: no function R

8| _
107¢ Topg=al T — 3
108 3 tr=aexp| b(T-Typ) "] — E

=4
10 F E
10°F 1
10°F | 1 | E
0.14 0.15 0.16 0.17
T

FIG. 7. Comparison of relaxation times estimated by three types
of dynamical scaling for m,, in Fig. 5(b) at & = 2. They are plotted
versus T'.

in one of the scalings. We choose several data points after
100 MCSs at regular intervals on In(z) for each temperature.
The method of dynamical scaling automated by Bayesian
estimation and the kernel method is used [27]. In the first
and second scaling with an assumed function, the relaxation
time is obtained by substituting the estimated parameters (a,
b, T, and Txr) in Egs. (3.5) and (3.7). In addition, 7, for
T, ¢ =1,...,11) are also estimated in the third scaling
without assuming a function. The result is shown in Fig. 7.
It is expected that values of t, estimated without assuming
a function are the most reliable. As seen in Fig. 7, these
values seem to be in good agreement with the curve obtained
by using Eq. (3.7) for the KT transition. Furthermore, the
numerical difference between t(7;) with assuming functions
and 1, is also evaluated. The study in Ref. [27] proposes
evaluating a numerical difference using a residual defined by

Nr
1

= In7(T;) — In7,)>, 3.12

r Nrg{‘””) n ) (3.12)

where 7(-) obeys Eq. (3.5) or Eq. (3.7), and Ny =11 is
the number of temperatures. The residuals are calculated as
rgr = 1.43 for Eq. (3.7) and rpyq = 3.01 % 10! for Eq. (3.5)
indicating that m,, in Fig. 5(b) exhibits the behavior of a KT
transition in the high-temperature range. Therefore, that in the
low-temperature range should exhibit the behavior of a KT
phase, which decays in a power law, not toward a spontaneous
order.

C. Estimation of transition temperature
and dynamical exponent

In this subsection, the transition temperature and the dy-
namical exponent are estimated using the dynamical scaling
analysis introduced in Sec. IIIB. Several temperatures in
which the relaxation clearly show a downward trend regarded
as in a high-temperature phase are selected for ¢ shown
in Fig. 5(a) and m,, shown in Fig. 5(b). Similarly, several
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FIG. 8. (a) An example of randomly chosen relaxation data of
¥ in the low-temperature range in Fig. 5(a), and (b) corresponding
scaling plot. (c), (d) Those in the high-temperature range.

temperatures in which relaxation clearly show an upward
trend regarded as in a low-temperature phase are also selected
for ¥ shown in Fig. 5(a). In Sec. IIIB for the comparison
of the relaxation time, temperatures close to the transition
point were actively used to identify the asymptotic form of the
relaxation time. However, those temperatures are avoided here
because such data very close to the transition point sometimes
make the fitting procedure difficult and affect the accuracy
of estimations. Several data points are randomly chosen for
each temperature after 100 MCSs. Assuming Eq. (3.5) for ¢,
dynamical scaling analysis is performed to estimate its 7, and
Am. Those of my, are also estimated with the same analysis,
assuming Eq. (3.7) for it. We note that the same algorithm
applied in Sec. III B is also used, and the analysis is performed
separately for the low and the high temperature ranges for ¥,
and only for the high-temperature range for my,. The results
are shown in Fig. 8 for ¥ and Fig. 9 for my,.

0.6 '
@) e
*°T=0.168 - Hn Ny
0.4} T=0.165 ‘x&\\.\ =
o |r=o0162 - RS
031720159 -+ \\%\ =’
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T=0.150 - AR BT
T=0.147 - . >~ ool
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T=0141 - . -
013 10 700 7000 030 0% 107 108 102 it 10
t X=t/t

FIG. 9. (a) An example of randomly chosen relaxation data of
my, in the high-temperature range in Fig. 5(b), and (b) corresponding
scaling plot.
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FIG. 10. Relaxation of the order parameters at 7 =35 on the
2001 x 2000 triangular lattice plotted on a double-logarithmic scale.
(a) The relaxation of . (b) That of m,,.

To evaluate error bars, the bootstrap method [27] is ap-
plied. Here we repeat the dynamical scaling analysis for 100
randomly chosen sets from relaxation data. We obtain 100
samples of transition temperature and dynamical exponent, 7.,
and A, of ¥ in the low-temperature range, those of ¢ in the
high-temperature range, and Txr and A, of m,, in the high-
temperature range. The averaged T; for the low and high tem-
perature ranges are T.X = 0.36642(2) and T/ = 0.366414(9),
respectively. Because these two temperatures are consistent
with each other within the error bars, it is reasonable to con-
clude that 7, = 0.36642(2). Similarly, Txr averaged for the
high-temperature range is given by Txr = 0.13638(7). These
estimations are consistent with the previous results with 7, =
0.364(1) for Z3 and Txt = 0.138(3) for O(2) [16]. Averaged
Am of ¥ in Eq. (3.4) and that of m,, in Eq. (3.6) with error bar
are also evaluated. The results are A,, = 0.0737(6) for ¥ and
Am = 0.0692(3) for my,. Because these values characterize
the dynamical behavior of an order parameter at 7. or Txr,
it cannot be compared with a previous study using EMCS.
In the analysis of the phase transition at 4~ =2 (in the low
field) using the series of the NER methods, we have confirmed
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that the transition type and the transition temperature are
consistent with previous studies [4,5,16]. This supports the
present selection of the dynamical order parameters, Eqs. (2.9)
and (2.10).

IV. HIGH-FIELD RANGE
A. Relaxation of order parameters

We apply the same analysis as in the previous section to
the phase transition in the high-field range. v and m,, are
both used for that between the 2:1 canted phase and PM
phase. We calculate the relaxation of them for several values
of field; as an example, we show the results for 2z = 5 in detail.
Figure 3(c) is selected as the initial state of relaxation. The
conditions for the calculation are the same as those for the
low field in Sec. IIT A. The relaxations for 2 = 5 are plotted
in Fig. 10 with a double-logarithmic scale. We investigate a
finite-size dependence of relaxation in this case. The relax-
ations of v and my, are calculated for several sizes at (T, h) =
(0.3, 3.5) to which the multicritical point is closely located
[16], and a strong fluctuation is expected to appear. The
results are plotted in Fig. 11. We confirm that the finite-size
effect does not appear up to 10* MCSs on the 2001 x 2000
triangular lattice. Because we study the phase transitions for
h > 3.5 away from this field, 2 = 3.5, the finite-size effect
does not occur in our calculations, even in Fig. 10 for h =
5. Similarly to the low-field case, ¥ in Fig. 10(a) shows a
typical second-order transition like Eq. (3.1). As for m,, in
Fig. 10(b), it is not clear whether my, is relaxing toward a
spontaneous order like Eq. (3.1) or with a power-law decaying
like Eq. (3.2) in the low-temperature range.

B. Dynamical scaling analysis and discrimination
of transition type

We examine the relaxation of my, in Fig. 10(b) by the
use of the discrimination of the transition type introduced in
Sec. III B. We select ten values of temperature in the high-
temperature range of my, in Fig. 10(b), i.e., T} = 0.214, T, =
0.218, ..., Tip = 0.250. For each temperature, we choose
several data points after 100 MCSs at regular intervals on
In(7). As in Sec. III B, three types of scalings are performed
for chosen data points in order to discriminate the transition
type. The result is shown in Fig. 12. It is expected that the val-
ues of 7, for T, (£ =1, ..., 10) estimated without assuming
an asymptotic form are the most reliable. As seen in Fig. 12,
these values seem to be in good agreement with the curve
obtained by using Eq. (3.5) for the second-order transition.
Furthermore, the numerical difference between 7(7;) with
assuming functions and t, without assuming a function are
also evaluated. The residuals are calculated from Eq. (3.12)
with Ny = 10 as rppg = 1.41 x 1073 for Eq. (3.5) and gt =
2.86 x 10~! for Eq. (3.7) indicating that the relaxation of My
in the high-temperature range shows a second-order transi-
tion. Therefore, that in the low-temperature range in Fig. 10(b)
is also expected to exhibit a second-order transition instead
of a KT transition. This means that the relaxation in the
low-temperature range is not algebraic in our observation.

1
)
> | 4002x4001 -
3003x3002 -
2001x2000
1002x1001
013 10 700 1000 10000
1 t
| ~ (b)
)
N
S 4002x4001 -
3003x3002 -~
2001x2000
1002x1001
019 70 700 1000 10000

4

FIG. 11. The size dependence of relaxation at (T, #) = (0.3, 3.5)
close to the multicritical point. (a) The relaxation of . (b) That of
my,. For the case L = 1001, the relaxation coincides with those for
larger sizes, 2000, 3002, 4001, up to 10* MCSs.

A T T T T T T ]
| T: no function
1 - =
0000 Typa=a| T " — ]
1000 |- typ=aexp| bB(T-Tyr) 2] — b
= i
5 100+
10
1 -

FIG. 12. Comparison of relaxation times estimated by three
types of dynamical scaling for m,, in Fig. 10(b) at h = 5. They are
plotted versus T'.
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FIG. 13. (a) An example of randomly chosen relaxation data of
¥ in the low-temperature range in Fig. 10(a), and (b) corresponding
scaling plot. (c), (d) Those in the high-temperature range.

C. Estimation of transition temperature
and dynamical exponent

In this subsection, the transition temperature and dynami-
cal exponent are estimated using the dynamical scaling anal-
ysis introduced in Sec. III B and performed in Sec. III C. Sim-
ilarly to the low-field case, several temperatures are selected
for the low and the high temperature ranges, respectively. For
each selected temperature, several data points of ¥ and m,, are
randomly chosen after 100 MCSs. Assuming an asymptotic
form of relaxation time as the second-order transition type,
Eq. (3.5), the dynamical scaling analysis is performed for v
and my, to estimate 7 and A,,. We note that in Sec. IV B, we
have confirmed that the relaxation time of m,, diverges with
an asymptotic form closer to Eq. (3.5) than Eq. (3.7). Thus,
Eq. (3.5) is applied not only to ¥ but also to m,,. The results
are shown in Fig. 13 for v and in Fig. 14 for m,,. There is no
contradiction in using Eq. (3.5) for dynamical scaling of m,,
because the scaling plot for m,, was achieved successfully in
Fig. 14(b) even in the low-temperature range.

To estimate 7; precisely with error bars, the bootstrap
method [27] is applied. The process is the same as in
Sec. III C. The transition temperature of i is estimated as
TE =0.21169(4) from 100 randomly chosen samples in the

0.8 : T \ 3 ‘
a S, b
(a) N (b)
T=0170 'Sy % = .
O | T=0174 - T e ol
t,, 0.7+ T=0.178 f}&\ g \-é\
“é\ T=0.182 N s
s | T=0.186 ANSNNEN
T=0.190 - o] -
7=0.194 - N\la
06l T=0.198 - N
Pl T7=0202 - N -
1 10 100 1000 10000 10-7 10% 10° 10% 10° 102 10"
t X=t/t
0.7 d . T T T T T
0sf () \ : (d)
, N | 2, ]
2 WN\ve
© | r=0250 - RN RS
2031 T=0.246 - VO] Boal
. |T=0242 Wi | 87 \
| 7=0.238 06
S 02 120234 BRI
7=0.230 P~ 04 )
T=0.226 - Y
T=0222 - 4 ‘ ‘ ‘ ‘
0.1 1 10 100 1000 10000 0'21 0’ 10 1073 1072
t X=t/t

FIG. 14. (a) An example of randomly chosen relaxation data of
my, in the low-temperature range in Fig. 10(b), and (b) corresponding
scaling plot. (c), (d) Those in the high-temperature range.

low-temperature range and 7.7 = 0.21391(8) from those in
the high-temperature range; then we conclude 7, = 0.213(1).
Similarly, it is estimated for m,, as TCL = 0.20649(9) from 100
randomly chosen samples in the low-temperature range and
TH =0.21027(3) from those in the high-temperature range;
then we conclude 7. = 0.208(2). These are summarized in
Table I together with the critical exponents estimated later. In
a previous study [16], 7. = 0.212(1) was concluded both for
the Z; and the O(2) symmetries. The present result for ¢ is
consistent with it, while that for m,, is indicated slightly lower.
We do not emphasize this difference based on our present
results, because both values are close to each other and it is
reasonable to consider them to be consistent with previous
result. The transition temperatures are estimated in several
fields other than 2 = 5. The result is shown in Fig. 15. In the
above bootstrap analysis, the dynamical exponents for 2 = 5
are also estimated as A,, = 0.125(7) for ¢ and X, = 0.060(5)
for m,,. We note that A,, defined in Eq. (3.4) is associated
with the order parameter, and the above two values should
be distinct from each other. They are also estimated in other
fields. The result is presented in Fig. 16. As seen in Fig. 16,
Am of ¥ increases as a function of A. Conversely, that of

TABLE 1. Estimated transition temperatures and critical exponents at 4z = 5 are summarized together with those obtained in a previous

study [16].

T, Ao z v B 1
v 0.213(1) 0.125(7) 1.96(2) 1.76(4) 0.40(2) 0.47(2)
My 0.208(2) 0.060(5) 1.97(2) 1.95(3) 0.22(2) 0.23(2)
Ref. [16] for Z3 0.212(1) n/a n/a 2.0(2) 0.50(5) 0.50(5)
Ref. [16] for O(2) 0.212(1) n/a n/a n/a n/a 0.27(2)
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FIG. 15. Transition temperatures of  and m,, are plotted
versus h.

m,y seems almost constant within the error bars. The critical
property of m,, appears to be distinct from that of .

D. Relaxation of fluctuations for critical exponents

To investigate the universality class, we estimate critical
exponents for ¥ and my,,. In the NER analysis, the critical
exponents are estimated by the use of the relaxation of NER
functions which express fluctuations [19]. We consider the
following two types of NER functions:

2
manD=N{@&12—4} @.1)
(e, )
(m(t, T)e(t, T))
mel\l, T)=N —1 , 4.2
Tt T) hmme4hD> } “2

where e(t, T) is the energy per site and m is one of the order
parameters, i.e., ¥ or my,. These functions are expected to

0.18

0.16

0.14

©
—

0.08 |

0.06

0.04 e B

FIG. 16. Dynamical exponents of ¥ and m,, are plotted versus A.
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FIG. 17. Relaxation of the NER functions at 2z = 5: (a) in terms
of ¥ and (b) in terms of m,,.

exhibit power-law divergences at the transition temperature
[19] as follows:

Fom (@, T ~ £, (4.3)

Ame
Sme(t, Te) ~ t',

where A, and A,,. are dynamical exponents for these func-
tions, which are related to the conventional critical exponents
as

4.4)

Amm = d/z, 4.5)

Ame = 1/20. (4.6)

Here we define the local exponents of Egs. (3.1), (4.3), and
(4.4) at T. as follows:

dinm(, T,)

Am(t) = Y 4.7
dIn fun(t.T)
A (1) = T dlnr (4.8)
_dInfet, T)
Ame(t) = B TR 4.9)
and then the local critical exponents are defined by
z(t) = ) (4.10)
)
v(t) = ()] 4.11)
1) = 2 (4.12)
PO =@ '
) = 2d A (t) @.13)
T @ '

where the corresponding critical exponents are evaluated as
t — o0o. We apply the heat bath algorithm [25] to this system
and calculate Egs. (4.1), (4.2), and (3.1) at T, estimated
above up to 2000 MCSs. The system size is 1002 x 1001
and the skew boundary condition is used. We simulate about
1.25 x 10% samples for averaging. As seen in Fig. 11, the
finite-size effect was not observed in the 1002 x 1001 lattice
up to 2000 MCSs. As an example, the obtained relaxation
of NER functions for v and m,, at h =5 are plotted in
Fig. 17. To obtain critical exponents at t — oo, we evaluate
logarithmic derivatives for f,, and f,. and calculate local
exponents defined by Eqgs. (4.10), (4.11), (4.12), and (4.13)
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FIG. 18. Local critical exponents at h = 5: (a) z(t), (b) v(?),
(c) B(t), and (d) n(¢) in terms of v and m,,. The best fittings are
indicated by solid lines, and broken lines are guides to the eye for
errors to see the asymptotic behaviors.

for several values of 7, which are plotted as a function of 1/¢
in Fig. 18. The estimated exponents for 4 = 5 are summarized
in Table I. Critical exponents for other fields are also estimated
and presented in Fig. 19 together with those from a previous
study [16].
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FIG. 19. Critical exponents plotted versus 4: (a) z, (b) v, (¢) 8,
and (d) n. Exponents with the subscripts Z;, O(2), and (EMCS) were
estimated in a previous study [16].

Next, we discuss a comparison between these studies. Note
that the dynamics and the transition in terms of m,, are not
compared with previous research [16] where it has not been
studied. It has been pointed out that exponents v, 8, and
n of Zs which were estimated in a previous study change
depending on & [see Figs. 19(b)-19(d)], which reveals that
the transition in terms of the Z; symmetry does not belong to
any universality class [16]. This property is confirmed by the
present results. 8 and 1 of i are almost consistent with those
of a previous study, while v of Y are deviated in a higher field
range. The reason that v of m,, are rather close to that of Z3
estimated in a previous study in a higher field range is not
clear. It is deduced that the transition in terms of m,, for $*-$”
components does not belong to any universality class because
the critical exponents of m,, also change continuously. While
exponents of ¥ and m,, change continuously, their values are
clearly different, especially in 8 and 7. Their difference does
not seem to be due to composite operators because we could
not find a simple ratio between these exponents. Thus, the
transition in terms of m,, is distinct from that of /. Because
my, has not been investigated in previous studies, attention
should be paid to the interpretation of these behaviors.

V. DISCUSSION AND CONCLUSION

In this study, we applied the nonequilibrium relaxation
method (NER) to the antiferromagnetic triangular Heisen-
berg system in a uniform field. The relaxation of the order
parameters was calculated using a heat bath algorithm from
the appropriate ordered spin state, and dynamical scaling
analysis was applied. We estimated transition temperatures
and determined the transition types. The critical exponents in
the transition between the 2:1 canted phase and PM phase
were estimated by calculating the relaxation of the NER
functions. In the low field, at A = 2, it was confirmed that
the relaxation of the order parameters ¥ and m,, indicates
a typical second-order transition and a KT transition, re-
spectively. The transition temperatures are distinct, which is
consistent with the results of previous studies [4,5,16]. In the
high-field range (3 < h <9), the relaxation of  indicates
a second-order transition, and the critical exponents change
continuously as a function of field and do not belong to any
universality class. These results are consistent with a previous
study [16]. In contrast to i, we obtain the further picture
in terms of m,, for the $*-$” components around the field
axis in the transition between the 2:1 canted phase and PM
phase. A previous study [16] argued that the ordering of the
S$*-S§” components about rotational symmetry is algebraic in
the low-temperature ordered phase and that this transition is
not a KT transition. We confirm that it is not a KT transition
as proven by the relaxation time diverging with an asymptotic
form for a second-order transition rather than a KT transition
(see Fig. 12). Furthermore, it was shown that in the low-
temperature phase, the S*-$” components do not have an
algebraic order provided by dynamical scaling in the low-
temperature range using Eq. (3.5), as shown in Fig. 14(b). The
critical exponents in terms of my, for the $*-$” components
change continuously as a function of the field (see Fig. 19).

We discuss the unexpected behavior that the relaxation
time of m,, shows a divergence as a second-order transition
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Eq. (3.5) in the high-field range. This result appears to con-
tradict the Mermin-Wagner theorem [29,30], which defies the
ordering in continuous spin systems with a continuous sym-
metry in two dimensions. We utilized this order parameter for
the following four reasons: First, we used this order parameter
in accordance with the results in the low-field range, in which
the transition temperature and transition type obtained using
my, are consistent with those of previous studies [4,5,16].
Second, the order parameter m,, is composed of the $*-$”
components and so is the spin stiffness used in Ref. [16],
which was used to detect the transition, while the forms
of these components are a little different. Third, dynamical
scaling analysis is consistently performed in keeping with the
dynamical scaling law, Eq. (3.3), as shown in Figs. 14(b)
and 14(d). The fourth reason, as seen in Fig. 19(d), is that
n of m,, for the $*-S” components is similar to that of a
previous study. With all these reasons, my,, the projection
to the spin structure in the zero-temperature limit, would be
inappropriate as an order parameter for the $*-S* components
with rotational symmetry. There is another possibility that the
breaking of the Z; symmetry for the S* components affects
critical properties of the S*-S” components. This has been
highlighted in a previous study [16], which concluded that the
phase transition between the 2:1 canted phase and PM phase
is a single transition in which the S* components and S*-S$”

components become critical at the same temperature. In such
a case, the fluctuation generated around the transition for the
Z3 and O(2) symmetry are coupled long-range interactions. If
this is the case, the standard Mermin-Wagner theory cannot be
applied. Because the two transition temperatures are clearly
separated, the ordering behaviors for pure short-range interac-
tions appear for the low field, i.e., the second-order transition
for Z3 symmetry and the KT transition for O(2) symmetry.
Conversely, for the high field, because the S° components
affect the S*-S” components, it is deduced that the relaxation
time of m,, diverges with an asymptotic form of the second-
order transition Eq. (3.5) instead of the KT transition Eq. (3.7).
Further research is required to resolve this issue.

‘We hope that our results enrich the discussion on symmetry
breaking in condensed matter physics and statistical physics.
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