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Reduction of electron-phonon coupling in warm dense iron

A. Fernandez-Pañella ,1,* T. Ogitsu,1 K. Engelhorn,2 A. A. Correa,1 B. Barbrel ,3 S. Hamel,1 D. G. Prendergast,4

D. Pemmaraju ,4 M. A. Beckwith,1 L. J. Bae ,5 J. W. Lee ,5 B. I. Cho,5 P. A. Heimann,6 R. W. Falcone,3 and Y. Ping1

1Lawrence Livermore National Laboratory, Livermore, California 94550, USA
2Advanced Light Source, Lawrence Berkeley National Laboratory, Berkeley, California 94720, USA

3Department of Physics, UC Berkeley, Berkeley, California 94720, USA
4The Molecular Foundry, Lawrence Berkeley National Laboratory, Berkeley, California 94720, USA

5Department of Physics and Photon Science, Gwangju Institute of Science and Technology, Gwangju, Korea
6Linac Coherent Light Source, SLAC National Accelerator Laboratory, Menlo Park, California 94025, USA

(Received 22 July 2019; revised manuscript received 4 April 2020; accepted 4 May 2020;
published 28 May 2020)

The electron-ion relaxation dynamics in warm dense iron were investigated by time-resolved x-ray absorption
near-edge spectroscopy (XANES). A novel analysis, combining ab initio density functional theory (DFT) and
two temperature model (TTM) simulations, was developed to calculate the x-ray absorption spectra as a function
of delay time. Here we present experimental evidence of changes at the XAS L3 edge of iron that are consistent
with the reduction of the electron-phonon coupling under warm dense matter conditions. The experimental
results are in agreement with the model that takes both the electron (Te) and the ion temperature (Ti) dependence
of the thermophysical properties into consideration, while models where either constant electron-phonon
coupling factor (G) or only Te-dependent G are used do not agree with the observed relaxation dynamics of
iron.
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I. INTRODUCTION

Femtosecond laser heating is a fast-growing and versatile
technique to study the physical properties of matter in highly
nonequilibrium or transient conditions between electrons and
ions, i.e., each has a well-defined thermodynamic state but
nonequal temperatures. At high enough laser intensities, warm
dense matter (WDM) states can be created, which are defined
by temperatures ranging ∼104–105 K (∼1–10 eV) and near
solid densities [1]. This regime bridges the gap between
condensed matter and plasma physics. Improving our un-
derstanding of the fundamental properties of matter in this
complex regime is relevant for a large variety of fields like
plasma physics [2], planetary science [3], inertial confinement
fusion [4], laser ablation, and micromachining applications
[5].

During the irradiation of a metal by an intense femtosec-
ond optical pulse the electrons near the Fermi level undergo
intensive photoexcitation, while the lattice remains cold. This
highly nonequilibrium system offers a great opportunity to
study the electron-ion relaxation dynamics in WDM condi-
tions, which is realized in a picosecond time scale. Beyond the
equilibration time scale the system will exhibit hydrodynamic
expansion and becomes a dilute plasma. The focus of our
work lies within the first few picoseconds where the system
stays at near-solid density and in nonequilibrium conditions.
Several experimental and theoretical studies on metals like
aluminum [6], gold [7–13], and copper [14,15] have revealed
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that the temperature dependence of the main thermophysi-
cal properties, such as the electron-phonon coupling factor
(G) and the electron specific heat (Ce), is very sensitive to
the details of the electronic density of states (DOS) of the
material. The rate of energy transfer between the electrons
and phonons can be expressed, in a simplified expression, as
∂Ee/∂t|e−ph ∼ G(Ti − Te), where G is the electron-phonon
coupling factor, and Ti, Te are the ion and electron tem-
peratures, respectively. It was reported that the G value of
copper rises sharply from GCu ∼ 1 × 1017 W m−3 K−1 at am-
bient conditions [16] to 4.5 × 1017 W m−3 K−1 at Te > 104 K
[14,15]. A similar trend was observed for gold [7]. These ex-
perimental results are consistent with the predictions based on
first-principles electronic structure calculations by Lin et al.
where the electron temperature dependence of the electronic
DOS for an ideal lattice at Ti = 0 K was investigated. For
noble metals, the Fermi level lies about 2–3 eV above the
fully occupied d bands. The enhanced value observed in G,
for Te > 104 K, is due to an increased number of transition
channels via excited hole states in d levels that now can make
a substantial contribution to the thermophysical properties of
the material. In contrast, the G temperature dependence for
transition metals like iron is expected to be the opposite.
Now, the Fermi level cuts through the high-energy edge of
the d bands, generating a large density of electrons at the
Fermi level that can easily be excited to lower density s-band
states when the electron temperature rises. Lin’s calculations
have predicted that the large G value at room temperature,
GFe ∼ 55 × 1017 W m−3 K−1 [6], strongly decreases at WDM
conditions by a factor of 4 at 20 000 K [see Fig. 3(a)].
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FIG. 1. Scheme of the experimental laser-pump x-ray-probe setup used at the Advanced Light Source at beamline 6.0.2. The raw streaked
image is the average of 100 shots at a F = 0.95 J cm−2. The arrival of the laser pulse is indicated by t0. λOPD represents the optical penetration
depth.

Here we present a detailed study of the thermophysical
properties of warm dense iron upon femtosecond laser exci-
tation probed by time-resolved XANES. We describe a novel
analysis that explicitly considers the spatial temperature dis-
tribution of the electron and ion temperature within the target,
as the experiments were performed under nonhomogeneous
heating conditions.

First-principle density functional theory-molecular dy-
namic (DFT-MD) calculations were performed to calculate
the electron temperature dependence of Ce, G, and Ke, the
thermal conductivity, at several ion temperatures at both solid
and liquid phases. One-dimensional two-temperature (TTM)
simulations combined with ab initio derived dipole-matrix
elements calculations were performed to obtain the theoretical
XANES spectra. The details of the model, approximations,
and DFT calculations used in this work are found in Ogitsu
et al. [17]. We report experimental evidence of the reduc-
tion of the electron-phonon coupling in a transition metal at
WDM conditions, an order of magnitude lower with respect
to condensed matter conditions. While further investigation is
needed to explore the apparent good agreement we observe
between the experimental results and the calculations, this
work also indicates that the thermophysical properties of
iron, especially the electron-phonon coupling factor, depends
significantly on the ion temperature and, at WDM conditions,
it is crucial to take its effect into consideration to describe
the equilibration dynamics between electrons and the ions.
Furthermore, our results suggest that the Wang’s formula [7],
widely used at condensed matter conditions, is still valid up
to the temperature range explored in our experiments, a few
electron volts.

II. EXPERIMENTAL RESULTS

A. Experimental setup

The experiments were performed at the beamline 6.0.2 of
the Advanced Light Source synchrotron facility using a laser-
pump-x-ray-probe setup as shown in Fig. 1. The target was a
polycrystalline 60-nm-thick iron foil coated on each side with
a 40-nm-thick layer of silicon dioxide (front) and amorphous
carbon (aC) (back). The tamping layers confined the foil,
allowing us to observe the equilibration dynamics of iron at

a nearly constant solid density, and they also prevented its
oxidation. A 150-fs (FWHM) Ti:sapphire laser pulse was split
into three beams. The beam used as the pump was frequency
doubled and focused onto the target with a spot diameter of
200 μm (FWHM). The streak camera was triggered by a
second beam while the third one was frequency tripled and
split to generate two UV timing fiducials. The experiments
were performed above the damage threshold, at laser fluencies
near 1 J cm−2. After each laser shot the target was translated
to a new undamaged location. The spectra shown in Fig. 1
is the average of 100 shots. Optical reflectometry and trans-
mission measurements were performed at similar fluences to
determine the laser absorption of SiO2 and Fe at 400 nm,
which were 15% and 40%, respectively. The fluences used in
this work were sufficient to generate optical damage to the
tamping layer in SiO2. We measured the O K edge during the
experiments and observed the onset of spectral changes (e.g.,
appearance of a small peak below the band gap, absorption
within the band gap, broadening of the edge) in the XANES
spectrum over time that are consistent with the ones described
in [18]. These spectral changes of the heated SiO2 indicate
changes in its electronic structure with respect to the room
temperature insulator solid. In Ogitsu et al. it was assumed
that the net energy transport from iron to SiO2 (or vice versa)
via hot electrons created in these subsystems is negligible
and the presence of the SiO2 tamping layer was neglected
in the TTM simulations [17]. The target thickness used in
this work was 60 nm in order to have enough contrast at
the Fe L3 edge but it was larger than the optical penetration
depth of iron, λOPD = 12 nm at 400 nm [19,20]. In d-band
transition metals ballistic transport is not significant as it is in
s/p-band metals like Au, due to a stronger electron-phonon
coupling at room temperature that diminishes the energy
transport to the depth of the material [8]. Thus, a temperature
gradient was generated between the skin depth and the rest of
the Fe sample. In contrast, homogeneous heating conditions
in noble metals like Cu [8] or Au [8,21] are more readily
achieved as the ballistic transport is larger than the λOPD, about
70–100 nm.

XANES is a powerful spectroscopic tool that probes the
local geometry and the unoccupied DOS near the Fermi
surface. XANES spectra were measured at the Fe L3 edges
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FIG. 2. (a) L3-edge XANES spectra of iron at selected time delays between the laser pump and the x-ray probe for a fluence F =
0.95 J cm−2 (solid black lines). For comparison, the unheated spectrum (dotted lines) is also plotted. (b) The DOS at Ti = 0 K of bcc iron
(left vertical axis) and three Fermi-Dirac distribution curves at 0.1 eV (blue), 0.5 eV (green), and 1 eV (orange) (right vertical axis). (c) A
selected XANES spectrum to show the linear fit from which the slope was calculated. (d) Temporal evolution of the 1/s curves.

at 707 eV by tuning a broadband x-ray probe pulse of 70 ps
duration. According to the dipole selection rules, as the initial
state has a p angular momentum, the photoelectron probes the
s and d empty states of the DOS, which in Fe are particularly
concentrated across the Fermi level [see Fig. 2(b)]. The energy
range of the x-ray bandwidth and imaging of the streak camera
(∼25 eV) was sufficient to cover the whole XANES region in
a single shot. The x-ray spot size was 160 μm (horizontal) ×
100 μm (vertical) to ensure that a relatively uniform heated
area was probed within the laser spot. Transmitted x rays
were dispersed by a variable-line-spacing (VLS) grating spec-
trometer [22], which provided about 1 eV energy resolution,
and were detected by an x-ray streak camera with a temporal
resolution of 2.5 ps [23]. This streak camera detector provides
two-dimensional images of the x-ray pulse with time on one
axis and photon energy on the other (see Fig. 1).

B. Time-resolved XANES spectra of iron

The L3-edge XANES spectra of iron at selected time delays
between the laser pump and the x-ray probe for a laser

fluence F = 0.95 ± 0.04 J cm−2 are shown in Fig. 2(a). They
correspond to horizontal lineouts with width corresponding
to the 2.5 ps time resolution from the streaked image from
Fig. 1. The spectrum at −2.5 ps corresponds to a time delay
prior to the arrival of the laser. The laser energy is deposited
at t0 and it represents a sampling of both the unheated (t < t0)
and warm dense (t > t0) states, as the laser pulse duration is
much shorter than the resolution of the streak camera. For
t > t0, several spectral changes are noticeable. The absorption
below the edge significantly increases accompanied by a
shift to lower energies of about 1.0 eV and the slope of the
edge becomes less steep during the first 5 ps following the
excitation.

Recent studies on Al [24–27] and Cu [14,15] have demon-
strated that XANES is an excellent probe to infer the electron
temperature in metals as the slope of the absorption edge is
sensitive to smearing of the Fermi surface and thus of the
electron temperature since the XANES spectra is essentially
the product of the dipole matrix elements (which is sometime
approximated by the projected DOS) and the electronic va-
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cancy probability [1 − f (E − EFermi)] where f (E − EFermi) is
the Fermi-Dirac distribution function [27]. In Fig. 2(b) the
electronic density of states of iron (for the solid bcc phase
at 0 K) along with several [1 − f (E − EFermi)] vacancy factor
curves at three electron temperatures are shown. The Fermi
level in iron cuts through the high-energy edge of the 3d band.
Therefore, moderate electron temperatures can excite 3d elec-
trons from below to above the Fermi level. Following the laser
pulse absorption, a significant number of unoccupied states
are generated which is reflected in the time-resolved XANES
spectra by an increase of 2p→ 3d photoabsorption below the
L3 edge. The Fermi-Dirac distribution f (E − EFermi) is an
intrinsic function of the electron temperature. The smearing of
the slope of the [1 − f (E − EFermi)] curves, and thus of the ab-
sorption edge, becomes significant for electron temperatures
of the order of 1 eV, as shown in Fig. 2(b). The broadening
of the absorption edge in iron is happening in a picosecond
timescale that our data is able to resolve. We also observe
another change in the XANES spectra, a redshift [28] that we
attribute to the laser-induced ultrafast demagnetization effect
[29–32]. This phenomenon, the suppression of the magnetic
moment by a short laser pulse in ferromagnetic systems,
such as iron, has been observed and extensively investigated
for more than 20 years [31]. Our DFT electronic structure
calculations [17] on bcc iron showed that the Fermi level
with a nonmagnetic state was about 0.8 eV lower than with a
ferromagnetic state, which is consistent with our experimental
observations. The loss of the magnetic moment happens in a
subpicosecond timescale and our experimental resolution is
not able to resolve its dynamics.

For simple metals like Al, whose DOS behaves as a free
electron gas (FEG) and slowly varies with energy, the electron
temperature is very linear to the inverse of the slope (1/s)
of the K-edge XAS at the inflection point, and Te can be
estimated model free [27]. For warm dense copper, the d
bands, which are located a few eV below the Fermi level, are
excited into s/p bands and sharp pre-edge features develop in
the L3-edge XAS. As shown in [14] Te can be estimated by
relying on the modeling of the DOS. In the case of iron, the
DOS varies significantly at about the Fermi level due to the
presence of open shell d bands, hence 1/s is likely to deviate
from a linear function to the electron temperature [17]. To
calculate 1/s we have used the following procedure. First,
as shown in Fig. 2(c), we normalize the peak height of the
experimental spectrum for each time delay to unity and then
we calculate the slope s with a linear fit at the normalized
spectrum height value 0.5 (FWHM) in an energy range of
±0.5 eV at EFWHM. Since the absorption spectra were taken as
the ratio of the transmitted spectra with and without the target,
the systematic uncertainty was canceled out, and the error
mainly depends on the noise. Averaging 100 shots reduced
the noise level to ∼3%. The error bars shown in Fig. 2(c)
correspond to the standard deviation of the 1/s slope value
when varying the energy range across the leading edge of the
spectrum instead of the uncertainty derived from a linear fit
from a single E range, which would be significantly smaller.
We consider that this choice reflects better the sensitivity of
the slope to the noise level of the data and to the ambiguity
associated to the selection of the E range.

The temporal evolution of 1/s of the iron L3-edge iron
for F = 0.95 J cm−2 is shown in Fig. 2(d). The change in
1/s vs time is resolved, reaching a peak value of 3.2 at 2.5
ps, reflecting a higher Te, and then it is followed by a decay
to a value of 2.5 at 15 ps. Experimental data in Fig. 2(d),
corroborated by the theoretical predictions discussed in the In-
troduction, reveal that the energy transfer rate from electron to
ions can be significantly slower in warm dense iron (order of
several ps) than in weakly photoexcited iron where it exhibits
a characteristic relaxation time of 0.25 ps for Te ∼ 0.1–0.2 eV
[29]. Below we will compare the data with simulations using
different models of the thermophysical properties of iron, i.e.,
the electron-phonon coupling factor, the electronic specific
heat and thermal conductivity, to explain such a behavior.

III. THEORETICAL ANALYSIS

A. Two-temperature model simulations

The TTM is widely used to describe the electron-ion equi-
libration dynamics of a metal irradiated by an ultrashort laser
pulse excitation [33]. The evolution of the electron (Te) and
ion (Ti) temperatures are determined by numerically solving
the following two coupled heat conduction equations:

Ce
∂Te

∂t
= ∂

∂x

(
Ke

∂Te

∂x

)
− G(Te − Ti ) + S(x, t ),

Ci
∂Ti

∂t
= ∂

∂x

(
Ki

∂Ti

∂x

)
+ G(Te − Ti ), (1)

where Ce, Ke are the specific heat and thermal conductivity of
the electrons and Ci, Ki of the ions. G is the electron-phonon
coupling factor. The laser heating source term is modeled as
S(x, t ) = αI f (x)g(t ), where α is the absorption coefficient of
the material, I is the incident laser intensity, and f (x) and g(t)
are two normalized functions describing the spatial and tem-
poral profile of the laser pulse, respectively. The spatial distri-
bution of the optical excitation exhibits an exponential form
f (x) = exp[− z

λOPD
], where λOPD is the optical penetration

depth (λOPD = 12 nm for iron), and the temporal profile has
a Gaussian form g(t ) = √

4ln2/πexp[−4ln2(t/tp)2], where tp

is the laser pulse duration (FWHM). The Debye model, with
Debye temperature θD = 470 K, is used to calculate Cl . We
chose this expression for the spatial distribution of the laser
as the measured reflectivity of the laser pulse was close to the
room temperature value, which we took as an indication that
strong field coupling and nonlinear effects were small.

B. Electron and ion temperature dependence of G and Ce

The electron-phonon coupling factor and the electronic
specific heat were calculated by first-principle DFT-MD sim-
ulations. A detailed description of these calculations and the
theoretical framework used throughout this work can be found
in Ref. [17]. The laser fluences used in this work were chosen
such that the target would be brought to warm dense matter
conditions, where the ion temperature rises from ambient
temperature to above 10 000 K in a few picoseconds: physical
conditions that are similar to the ones used by Cho et al. in Cu,
where taking only the electron temperature dependence of G
was shown to be insufficient. Accordingly, we investigated not
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FIG. 3. The electron temperature dependence of (a) the electron-phonon coupling of iron calculated at several ion temperatures (Ti).
The blue curve corresponds to G(Te) with solid DOS at Ti = 0 K [6]. This work: black curve corresponds to G(Te) with fcc solid phase at
Ti = 1000 K and without spin. The green and red curves correspond to G(Te) with liquid DOS at a Ti of 5000 and 10 000 K, respectively. The
Cu G(Te) curve at Ti = 0 K is shown for comparison [6]. Inset: Iron density of states (DOS) calculated at the same Ti temperatures and colors
as for G(Te) values of Fe. (b) The specific heat of iron calculated at the same ion temperatures as for G(Te). The black curve corresponds
to the specific heat within the FEG approximation. (c) The thermal conductivity of single crystal (red dashed curve) and polycrystalline iron
(red solid curve), respectively, estimated in this work from first-principle calculations. Experimental Ke data from [38] at low temperatures are
shown as black squares and in the liquid phase with an open circle [39]. Previous ab init io calculations are indicated in blue triangles [40] and
Ke estimated by Purgatorio, a commonly used plasma-based model [44], is shown as a solid black curve.

only the electron temperature dependence of the DOS but also
the ion temperature dependence.

The electron temperature dependence of G is calculated
following the formula developed by Wang et al. [7] based on
the formalism of [34] on the rate of energy exchange between
electrons and phonons:

G(Te) = π h̄kBλω2

n(E f )

∫ ∞

−∞
n2(E )

(
∂ f [(E − μ)/kBTe]

∂E

)
dE ,

(2)
where n(E) is the DOS, f (E , μ, Te) is the Fermi distribution
function, μ is the chemical potential for a given Te, λ is the
electron-phonon mass enhancement parameter [35], and 〈ω2〉
is the second moment of the phonon spectrum defined by
McMillan [36]. The λ〈ω2〉 parameter of iron was estimated
from Lin et al. G(Te) calculations and we used the same
value for the solid and liquid phases. The ion temperature
dependence is taken into consideration when calculating n(E).
The Wang formula reflects the few constraints in the original
formula. On one hand a transition between electronic states
is permitted only from an occupied state to an unoccupied
state due to the Pauli exclusion principle and, on the other
hand, the energy and momentum conservation laws in an
electron-phonon scattering event must be satisfied. One of the
goals of this work was to investigate the extent of applicability
of the Wang’s formula, which in essence, is a high temperature
expansion form of the linear perturbation theory where the ion
dynamics is described as a harmonic phonon; this approxi-
mation is expected to be invalid for hot solid or dense liquid
phases. As we shall see, our results are somewhat surprising,
and the Wang’s formula seems to hold in the warm dense

matter conditions reached in this work. We will discuss this
point further after discussing the experimental results.

The electron temperature dependence of the electron-
phonon coupling of iron at several ion temperatures below and
above the melting temperature are displayed in Fig. 3(a). The
first-principle calculations show that the smearing out of the
d bands with increasing Te and Ti has an important impact in
the electron-phonon coupling factor. The large G values for
Te < 10 000 K in the Ti = 0 K case are reduced by a factor of
3 as Ti reaches 1000 K. Hence, in warm dense iron the electron
relaxation dynamics would occur at an appreciably longer
timescale than at ambient conditions. Such a behavior is in
qualitative agreement with the experimental results shown in
Fig. 2(d).

The electron temperature dependence of the electronic
specific heat of iron at several ion temperatures is shown in
Fig. 3(b). The electronic specific heat Ce(Te) was calculated
by taking the derivative of the total electron energy density
with respect to Te:

Ce(Te) =
∫ ∞

−∞

∂ f [(E − μ)/kBTe]

∂Te
n(E )E dE . (3)

The differences in the calculated Ce(Te) curves between the
solid and liquid DOS are not very pronounced and very small
once iron is melted. In contrast, the Sommerfeld approxima-
tion Ce(Te) = γ Te with γ = 702.4 J m−3 K−2 [37], which is
valid at low temperatures even though often is used beyond
condensed matter conditions, significantly diverges for Te >

2000 K from the calculated Ce(T) curves that explicitly take
into consideration the DOS of iron.
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C. First-principle calculations of the electronic
thermal conductivity

The thermal gradient inside the target necessitates in-
clusion of thermal conduction in the TTM simulations.
Thermal conductivity measurements in the WDM regime are
challenging and the data are scarce. In Fig. 3(c) we show
experimental data from [38] up to 1000 K and in the liquid
phase [39], along with the theoretical Ke(Te) curves from
this work calculated from ab initio MD calculations up to
several tens of thousand of Kelvin and previously reported
ab initio results [40]. The thermal conductivity was calculated
based on the Chester-Thellung-Kubo-Greenwood formula in
PAW formula [17]. The PAW approach implemented in VASP
was used with the plane wave cutoff energy of 321 eV. We
used the Fe_GW 2010 PBE (Perdew-Burke-Ernzerhof) PAW
(projector augmented wave) potential from the VASP library.
We use the (1/4,1/4,1/4) K point, and the PBE approximation
of the exchange-correlation functional. The bcc, fcc, and
liquid MD simulations were performed with the simulation
box size of 64, 54, and 64 atoms, respectively. Further details
of the calculations can be found in Ref. [17]. For thermal
conductivity calculations, size effect is known to be relatively
large [17]. Thus we used a larger supercell than for G and Ce

permissible for a given temperature (up to 250 atoms) in order
to assess and correct the size effect. We note that this approach
does not use any adjustable or empirical parameters as in
other models like Wiedemann-Franz law, where the thermal
conductivity is described as the product of electronic con-
ductivity and an empirical parameter. We found that, unlike
for Ge and Ce, the nonequilibrium effect is small for Ke once
the ion temperature exceeds a few thousand Kelvin. Thus, the
Ke(Te) values used and plotted in Fig. 3(c) were calculated
for electron-ion equilibrium conditions (see Ref. [17]). Our
results show reasonable agreement with the experimental
values near 1000 K, the Ke value in the liquid phase [39],
and the previous reported first-principle calculations [40]. At
lower temperatures the prediction is less than the experimental
values. This is presumably due to lack of accurate lattice
phonon contribution in the solid state [41].

The iron targets in this work were polycrystalline not a
single crystal. We have estimated the Ke(Te) of polycrystalline
iron using the Mayadas-Shatzkes model for the grain bound-
ary scattering [42,43]:

Kpc

Ksc
= 3

[
1

3
− α

2
+ α2 − α3 ln

(
1 + 1

α

)]
; α = l

d

R

1 − R
,

(4)

where l is the mean free path of conduction electrons in single
crystal material, d is the grain size, and R is the grain boundary
reflection coefficient. In our case, l = 10 nm, d = 10 nm,
and R = 0.25 [17] were used, which leads to the polycrys-
talline Ke values being 20% lower than the single-crystal
thermal conductivity for R = 0.25. Finally, for comparison
and completeness, we have also included in Fig. 3(c) the
thermal conductivity of iron derived by a commonly used
plasma model called Purgatorio which is based on an average-
atom calculations model [44]. While Purgatorio and our ab
initio thermal conductivities agree well each other at high
temperature, the Purgatorio value significantly underestimate

Ke at low temperatures, at about T ∼ 1000 K and lower,
compared to both the experimental and ab initio data reflecting
the nature of approximation used in this model. It is interesting
to note that for the temperature range of our interest, from a
few thousand to a few tens of thousand Kelvin, the Purgatorio
model predicts Ke values significantly lower than the single
crystal Ke values calculated by first-principle calculations,
however, rather similar to the polycrystalline Ke values.

The precise ion thermal conductivity (Ki) of iron is not
known for this temperature range. However, it is expected
to be significantly lower than the electronic contribution, and
our initial assessment using TTM simulations suggested that
the electrons and ions temperature relaxation behavior is less
sensitive to Kl than to Ke. In our study, the ion thermal
conductivity was chosen to be Ki/Ke = √

mele/mFe ∼ 1/100,
where mFe is the atomic mass of iron and mele is the electron
mass. At low temperature, Kl is known to show a maximum
below the Debye temperature (θD) then rapidly decreases due
to exponential increase in the frequency of Umklapp processes
[45]. Our TTM analysis indicates, however, that the target
temperature exceeds 2000 K in a fraction of a picosecond
(0.15 ps), so that underestimation of Ki at low temperature will
have a negligible effect on the calculated XANES spectrum
after the Gaussian convolution that mimics the experimental
detector time resolution of about 2.5 ps.

D. Calculated spatially averaged XANES spectra

As the target had a temperature gradient in the experi-
ments, temperature averaging is necessary for the theoreti-
cal XANES calculations. We first calculate the temperature
profiles Ti(x, t ) and Te(x, t) using TTM for a given set of
thermophysical parameters (G, Ce, Ke). We then perform
ab initio DFT MD calculations of solid and liquid iron on
Ti grid points that covers the maximum range of temperature
predicted by the TTM simulations. Using these trajectories,
XANES spectrums on the Ti, Te grid points are calculated
as an ensemble average where the electronic structures were
relaxed self-consistently for the given Te. The spatial av-
eraging of the spectra using the TTM derived Ti(x, t ) and
Te(x, t) profiles were then performed, where a linear interpola-
tion was used to obtain XANES profile for an arbitrary (Ti, Te).
Lastly we apply a Gaussian time convolution with σFWHM =
2.5 ps corresponding to the experimental time resolution. The
initial state of the iron target is in a ferromagnetic spin state,
and indeed, our XANES calculations were performed for
a ferromagnetic state (see details in Ref. [17]). However,
the fs-laser pulse suppresses the spin magnetic moment at a
subpicosecond timescale, an effect known as ultrafast demag-
netization [29–32]. It is therefore important to note that the
initial state of the target is modeled as a ferromagnetic state,
while the optically excited state should rather be modeled as
nonmagnetic, which is the theoretical approach we have taken
in this work.

The resultant XANES spectra for selected time delays (t =
0, 2.5, 5.0 10.0 ps) for liquid iron at Ti = 10 000 K together
with the one for ambient conditions are shown in Fig. 4(a).
Qualitatively, they reproduce all the spectral changes observed
in the experimental data [see Fig. 2(a)]. The comparison
between an experimental and theoretical XANES spectrum
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FIG. 4. (a) Spatially average XANES calculated spectra at selected time delays for Ti = 10 000 K and F = 0.95 cm−2 at selected time
delays are shown as solid red lines. The solid black lines correspond to the spectrum at ambient conditions. (b) Comparison between normalized
experimental and theoretical XANES spectrum at t0, 2.5 and 5 ps. Both spectra have been normalized to unity. The theoretical spectra hava
been shifted along the energy axis in both graphs to match the energy of the actual L3 edge for comparison puroposes.

is shown in Fig. 4(b). The theoretical calculated XANES
spectrum has a narrower profile than the experimental one.
This discrepancy in the width of the spectral shape is ob-
served even at ambient conditions. It is well known that at
ambient conditions the XANES calculations based on PBE-
GGA (generalized gradient approximation) level calculations
give a spectral shape that is narrower than the experimental
one, particularly in the high energy side of the spectra.

Interestingly, a similar discrepancy was observed for
XANES spectrum calculated at T = 0 K using the state-of-art
many-body theory, Bethe-Salpeter equation, on ferromagnetic
bcc iron [46]. In this case, the disagreement between theory
and experiment was attributed to the lack of spin-multiplet
effect (spin-orbital coupling), not to many-body correlation
effects, which suggests that the similar discrepancy observed
in our PBEGGA based XANES spectrum is unlikely to be due
to the missing many-body effects [47]. Unfortunately, to the
best of our knowledge, there is no ab initio XANES calcu-
lation code that is able to quantitatively reproduce XANES
spectrum of iron in WDM conditions.

IV. COMPARISON BETWEEN CALCULATED AND
MEASURED SPECTRAL SLOPE

To overcome these challenges, we have chosen to compare
instead an experimental observable that is less affected by the
inaccuracy of dipole-matrix elements and is most sensitive
to the electron temperature: the inverse of the slope (1/s)
at the onset of XANES spectrum. As seen in Fig. 4(b) the
slope of the experimental and theoretical spectra shows good
agreement within the signal-to-noise level of the experimental
spectra.

Figure 5 shows the temporal evolution of the experimental
and theoretical 1/s curves corresponding to the laser fluence
F = 0.95 J cm−2. The theoretical 1/s curves (solid lines) were
calculated for several sets of (G, Ce, Ke) values following
the same procedure as for the experimental curves. The com-

parison of 1/s starts from t = 0 ps not from t = −2.5 ps
for the following reason. Under ambient conditions at t < 0
ps, Fe is in a ferromagnetic state. In this case, the peak
corresponding to d states in EDOS for major spin component
is pushed down below the Fermi level, while the peak of
minor spin components is pushed up above the Fermi level.
Accordingly, the inflection point of XANES profile is located
above the Fermi level (more than kBT ), and the slope is not
related to the electron temperature. As soon as the target is
irradiated by the fs laser, ultrafast demagnetization occurs, and
ferromagnetism is lost within 1 ps [29,32]. We note that due to
the limited time resolution of 2.5 ps in the streak camera, the
spectrum at t = 0(±1.25) ps contains spectral contributions
from t < 0 (before laser excitation) and also t > 0 ps (after
laser excitation) (see Fig. 2).

In Fig. 5(a) we examine the electron relaxation dynamics
for three different models of (G, Ce) with the same thermal
conductivity of the polycrystalline Ke case. The FEG model
(black solid line), which assumes a constant G (the ambient
conditions value 55 × 1017 W m−3 K−1) and linear tempera-
ture dependence for Ce, is often used at low temperatures. In
our high excitation regime, it predicts a much faster decay
than the experimental data and an equilibrium temperature
much lower due to an overestimation of Ce. Thus, it is clear
that this low-temperature model is not appropriate to describe
the electron relaxation dynamics of iron in the WDM regime.
When G(Te) and Ce(Te) calculated for Ti = 0 K [6] are used
(blue solid line), the predicted 1/s curve agrees with the
experimental one at later time delays (t > 7 ps), when the
electrons and the ions are already in equilibrium. However,
at earlier time delays, it predicts a much faster relaxation
dynamic than the experimental 1/s curve reflecting the larger
G and it does not reproduce the observed 1/s peak value. The
same trend was observed when we used the single crystal
Ke. So, despite the ambiguity on the Ke absolute values, the
dominant thermophysical parameter within the first 5 ps is the
G factor [17]. Interestingly, a better agreement is found for
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FIG. 5. (a) Comparison of the temporal evolution of 1/s curves between the experimental curve (black squares) and several theoretical
curves that correspond to the polycrystalline Ke case and three different thermophysical (G, Ce) values: Solid DOS for FEG model (solid
black) and lattice temperature at 0 K with Lin’s values for (G,Ce) (solid light blue). Liquid DOS for (G,Ce) at Ti = 10 000 K (solid red). The
dashed lines correspond to the range of shot-to-shot fluctuations in the laser fluence. (b) Comparison of the temporal evolution of 1/s curves
between the experimental curve (black squares) and several theoretical curves that correspond to the liquid DOS with an ion temperature of
10 000 K for G and Ce but three different Ke: DFT single crystal (SC) (red dashed curve), DFT with grain scattering for polycrystalline Fe (PC)
(solid red), and the plasma-based model Purgatorio (solid black).

G(Te) and Ce(Te) calculated using a liquid DOS with Ti =
10 000 K (red solid line). This new calculation reproduces
the measured peak 1/s value as well as the decay rate. The
value Ti = 10 000 K was chosen from the spatially average
equilibration temperature from our TTM calculations at the
laser fluence of 0.95 J cm−2. These results provide evidence
that Ti dependence needs to be considered to calculate G in
WDM. At later time delays (t > 10 ps) the experimental 1/s
curve decays faster than the model-based curves, indicating
the onset of other cooling mechanisms and possible expansion
of the target. Figure 5(b) shows the sensitivity to the different
Ke models with (G, Ce) calculated at Ti = 10 000 K. The 1/s
curves corresponding to the polycrystalline and Purgatorio
model lay within the experimental accuracy, whereas the
single crystal Ke(Te) curve is outside the error bars at the peak
of 1/s. More detailed comparisons on the G, Ce dependence
and Ti effects on 1/s can be found in Ref. [17]. We note that
the naming of single/polycrystal may be misleading above
the melting temperature and another nomenclature like bulk
liquid could have been used. However, the term bulk does
not discriminate between single or polycrystal within the
solid state. The treatment presented here is the first attempt
to take into account the thermal conductivity contribution
in the electron-phonon relaxation dynamics and it should be
taken as an approximation. Its validity needs to be examined
more thoroughly in the future when experimental data are
available.

V. DISCUSSION

In this study TTM simulations with full Te, Ti dependence
were not performed due to computational limitations. There-
fore, the comparison of the simulated 1/s shown in Fig. 5 with
the experimental 1/s curve is not intended to determine the

set of G and Ce in a truly quantitative manner yet. However,
our observations on 1/s profiles clearly indicate significant
reduction of G value of iron in WDM conditions and the
importance of including Ti dependency in describing thermo-
physical properties. In order to demonstrate these points, we
have made a simplified analysis on the temperature relaxation
timescale as follows.

The spatial distribution of the electron and ion tempera-
tures within the target thickness at selected time delays are
shown in Figs. 6(a) and 6(b), respectively. These temper-
ature profiles where obtained by solving the TTM at the
experimental fluence value of 0.95 J cm−2 and using the set
of thermophysical values (G, Ce, and Ke) that have shown
good agreement with the experimental 1/s curves. These
profiles show the temperature gradient and temperature range
achieved within the iron target. The majority of the tar-
get reaches electron and ion temperatures within the WDM
regime. In Fig. 6(c) the temporal evolution of the spatially
averaged Te is shown. Te(t ) reaches a peak value of about
19 000 K very rapidly and then decayes to a value close to
10 000 K. The Te(t ) decay profile was fitted to the follow-
ing exponential function f (t ) = Aexp( −t

τrel
) + B, t > 0, with

the resulting fitting parameter values: A = 9150 ± 32 K, B =
11870 ± 36 K, and the characteristic electron-phonon relax-
ation time of τrel = 2.6 ± 0.1 ps. At lower temperatures (e.g.,
1000 K), τrel is reported to be about 0.25 ps [29] which
would imply an electron relaxation about ten times faster
than in our experiments. We have also performed a similar
exponential decay fit to the calculated 1/s profile, calculated
at the same thermophysical values and a Gaussian convolution
of 0.15 ps instead of the experimental resolution of 2.5 ps. The
electron-phonon relaxation time obtained from the fit is 2.0 ±
0.1 ps. The two relaxation constants are quite consistent and
given that the averaging process to obtain the 1/s profile from
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FIG. 6. Spatial distribution of the electron (a) and ion (b) temperatures at selected time delays t = 0.5, 2.5, and 5.0 ps. The profiles were
calculated by solving the TTM at the same fluence as the experimental data F = 0.95 J cm−2 and using the following set of thermophysical
parameters: Liquid DOS for (G,Ce) at Ti = 10 000 K and Ke with grain scattering for polycrystalline Fe (PC). (c) Time evolution of the spatially
average Te (dotted red line), 2.5 ps Gaussian convoluted Te(t ) (solid red line), and Ti(t ) (solid blue line) curves and the exponential decay fit to
the unconvoluted Te(t ) curve (black solid line). Inset: Temporal evolution of the calculated 1/s curve corresponding to the same thermophysical
parameters with a Gaussian time convolution of 0.15 ps (green curve). Exponential decay fit (solid black line) of the 1/s profile.

the calculated XANES spectra is a highly nonlinear process,
it is not surprising that the values differ slightly. All these
results are clear evidences that the electron-phonon coupling
of iron in WDM condition is significantly reduced, which is
consistent with the theoretical prediction based on the Wang’s
formula [6].

In this work, due to the limitations in the laser system
and the experimental configuration, higher fluences were not
achievable. As such, and by chance, the characteristic relax-
ation time of WD Fe and the experimental time resolution of
the streak camera are very similar. This is the reason why our
1/s curves do not resolve the sharp rise and true peak of Te(t ).
This is reflected in Fig. 6(c), where the temporal evolution
of the spatially average electron temperature convolved with
the 2.5 ps time resolution is plotted. The sharp peak in the
Te(t ) profile is now much lower and wider, and thus, less
pronounced. These features are similar to what we observe in
the 1/s profiles. This issue could be mitigated in the future
by probing the nonequilibrium dynamics of WD Fe at a
higher photoexcitation, which would lead to longer relaxation
timescales, or use a different diagnostic and experimental
setup with a shorter time resolution.

The theories of electron-ion coupling in condensed matter
and in plasma conditions are currently disconnected, and
our intention was to bridge these two regimes in a seamless
fashion. The essence of the Wang’s approximation originates
in the temperature scale of WDM (eV) that is significantly
larger than the Debye temperature, which results in having
electron temperature dependency via EDOS and the Fermi
occupation [7], and details of the phonon properties are
completely omitted except for the Debye temperature that
represents the energy scale of ion fluctuation. Electron-ion
coupling in plasma conditions are often described as the
interaction between charged particles and current induced by

the density fluctuation of opposite charge particles, where the
term corresponding to the current induced by positive ions
is usually omitted for the same reasons as in the condensed
matter approach. The approximation stems from the mass
difference between electrons and nucleis. Interestingly, in the
quantum mechanical description of G based on the Fermi
golden rule, the electron fluctuation is described based on the
free electron EDOS which is a commonly used approximation
in plasma physics that is well justified if the energy scale
of the fluctuation is significantly larger than the electronic
shell structure [48,49]. Otherwise, these two formulas from
condensed matter physics and plasma physics share the same
basic structure: a scale prefactor multiplied by the electron
temperature dependent term consisting of EDOS. In WDM
conditions, the relevant energy scale is about electron volts
where significant change in EDOS takes place, and is reflected
in the predicted G behavior of metals [6]. In such conditions,
the use of a free electron EDOS is unlikely to be justified. We
speculate that the smaller energy scale of the ion fluctuation
compare to that of the electron fluctuation may have led to the
seemingly success of the Wang’s G formula so far. However,
we note that further investigation on this issue is needed given
the highly approximative nature of the theoretical treatment
[6,7,14,17]. So far experimental evidences that are consistent
with this picture have been presented for Au, Cu, Al [7–15],
and we have successfully provided the evidence for Fe in
this study. In order to optimize the sensitivity of the XANES
technique to the electron temperature, a K-edge spectroscopy
could be carried out to minimize the sensitivity of the tech-
nique to drastic d-DOS changes (as an effect of the dipole
selection rules) occurring across the Fermi level. XANES
measurements at Fe K edge would require a hard x-ray source
and a high-resolution spectrometer, which could be possible
at other facilities.
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VI. SUMMARY

We have measured the time-resolved XANES spectra of
a fs-laser-heated iron foil at 0.95 J cm−2 and developed a
novel analysis for nonhomogeneous heating conditions. One
of the goals of this study was to examine the validity of
Wang’s formula for the G coupling calculations in transition
metals. Our results suggest that Wang’s formula is valid up
to the temperature range explored in our experiments, a few
electron volts, wherein significant reduction of G at elevated
temperature was predicted for iron resulting in a significant
slowdown of the energy transfer from the hot electrons to the
lattice: an order of magnitude difference between condensed
matter and WDM conditions. Our analysis indicates that the
ion temperature dependence of G is significant for iron in
WDM conditions, which is consistent with the previous report
on Cu by Cho et al. We have presented a combined theory-
experimental approach that can assess with great sensitivity
to the thermophysical parameters in nonequilibrium WDM

conditions. Furthermore, future experiments could employ
targets with varying thickness to maximize the sensitivity to
the thermophysical properties based on which, the validity of
various theoretical models of thermophysical properties in-
cluding hot liquid models [48,49] and the Wang’s formula can
be evaluated quantitatively for a wider range of physical con-
ditions, which will help to establish our understanding of the
electron-ion nonequilibrium equilibration in WDM physics.
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