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Tuning the magnetic state in a phase-separated magnetic oxide thin film by means of electric field
and temperature
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We study a hybrid system of a magnetic oxide thin film on a ferroelectric substrate. We show that magnetic
and transport properties of the magnetic oxide film strongly depend on the dielectric constant and polarization of
the ferroelectric substrate. Tuning these parameters one can induce the metal-insulator transition in the magnetic
oxide film accompanied by the ferromagnetic to superparamagnetic transition. Ferroelectric properties can be
tuned by varying temperature or applying an electric field.
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I. INTRODUCTION

Hybrid ferroelectric (FE)/ferromagnetic(FM) systems at-
tract a lot of attention nowadays [1–7]. They demonstrate a
magnetoelectric (ME) effect promising numerous novel mi-
croelectronic, micromechanical, and biomedical applications
[2,8–11]. FE materials are sensitive to an electric field and can
affect the FM layer either through the strain (magnetoelastic
effect) [5–7,12–14] or charge accumulation in the FM layer
[13,15–17]. Recently another mechanism of the ME effect
was proposed related to dielectric properties of FEs [18–20].
In particular, the FE can screen the Coulomb interaction in
a granular magnetic film leading to renormalization of the
intergrain exchange interaction. Changing the FE dielectric
constant using an electric field or temperature one can switch
the magnetic film state from the FM one to the superparamag-
netic (SPM) one.

In a granular magnet, metallic FM nanograins are dis-
persed in an insulating nonmagnetic matrix. Interestingly, that
similar situation may appear in magnetic oxides (MOs). The
physics of these materials is quite complicated and intriguing
with many competing phenomena [21–26]. One of the most
striking feature of MOs is the appearance of the so-called
phase-separated (PS) state [27–31]. In this state the material
is split into FM conductive clusters and antiferromagnetic
(AFM) insulating regions. The size and the distance between
the FM clusters are defined by the system internal parameters,
in contrast to the case of granular magnets where the grain size
and the intergrain distance are defined during the fabrication
process. What is important is that the PS state shows a
charge separation as well. The FM clusters are negatively
charged while the AFM regions are positively charged. Due
to the charge separation phenomena the Coulomb interaction
essentially affects the system state. This opens the way to
manipulate the system state through the controllable screen-
ing of the Coulomb interaction in the same manner as was
proposed for granular magnets and diluted magnetic ferro-
electrics [18–20,32].

In MO/FE systems the Coulomb-based ME effect is ex-
pected to work as follows. In the PS state the MO film has
conductive and insulating regions. Depending on the volume
ratio of these phases the whole system can be either conduc-
tive FM or insulating SPM. The Coulomb interaction favors
the uniform distribution of charges and therefore it favors
the non-PS uniform conductive state. In the case of strong
Coulomb interaction the system should be in a uniform state,
while in the case of weak Coulomb interaction the system
tends to form the PS insulating state. The strength of the
Coulomb interaction can be tuned via screening. The electric
field produced by the PS MO film is screened by the FE
substrate. If the screening is strong enough (meaning that the
dielectric constant ε is high), the Coulomb interaction is weak
and we get the insulating PS MO film. If the screening is weak
(meaning that the dielectric constant ε is low) we have the
conducting FM MO film. In FEs the dielectric constant can be
tuned with voltage or temperature. FEs have a strong peak of
the dielectric constant close to the Curie temperature. One can
expect that in this region there is a metal-to-insulator (MIT)
transition in MO/FE systems. This transition is accompanied
by the FM-to-SPM transition. Far from the Curie point the
dielectric constant ε is low leading to the uniform FM con-
ductive state. At the Curie point ε is high and the insulating
PS SPM state can appear. Similarly, the FE dielectric constant
depends on the applied voltage. This case is shown in Fig. 1.
When a large voltage is applied across the FE substrate the
dielectric constant is low and the state with large overlap of
FM clusters is formed leading to the conductive FM state
(see the upper panel). For zero applied voltage the dielectric
constant is large and the separated clusters appear forming the
insulating PS state. The transition between these two states is
of percolation type.

Besides the ME effect mediated by the FE dielectric con-
stant, the charge accumulation bases ME coupling can occur
in the MO/FE system. The charge accumulation in a MO film
may appear at finite voltage applied to the FE. The voltage
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FIG. 1. FE substrate (orange) sandwiched between metal elec-
trode and the PS MO film with FM conducting clusters and AFM
insulating regions. (a) Nonzero voltage is applied to the FE. The
FM clusters are big enough. They overlap forming an infinite con-
ductive FM network. (b) Zero-voltage limit. The FM clusters are
small and separated by the insulating AFM regions. The whole film
is an insulator and a SPM. (c) A single FM cluster surrounded
by the AFM ring. a is the average FM cluster radius, 2b is the
average distance between the FM clusters, and l is the MO film
thickness.

induces a variation of the electron density in the MO film
changing in its turn the system magnetic state. Moreover, the
FE has an electric polarization which can be switched by an
electric field pulse. Switching the polarization should also
change the electron density in the MO film and eventually
change its magnetic state. This opens an additional way to
control the MO film. In this work we consider both effects:
(i) the effect of polarization and (ii) the effect of dielectric
constant on the MO film behavior.

The paper is organized as follows. Sec. II discusses the
model of the hybrid MO/FE system. In Sec. III we consider a
simplified model and study it analytically. In the next section
we use numerical simulations to investigate the Hamiltonian
and discuss the MO film behavior depending on the dielectric
constant and polarization of the FE substrate. In the discussion
section, Sec. V, we address the relevant materials and model
limitations.

II. THE MODEL

We consider a thin MO film with the thickness of l
measured in the numbers of atomic planes. The interatomic
distance is denoted �. The film is a perfect crystal placed on
top of a FE substrate (see Fig. 1). The substrate has a dielectric
constant ε and polarization P depending on temperature T and
external electric field E .

We use the double exchange model with a single orbital
per site, “classic” magnetic moments, and a cubic lattice to
describe magnetic and electronic properties of the MO layer
[28,31]. The Hamiltonian of the system has the form

Ĥ = −
∑
〈i, j〉

ti j â
+
i â j + c.c. − J

∑
〈i, j〉

SiS j + ĤC, (1)

where the first two terms are the electron kinetic energy with
âi and â+

i being the creation and annihilation operators for an
electron at the site i. The transfer matrix element ti j depends
on the mutual orientation of magnetic moments of sites i
and j, ti j = tcos(θi j/2), where θi j = ŜiS j . The third term in
Eq. (1) describes the exchange interaction of magnetic ions.
The classical vector Si is the magnetic moment (normalized)
of the i site; J < 0 is the (AFM) intersite exchange coupling.
The summation in all three of these terms is performed over
the nearest neighbors.

The last term in Eq. (1) is the Coulomb interaction in-
cluding electron-electron, electron-ion, ion-ion, electron-FE,
and ion-FE contributions. The FE substrate is considered
as a uniform media with a given dielectric constant ε. It
screens the electric field produced by electrons and ions. The
charge inhomogeneity appears in a phase-separated MO film.
It creates a stray electric field penetrating to and interact-
ing with the FE substrate. The Coulomb interaction can be
written as

ĤC = 1

2

∫∫
d3r1d3r2ρ

tot (r1)ρ tot (r2)/(|r1 − r2|), (2)

where ρ tot is the total charge density defined in the MO
film as well as in the FE substrate. Inside the MO,
the inhomogeneous distribution of electrons and ions con-
tributes to ρ tot . In the FE substrate, the interfacial bound
charges induced by the stray field will define the charge
density, ρ tot.

III. SIMPLIFIED ANALYTICAL CONSIDERATION

Consider a system with average electron density n0 elec-
trons per one site. Assume that electrons gather together in
disks (we will call them FM regions or clusters) of radius a
[see Fig. 1(c)]. The number of the clusters in the film is Ncl

and the total film area is S. These disks in total fill a part of
the film ξ = Nclπa2/S < 1 (compression ratio). On average
the cluster with the radius a is surrounded by the AFM region
with the radius b = a/

√
ξ [see Fig. 1(c)]. Here we consider

such a single cluster neglecting other FM regions. We call
the FM cluster with the surrounding AFM ring the PS region.
The applicability of this assumption is discussed below. The
number of electrons in the PS region is N and the electron
density is n = n0/ξ . There cannot be more than 1 electron
per site, n � 1. Therefore, there is a bottom boundary for
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the compression ratio ξ > n0. Outside the disks there are no
electrons and the state is AFM (θi j = π ). Inside the disks there
is a canted FM or pure FM state with the angle θi j = θ < π .
The angle is the same for all neighbors.

The single electron spectrum in the disk is given by

ε(k) = −2t cos(θ/2)[cos(kx�) + cos(ky�) + cos(kz�)],
(3)

where kx,y,z are the electron quasimomentums. The total ki-
netic energy of electrons is calculated as

E tot
k = �3

8π3

∫
E<EF

ε(k)d3k, (4)

where EF(n) is the Fermi energy defined by the electron
density in the cluster growing with reducing of ξ . When
n reaches 1 (ξ = 1/n0) all energy levels are occupied and
the total kinetic electron energy becomes E tot

k = 0. When
the electron concentration is low in the FM droplet (n � 1,
ξ � n0) each electron has a kinetic energy on the order of
−6t cos(θ/2). The total kinetic energy per one site in this case
is −6tn cos(θ/2)a2/b2 = −6tn0 cos(θ/2).

The magnetic energy of the system can be estimated in the
following way. Each site in the system has 6 neighbors (we
neglect the fact that the number of neighbors for interfacial
sites is lower for now). Let us choose the AFM state as the
state with a zero energy. Therefore, in the AFM region all
sites have zero energy. In the cluster each site has the energy
12|J| cos(θ )/2 = 6|J| (1/2 is to avoid a double counting). The
total magnetic energy is given by E tot

m = 6|J| cos(θ )a2/b2N =
6|J|ξ cos(θ )N .

The Coulomb energy is estimated as follows. We assume
that the charged disk can be considered as an infinitely thin
one with the surface charge density

σd(r⊥) =
{

σ1 + σ2, |r⊥| < a,

σ2, a < |r⊥| < b,
(5)

where σ2 = |e|n0l/�2 (ion charge density) and σ1 = −σ2/ξ

(electron charge density), r⊥ is the radius vector in the (x, y)
plane (the plane of the MO film), and z is the coordinate
perpendicular to the film plane. We assume that the considered
PS region (including both the FM cluster and AFM ring) does
not interact with outer area. The PS region itself is neutral and
does not have a dipole moment. It has a quadrupole moment
only. Therefore, the interaction between different PS regions
decays with distance as 1/r5 (r is the distance between the
two different FM clusters). In a two-dimensional system we
can consider this interaction as a short range. So, we can treat
a single PS region neglecting the other ones.

The next assumption is that the disk is thin and is exactly
at the interface between the FE (with the dielectric constant ε)
and surrounding medium (with the dielectric constant equal
to 1). In this case, the Coulomb energy of the system is
given by

EC = 1

(1 + ε)
[Ud(a, a, σ1, σ1)

+Ud(b, b, σ2, σ2) − 2Ud(a, b, σ1, σ2)], (6)

where

Ud(r1, r2, s1, s2) = 2πs1s2

∫ r1

0

∫ r2

0

∫ 2π

0
dχ1dχ2dθ

× χ1χ2√
χ2

1 + χ2
2 − 2χ1χ2 cos(θ )

. (7)

Here Ud is the Coulomb interaction of two infinitely thin disks
with radii r1,2, the surface charge densities s1,2, and the same
center. We introduce the characteristic Coulomb energy scale
U0 = |e|2/�.

The total energy of the system is the sum of the three
contributions described above:

E tot = E tot
k + E tot

m + EC. (8)

The dependence of these energies on the size of the FM
cluster is shown in Fig. 2. The upper panel shows the behavior
of each energy separately. The curves are plotted for the
following parameters: n0 = 0.05, J = 0.015t , U0 = t , ε =
1000, b = 100�, and l = 10. The energies are shown after
the minimization over the angle θ .

In the case of the uniform state (ξ = 1), there is a canted
FM state in the whole system. The angle θ decreases [cos(θ )
increases] with decreasing of the compression ratio ξ (see
green dash-dotted line). The canted FM state remains in the
FM cluster until the compression ratio reaches the critical
value ξ = ξFM. For ξ < ξFM no canting remains and the pure
FM state occurs in the cluster. The approximate area of the
FM region (blue circle) and the surrounding AFM area (gray
shell) is shown in the figure.

Energies are plotted in the range between ξ = 1 (uniform
state, no compression) and ξ = ξmin = n0 (maximum com-
pression, n = 1 in the FM region). The red line represents
the kinetic energy. In the canted state (ξ > ξFM ≈ 0.6) the
kinetic energy decreases with ξ because the conduction band
becomes wider leading to a reducing of the kinetic energy.
Namely, the reduction of the electron kinetic energy is re-
sponsible for the formation of the PS state. For ξ < ξFM

the kinetic energy increases since the bandwidth reaches its
maximum and further cluster size reduction just increases
the electron concentration pushing the electrons to higher
and higher energy levels. Finally, when the compression ratio
reaches the maximum, ξ = ξmin, the whole band is occupied.
The band is symmetric with respect to zero energy. Therefore,
the kinetic energy of electrons becomes zero.

We note that for n large enough, n ≈ 0.5, the single-
particle picture does not work well since the correlation
effects become important. Therefore, we cannot consider the
case with large compression.

The magnetic energy (blue line) behaves in the opposite
way: It grows with the reduction of ξ for ξ > ξFM and decays
for ξ < ξFM. Since the magnetic energy favors the AFM state
it grows with decreasing angle θ (ξ > ξFM). For ξ < ξFM

the magnetic energy decays since the area of the FM region
decreases linearly with ξ .

The Coulomb energy [black line in the panel (a)] monoton-
ically increases with decreasing ξ , since the charge separation
grows and the electric field induced by the charges grows too.

Competition between these three energies leads to the
dependence of the system state on the compression ratio
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FIG. 2. (a) Electron kinetic energy (E tot
k ), magnetic energy (E tot

m ),
and the Coulomb interaction energy (EC) as functions of compression
ratio ξ . The curves are plotted for the following parameters: n0 =
0.05, J = 0.015t , U0 = t , ε = 1000, b = 100�, and l = 10. Green
dash-dotted line shows the dependence of the cos(θ/2) on ξ . At
ξ = ξmin ≈ 0.05 the electron density in the FM cluster reaches 1.
Therefore, below this point there is no data for the energies. Circles
show a variation of the FM cluster size (gray rings, AFM region;
blue circle, FM cluster). (b) Total system energy E tot as a function of
compression ratio ξ for different system parameters. All parameters
are the same as for panel (a) except J varying from 0.008t to 0.015t .
The notation GS is used for the ground state; MSS stands for the
metastable state.

and other system parameters. Increasing the film thickness l
enhances the Coulomb contribution since EC ∼ l2. At that,
E tot

k and E tot
m grow linearly ∼l1. Increasing n0 also enhances

the Coulomb energy since EC ∼ n2
0, while E tot

k ∼ n1
0 and E tot

m
is independent of n0.

Figure 2(b) shows the total system energy vs ξ . Three
different scenarios are shown. The parameters are the same
as in Fig. 2(a) except that the exchange constant J varies
from 0.008t to 0.015t . At small J there is only one minimum
corresponding to the ground state. This minimum occurs at
ξ < 1, meaning that the PS state is the ground state (GS)

FIG. 3. Dependence of the equilibrium compression ratio ξ on
the normalized J and U0 for given n0 = 0.05, l = 6, b = 50�,
ε = 50. Notation US stands for the uniform state (ξ = 1). The
letter G in front of any contraction means that the corresponding
state is the ground one. The area shaded with vertical lines shows
the parameters for which the only equilibrium system state is the
PS one. The region shaded with left-leaning lines shows the case
when both the PS and US are equilibrium states, but the PS one
has the lowest energy. The region GUS + PS indicates the opposite
situation. The unshaded blue area is for the case when US is the
only equilibrium state in the system. The red line shows the critical
density of clusters corresponding to the percolation in a 2D system
with a random cluster arrangement. Notation I + SPM stands for
the insulating superparamagnetic state; CFM + M is for the canted
ferromagnetic metallic state.

of the system. At larger J , two stable states may appear.
The first one is the PS state (ξ < 1) and the second one is
the uniform state (US; ξ = 1). Depending on J either of these
states could be the ground one. At intermediate J the PS state
is the ground one (blue line). For higher J the US becomes
the state with the lowest energy (black line). For even larger
J , the PS metastable state disappears and only the US exists.
Thus, for large J the PS state cannot be realized. This happens
because for large J the growth of the magnetic energy due to
phase separation cannot be compensated by the decrease of
the electron kinetic energy.

Figure 3 shows the typical phase diagram (PD) of the sys-
tem. It shows the dependence of the equilibrium compression
ratio ξ on J/t and U0/t for a given n0 = 0.05, l = 6, b = 50�,
ε = 50. Several regions are visible on this phase diagram. The
unshaded blue region corresponds to the situation when only
the US (ξ = 1) is realized in the system. The shaded area
marked as GUS + PS corresponds the system with ground
US and metastable PS state [the black line in Fig. 2(b)]. The
shaded area bordered with the orange line (GPS + US) shows
the opposite case when the PS state is the ground one [the
blue line in Fig. 2(b)]. The region with vertical lines (PS)
corresponds to the case when only the PS state is realized in
the MO film [the red line in Fig. 2(b)].

In general the compression ratio ξ grows with increasing
the Coulomb energy U0. The larger the Coulomb interaction
the more difficult it is to separate charges. A strong exchange
coupling J also favors the uniform canted ferromagnetic
metallic (CFM + M) state. The ground state in the GUS + PS
parameter region also corresponds to the conductive FM state.
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The PS state can be considered as an insulating and SPM
state (I + SPM). However, for large enough compression ratio
the FM clusters can overlap and form an infinite conductive
FM network. For random distribution of FM regions the
percolation appears at the critical compression ratio, ξcr =
0.65 (see discussion of the percolation problem in Sec. V B).
This critical value is shown in Fig. 3 with the red line. Below
this line an insulating state exists while above this line the
conductive state is more probable.

A transition between conductive FM and insulating SPM
states may occur by tuning parameters of the FE substrate.
For example, varying temperature one can tune the dielectric
constant of the FE material. In the vicinity of the FE phase
transition the dielectric constant increases sharply and can
grow by an order of magnitude (see Sec. V A for discussions).
Such a growth reduces the Coulomb interaction and can be
considered as moving down along the phase diagram toward
smaller U0.

Another way to control the system is to apply an electric
field switching the FE polarization, P (see Fig. 1). If the polar-
ization direction is perpendicular to the MO film surface, the
switching will modify the electron concentration in the MO
layer. The FE polarization will create an internal electric field
inside the FE layer. Depending on the polarization direction
the field may have an opposite sign. For zero voltage across
the FE, the internal electric field is screened by charges in
the MO film (and bottom electrode). Therefore, depending
on the polarization direction one can have electron accumu-
lation or depletion in the MO layer. Polarization switching
can be realized by the field pulse of certain polarity. After
the switching, the voltage is zero and there is no electric field
in the FE. The polarization changes by 2P0, where P0 is the
remnant polarization of the FE. The electron density per site
varies by 2P0�

2/l . For film with thickness of 6 monolayers,
the charge density variation per one site can be from �n0 =
0.025 to �n0 = 0.05 for typical FEs (see Sec. V A for a
discussion of materials).

One more way to change the parameters of the FE substrate
is to apply a constant electric field modifying both the electric
polarization and the dielectric constant. For high enough
applied field the polarization is saturated. Since the FE has a
nonlinear relation between a polarization and an electric field,
the dielectric constant is a function of applied voltage. The
dielectric constant usually decreases with the electric field and
may fall down several times (see Sec. V A).

Figure 4 shows the phase diagram of MO/FE system vs FE
parameters. All the PDs are plotted for l = 6 and b = 50�.
The upper row in Fig. 4 shows what happens if the dielectric
constant varies from 50 to 500 (real numbers for TTF-CA FE
near the Curie point). The gray color shows the region where
the PS state appears. The red line borders the region where
the FM cluster total area is below the percolation threshold
for 2D systems (ξ < 0.65). In this region an I + SPM state
exists. In the rest of the gray area the percolation leads to
the appearance of the infinite cluster network. Therefore, this
region corresponds to the FM conductive state. Increasing of
the dielectric constant enlarges the region where the I + SPM
state exists. Thus, tuning the temperature one can transform
the system from the metallic (FM) to insulating (SPM) phase.

. . . . . . .

FIG. 4. Phase diagram of MO/FE system in coordinates J/t and
U0/t for given l = 6, b = 50�. Gray area shows the PS state (ξ < 1).
Blue area is the region where the US is the ground state (ξ = 1).
In this region the canted FM metallic state (CFM + M) is realized.
The black dashed line shows the region where the ground state
is a uniform state but the PS state is metastable. The red dashed
line borders the region in which the total area of the FM clusters
is below the 2D percolation threshold. Inside the red border the
insulating superparamagnetic state (I + SPM) is realized. In the rest
of the gray area FM clusters form an infinite FM cluster covering the
whole system and making the MO film conductive. Different panels
correspond to different system parameters.

The next row shows what happens when polarization of
the FE switches. Two panels correspond to two different
electron densities n0 = 0.5 and n0 = 0.1. The electron density
variation corresponds to the switching of a FE with the
remnant polarization of 10 μC/cm2. Polarization switching
can substantially modify the phase diagram leading to the MIT
transition.

The last row shows the case when a constant electric field
is applied and the dielectric constant of the FE changes from
3000 to 800. This change is typical for KTiO3. In this case the
MIT transition can be achieved as well.

Limitations of analytical model

The main limitation of the analytical model is that it does
not allow us to optimize parameter b which is the average
distance between the FM clusters. In our model the kinetic
and magnetic energies depend on the parameter ξ = a2/b2
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only. So, for fixed ξ one can change b in any way and this
would not influence the magnetic and kinetic energies. The
Coulomb interaction scales with ξ and b as UC ∼ Ũ (ξ )b2.
Fixing parameter ξ one can reduce b and therefore reduce
the total energy of the system. Thus, the parameter b should
go to zero in the analytical model which is nonphysical. The
reason for such a behavior is that the model does not take
into account the surface effects at the boundary between AFM
and FM regions and at the film surface. These effects linearly
depend on the parameter b. Thus, the smaller the FM cluster
size the more pronounced the influence of the surface effects.
Eventually, the energy contribution due to the surface effects
should overcome the volume contribution. This will limit
the reduction of the parameter b. Below we take the surface
effects into account in our numerical simulations. In particu-
lar, we treat the magnetic energy correctly by considering a
domain wall between AFM and FM regions, and by treating
film surfaces in a correct way. This increases the energy of the
FM cluster. The second effect in our numerical simulations
is the influence of the cluster boundaries on the electron
spectrum (spectrum modification and energy quantization).
Also we consider the influence of the Coulomb interaction on
the electron behavior in the FM cluster by taking into account
the fact that the wave function changes under the influence
of the Coulomb interaction.

IV. NUMERICAL MODELING

A. Modeling procedure

We treat the Hamiltonian in Eq. (1) using numerical simu-
lations. In particular, we consider a finite rectangular PS area
in a MO thin film. Inside the area there are two regions: (1) the
AFM one without carriers and (2) the FM one containing all
electrons; see Fig. 5. Outside the rectangular area the state of
the MO film is the canted FM state with uniform distribution
of electrons. The size of the PS area is b and the size of the FM
cluster in the PS area is a. Inside the FM region the parameter
θ corresponds to the FM state (θ = 0). In the outer region we
assume θ = π (AFM state). We optimize the energy of the
PS state with respect to the size of the PS area b and the FM
cluster size a. The compression ratio ξ can be introduced here
as the number of sites in the FM region divided by the total
number of sites in the whole PS area.

We use an iterative self-consistent procedure to find the
ground state of the system. At each step, the electronic wave
functions are calculated using the direct diagonalization of
the Hamiltonian (by taking into account 4 order rotation
symmetry of the system). The electric potential is calculated
using the electron density found at the previous iteration step.
The potential has the form

φi =
∑

i

U C
i j ρ j, (9)

where ρ j = ρ ion
j + ρel

j is the charge density at site j consisting
of ion and electron contributions. The ion charge density is
uniform across the whole PS area and is defined by ρ ion

j =
−en0. The electron density is given by

ρ j = e
∑

k

∣∣�k
j

∣∣2
, (10)

FIG. 5. Phase-separated region in a MO film. The FM region (of
size a) is surrounded by the AFM area. The total size of the PS area
is b. The MO film is uniform with canted AFM state outside the PS
region. The thickness of the film is l . The FM cluster size varies from
slice to slice due to the checkerboard ordering of magnetic moments
in the AFM state.

where the summation goes over all occupied states k with the
wave functions �k . The Coulomb interaction U C

i j is defined as

U C
i j =

{ 1
ε̃|ri−r j | , i 
= j,

U C
ii , i = j,

(11)

where the effective dielectric constant is given by ε̃ = (1 +
ε)/2. As in the previous section we assume that the MO film
is at the interface between the FE substrate and the air (or
some other surrounding medium with ε = 1). In this case the
influence of the FE substrate is just the renormalization of the
dielectric constant.

We assume that electron wave functions are localized at
the ions. Therefore, electrons located at different sites can be
considered as point charges and we have U C

i j ∼ 1/|ri − r j |.
For two electrons sitting at the same site the Coulomb interac-
tion is defined by Wannier wave functions of these electrons.
The Wannier functions are not defined in the tight-binding
model. Therefore, we use an additional parameter U C

ii in our
model to describe the on-site Coulomb repulsion. Since in
our model the electrons are localized we have U C

ii < 1/(ε̃�).
We show that the choice of U C

ii does not change the final result
qualitatively if the electron density is low. Thus, below we use
U C

ii = 1/(ε̃�).
After several iterations the system reaches the equilibrium

state and the energy converges to a certain value, Eeq. For
given l , U0, J , n0, and ε we minimize the energy Eeq with
respect to size of the PS region b and the size of the FM
cluster a. The case a = b should be considered separately
since it corresponds to the uniform MO film and the energy
quantization does not appear in this case. Finally, we compare
the energy of the states with a < b and with a = b and define
whether the PS occurs in the considered rectangular area.
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FIG. 6. Dependence of the compression ratio ξ on normalized J and U0 for three different FE dielectric constants, ε = 3 (left panel),
ε = 10 (central panel), and ε = 50 (right panel). The electron concentration and the MO layer thickness are fixed, n0 = 0.05 and l = 6�. The
dashed line shows the compression ratio corresponding to the percolation in a two-dimensional system with random distribution of clusters.

Note again that we consider here a single PS area. How-
ever, we assume that if formation of a single PS area con-
sidered here is favorable then the whole film should transfer
into the PS state with the average cluster size being a and
the distance between the clusters being b. In the film with
many PS regions the average cluster size and the intercluster
distance are affected by the intercluster Coulomb interaction.
This interaction was not taken into account here. However,
this interaction is short range and does not change the result
qualitatively.

For small parameter ξ the clusters are well separated in
space forming the PS SPM insulating state (I + SPM). For
large ξ the percolation appears and the I + SPM state trans-
forms into the metallic FM state.

B. Phase diagram of magnetic oxides

A typical magnetic phase diagram obtained using numeri-
cal simulations is shown in Fig. 6. The equilibrium parameter
ξ is shown as a function of exchange interaction J and
the Coulomb energy U0 for n0 = 0.05, MO film thickness
l = 6, and ε = 3, 10, and 50. In contrast to the analytic
phase diagram shown in Sec. III, here the system energy is
optimized over both the characteristic FM cluster size and
the AFM region size (over parameters a and b). Three cases
with the same electron concentration n0 but different dielectric
constants are shown in Fig. 6.

There are two distinct areas in each phase diagram. For
large J the uniform state with canted AFM order (CFM + M;
blue area) is the most favorable. This is in agreement with
the analytical model and the data in Fig. 2. For large J the
exchange interaction becomes too strong and the energy loss
due to formation of the FM cluster cannot be compensated
by the energy gain due to decreasing of the electron kinetic
energy [black line in Fig. 2(b)]. The uniform state does not
have the insulating AFM inclusion and corresponds to the
conductive state.

The second area (multicolored) corresponds to the PS state
with FM cluster surrounded by the AFM insulating region.
The red color shows the states with largest phase separation
where ξ ∼ 0.2. In these states the electron concentration in
the FM cluster increases 5 times. However, even in this case
the electron concentration is on the order of 0.25 electrons

per site such that the model is still valid. The typical size
of the optimal PS region in our simulations is around 12–15
sites (involving from 500 to 900 sites per atomic layer). The
compression ratio ξ decreases with increasing the Coulomb
interaction since this interaction favors the uniform state.
The black dashed line shows ξ at which the FM cluster
relative volume corresponds to the percolation threshold.
Inside this line the clusters are well separated from each
other and form an independent conductive area in the in-
sulating matrix (I + SPM). The film is an insulator in this
case. Moreover, the FM clusters do not interact and the
whole system is a superparamagnet. Outside the black dashed
line the FM clusters overlap and form an infinite conductive
FM network.

The numerical phase diagram in Fig. 6 is qualitatively
similar to the phase diagram of the analytical model shown
in Fig. 3. However, we did not study the metastable states
numerically. Therefore, the region GUS + PS shown in Fig. 3
is absent in Fig. 6. This region is included in the uniform state
area. Similarly, we do not show here the GPS + US region. It
is included in the PS area.

Figure 6 has three panels showing the dependence of the
phase diagram on the dielectric constant of the FE layers ε. In-
creasing ε increases the PS state area. Increasing the dielectric
constant decreases the long-range Coulomb interaction which
favors the uniform state.

Figure 7 shows the phase diagrams in the coordinates J/t
vs ε for fixed U0/t = 10 and electron concentration n0 =
0.05 for different thicknesses l = 2, 4, and 6 monolayers.
Increasing the FE dielectric constant ε increases the range
of J where the PS state appears. This is because increasing
ε enhances the screening of electric field and reduces the
Coulomb interaction leading to the PS state. For TTF-CA
FE the dielectric constant grows from 50 to 500 near the
Curie point (see Sec. V A). Using the thin MO film (l = 2
monolayers) with J = 0.035t one can reach the MIT and the
FM → SPM transition in the vicinity of the Curie point (black
arrow on the right panel in Fig. 7).

The dependence on the thickness of the MO layer is not
very pronounced in the studied region. We investigate the
MO films with different thicknesses up to 10 monolayers
and do not find any big difference (compare three panels in
Fig. 7). The only consequence of the thickness increase is
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FIG. 7. Dependence of the compression ratio ξ on the normalized exchange coupling J and the FE dielectric constant ε for three different
MO layer thicknesses, l = 2 (left panel), l = 4 (central panel), and l = 6 (right panel). The electron concentration and the Coulomb interaction
parameters are fixed, n0 = 0.05 and U0/t = 10. The dashed line shows the compression ratio corresponding to the percolation in a two-
dimensional system with random distribution of clusters. The black arrow in the left panel shows the system trajectory corresponding to the
dielectric constant variation near the Curie point in TTF-CA.

the decrease of the induced charge due to FE polarization
switching, �n0 ∼ 1/l .

Figure 8 shows the phase diagram of the MO film for larger
Coulomb interaction, U0 = 20t , and larger electron concentra-
tion, n0 = 0.075. The position of PS states in this case moves
to higher values of the dielectric constants. The transition
between homogeneous and PS states appears at higher ε. In
artificial FEs such as PbTiO3/CaTiO3 the dielectric constant
is not very large and decreases from 400 to 100 under the
influence of an electric field. Using the MO with J ≈ 0.045t
one can obtain the MIT and FM → SPM transitions applying
the electric field. The arrow in Fig. 8 shows the system
trajectory in the parameter space when the electric field is
applied to the PbTiO3/CaTiO3 substrate.

. . . . .

.

.

.

.

.

FIG. 8. Dependence of the compression ratio ξ on the normal-
ized exchange coupling J and the FE dielectric constant ε for l = 2,
n0 = 0.075, and U0/t = 20. The dashed line shows the compression
ratio corresponding to the percolation in a two-dimensional system
with random distribution of clusters. The black arrow shows the sys-
tem trajectory corresponding to the reduction of dielectric constant
due to applied electric field to PbTiO3/CaTiO3 FE.

Switching the FE polarization P0 also influences the state
of MO film. Indeed, switching polarization from −P0 to P0

will change the surface charge density by 2P0 leading to
variation of the electron concentration by �n0 = 2P0�

2/l
(for polarization direction being perpendicular to the MO film
plane).

Figure 9 shows the change of the MO film state with
electron concentration. For low electron concentration the
homogeneous state is more favorable. Therefore, to create the
PS state the electron concentration should be large enough.
Increasing the electron concentration increases the parameter
region with PS state. At that the compression ratio increases
with n0 since the Coulomb interaction increases. Switching of
the FE polarization can change n0 by 0.05 electron per site for
thin film. The arrow in Fig. 9 shows the system trajectory in
the parameter space for such a variation of n0.

. . . . .

.

.

.

.

.

FIG. 9. Dependence of the compression ratio ξ on the normal-
ized exchange coupling J and the electron concentration n0 for l = 4,
ε = 30, and U0/t = 10. The dashed line shows the compression ratio
corresponding to the percolation in a two-dimensional system with
random distribution of clusters. The black arrow shows the system
trajectory corresponding to the FE polarization switching.
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V. DISCUSSION

A. Suitable materials

As we discussed in the previous sections, variation of the
FE substrate properties may induce the MIT and SFM →
SPM transitions. Here we discuss some relevant FE materials.
One way to tune the FE dielectric constant is varying temper-
ature. For example, in TTF-CA FE the dielectric constant ε

rises from 50 to 500 in the vicinity of the Curie temperature
which is on the order of 100 K [33]. In PMN-PT the dielectric
constant grows from 2000 to 20000 [34] in the vicinity of the
phase transition. However, the Curie temperature of this mate-
rial is quite high (TC ≈ 200 ◦C). The magnetic phase transition
temperature in MO depends on the doping level. At low
doping (current work) the magnetic transition occurs mostly
at low temperatures. For LaCaMnO3 the magnetic state occurs
below 150 K [35], for NdSrMnO3 below 100 K [21].

Another way to control the system is to apply an electric
field pulse switching the FE polarization. The typical mag-
nitude of polarization in FEs is on the order of 10 μC/cm2.
Taking into account the typical lattice constant of MO on the
order of 0.5 nm one can estimate the surface charge density
induced by the FE at the level of 0.3 electrons per the surface
area of a unit cell. For film with the thickness of 6 monolayers
the charge density per one site is �n0 = 0.025. In PMN-PT
FE the polarization is P0 ≈ 20 μC/cm2 [34] leading to �n0 =
0.05. Some FE materials have higher polarization but some
have much a smaller one. For example, Li-doped ZnO has a
polarization on the order of 0.2 μC/cm2 [36]. P(VDF-TrFE)
also demonstrates low polarization at the level of 0.1 μC/cm2

[37]. Sr2Nb2O7 FE has a saturation polarization on the order
of 2 μC/cm2.

The third way to change the parameters of the FE substrate
is to apply a constant electric field changing the dielectric con-
stant. In SrBiTiO3 and KTiO3 the dielectric constant decreases
from 3000 to 1000 in a field of 60 kV/cm at low temperatures
(around 50 K) [38]. Such a field produces a surface charge on
the order of 5 μC/cm2 (�n0 ≈ 0.01 for a 6-monolayer film).
In HfZrO2 the saturation polarization can be on the order of
15 μC/cm2 (�n0 ≈ 0.035). At that the variation of the dielec-
tric constant is between 30 and 40 at room temperature [39]. In
artificial superlattices PbTiO3/CaTiO3 the dielectric constant
varies from 400 to 100 with electric field [40]. The variation
happens in a field on the order of 1 MV/cm (producing a
charge density on the order of n0 = 0.02 for a 6-monolayer
MO film).

B. Percolation problem

In two-dimensional systems with random distribution of
clusters the percolation occurs when the relative area of the
clusters reaches the critical value, ξcr = 0.68% [41]. Note
that the compression ratio in our consideration is exactly
the relative area occupied by the FM clusters. If we consider
the FM droplets as independent then the percolation will
appear around the critical value of ξ .

Note, however, that negatively charged FM droplets should
repel each other. Thus, generally they cannot be considered

as independent objects. This should lead to formation of a
regular lattice of FM regions. Since in such a state there are
insulating areas between droplets the state of the whole system
can be considered as insulating and superparamagnetic. Thus,
the interaction between FM droplets can increase the critical
value of ξ at which percolation appears.

On the other hand, there could be some pinning sites or
defects that fix position of the FM droplets. If the pinning
potential is larger than the Coulomb repulsion between the
droplets the random distribution of droplets is more realistic.
The influence of cluster interaction and pinning of clusters on
the overall system state should be studied separately and is
beyond the scope of the present work.

C. Other ME effects in the system

Finite electric voltage applied to the FE induces strain
in the FE leading to the appearance of finite strain in the
MO film. The strain also modifies magnetic and transport
properties of the MO films [15,42]. We do not take this effect
into account in our model. We assume that one can choose a
FE with weak piezoelectric effect but large variations of the
dielectric constant and high electric polarization. For example
LiNbO3 produces small deformation (10 times smaller than
PMN-PT or BTO) but has the same polarization as PMN-PT.

We consider the case of electric polarization being per-
pendicular to the MO film plane. In this case the charge
accumulation effect is non-negligible. At that in uniaxial FEs
(such as LiNbO3) one can make a cut along the polarization
axis (nonpolar cut). In this case the FE polarization does not
influence the MO film. In contrast, the effect of the Coulomb
interaction screening is still present. Thus, to observe the
effect related to the FE dielectric constant alone one needs
to use a nonpolar cut of the FE. One can measure the temper-
ature dependence of the conductivity or magnetization in the
vicinity of the FE Curie point.

VI. CONCLUSION

We theoretically studied the hybrid system consisting of
a MO thin film on top of a FE substrate. We showed that
the FE dielectric constant and polarization essentially influ-
ence the MO film properties. In particular, changing either
the FE dielectric constant or polarization one can switch the
MO film state from conductive to insulating and vice versa.
Simultaneously, the FM to SPM transition occurs. The FE
dielectric constant and polarization can be tuned by either
temperature or electric field. We used both the analytical
model and numerical simulations to tackle the problem and
discussed suitable FE materials.
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