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Domain wall dynamics due to femtosecond laser-induced superdiffusive spin transport
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Manipulation of magnetic domain walls via a helicity-independent laser pulse has recently been experimen-
tally demonstrated and various physical mechanisms leading to domain wall dynamics have been discussed.
Spin-dependent superdiffusive transport of hot electrons has been identified as one of the possible ways to affect
a magnetic domain wall. Here, we develop a model based on superdiffusive spin-dependent transport to study the
laser-induced transport of hot electrons through a smooth magnetic domain wall. We show that the spin transfer
between neighboring domains can enhance ultrafast demagnetization in the domain wall. More importantly, our
calculations reveal that when the laser pulse is properly focused onto the vicinity of the domain wall, it can excite
sufficiently strong spin currents to generate a spin-transfer torque that can rapidly move the magnetic domain
wall by several nanometers in several hundred femtoseconds, leading to a huge nonequilibrium domain wall

velocity.
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I. INTRODUCTION

Modern technologies such as magnetic memories or stor-
age disks rely on the control and manipulation of magnetic
bits. The ever-increasing demand for faster speed of magnetic
recording continues to drive the interest in finding improved
ways to control the magnetization dynamics, either by using
magnetic fields, spin-current torques [1,2], thermal gradients
[3-5], spin-orbit torques [6], or exchange-coupling torques
[7]. These advanced methods allow the construction of a
memory device based on manipulating domain walls [8]. The
mutual interaction between light and magnetism has gained
much attention in the last 20 years initiated by the discovery
by Beaurepaire and coworkers [9] of ultrafast laser-induced
demagnetization of Ni thin films. This phenomenon plays
a dominant role, too, in the discussions on future magnetic
devices. As a consequence, many related experimental studies
have been carried out, leading to the discoveries of, e.g., the
optical spin-transfer torque [10,11] and the optical spin-orbit
torque [12].

From a theoretical point of view, different models and
mechanisms were proposed to explain the ultrafast laser-
induced demagnetization [9,13-20]. From those, it is impor-
tant to emphasize two, namely, ultrafast demagnetization due
to spin-flip relaxation [9,13-18] and nonlocal superdiffusive
spin transport [19,20]. More specifically, within the latter,
in the model introduced by Battiato, Carva, and Oppeneer
[19,20] ultrafast demagnetization could be demonstrated with-
out any additional assumptions for a spin-flip scattering mech-
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anism. Importantly, the nonlocal character of this mechanism
invoking spatial spin transport suggests that laser excitation
can also be used to manipulate magnetic structures in mag-
netically nonhomogeneous systems [21-24]. For instance, it
has been shown experimentally that the interplay between
magnetic textures and ultrafast demagnetization can affect
the domain structure in thin Co/Pt films on the subpicosec-
ond timescale [25]. Additionally, it has been suggested that
transfer of hot electrons flowing between different magnetic
domains can accelerate the demagnetization process [26]. On
the one hand, experimental observations on various samples
indicate that this effect might be limited in some materials
[27]. On the other hand, more recently laser-controlled ma-
nipulation of domain walls has been demonstrated in Co/Pt
thin films [28], in Co/Cu/Ni trilayer films [29], and in
Co/Fe75Gdys bilayer films [30], as well as helicity-dependent
domain wall motion [11], formation of vortices [31], and
combination of laser-driven domain wall motion with the
spin-Hall effect [32], and with currents [33].

In this paper, we study how superdiffusive spin currents can
influence the magnetic texture, specifically, a thick magnetic
domain wall. For simplicity we assume a one-dimensional
model of an isolated magnetic domain wall separating two
domains with opposite orientation of magnetization. Initially,
we study demagnetization in a narrow magnetic domain wall
to compare our results with previous studies [25]. Subse-
quently, we extend the study to wider and more realistic
magnetic domain walls taking into account their detailed
structure. To this end we generalized the model of superdif-
fusive spin-dependent transport for the study of noncollinear
magnetic configurations. Our work reveals how a domain
wall influences the flux of electrons along the sample and
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the demagnetization process. In more detail, we calculate the
nonhomogeneous spin transfer torque acting on the domain
wall and, consequently, study the dynamics of the magnetic
moments. We show that when a femtosecond laser pulse is
focused properly, it can trigger domain wall motion and shift
the domain wall center with a very high out-of-equilibrium
velocity of about 10* m/s.

The paper is organized as follows. In the following section
we provide a short introduction to the superdiffusive spin-
dependent transport model of hot electrons. In Sec. III we
describe the generalization of the model for noncollinear
magnetic textures. In Sec. IV we study the influence of the
domain wall on ultrafast demagnetization. Second, in Sec. V
we study ultrafast demagnetization and spin-transfer torque
generation in wide magnetic domain walls. The laser-induced
magnetization dynamics is studied as well. Finally, we discuss
the consequences of our results in Sec. VI.

II. METHODS

The superdiffusive spin-dependent transport model [19,20]
is based on the distinct transport behavior of minority and
majority electrons due to their different velocities and life-
times. The starting point of the superdiffusive spin-dependent
transport model of hot electrons [19,20] is the excitation of
localized electrons above the Fermi level (usually from d to s
band) induced by a femtosecond laser pulse. Because of the
higher electron velocities the excited hot electrons are treated
as itinerant particles moving along the sample [34]. Motion
of the itinerant electrons is described by a transport equation
taking into account electron spins, o € {1, |}, and energies, €.
The electron velocities, v, (¢), and lifetimes, 7, (¢ ), depend on
these quantities. Due to the difference of v4 (74) and vy (1))
in a magnetic material, the current of flowing electrons gets
polarized. In case of multilayers, spin filtering via multiple
spin-dependent reflections at the interfaces contributes to the
spin current polarization [34]. As a result, loss of the magnetic
momentum carried away by the spin currents is observed as a
local demagnetization of the magnetic material illuminated by
the laser pulse. Due to high electron velocities, this demagne-
tization process happens on a femtosecond timescale. Note
that this model assumes purely nonthermal laser excitation
of electrons without any effects of temperature [35]. Impor-
tantly, the spin transport of the hot electrons is neither purely
ballistic nor diffusive. Its transport character is changing in
time from initially ballistic motion toward diffusive motion
via the superdiffusive regime, which takes between 500 fs up
to 1 ps depending on the laser pulse and material properties
[20]. Consequently, the model is not intended to treat electrons
near the Fermi level or even equilibrium spin currents [36,37],
where more suitable tools are available.

The model has been supported by a number of experi-
mental observations [22,23,38-42]. Alternatively, the theory
of spin-dependent transport of hot electrons has been formu-
lated in the framework of the Boltzmann transport equation
[43] showing that the energy dependence of the injected hot
electrons plays a crucial role for the spin transport.

So far, the superdiffusive transport model has been mostly
used to explain ultrafast demagnetization processes, espe-
cially in single magnetic layers and collinear magnetic mul-
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FIG. 1. Sketch of a head-to-head magnetic domain wall and the
used coordination system. The wave vector of the incident laser beam
is aligned with the y axis.

tilayers. However, in the case of noncollinear magnetic con-
figuration the spin currents generated by the superdiffusive
spin-dependent transport of hot electrons can induce spin-
transfer torques [1,2,44—48] acting on the magnetic moments
and, consequently, magnetization dynamics [49]. Such a non-
collinear magnetic configuration can be achieved in magnetic
multilayers or in magnetic films or wires featuring mag-
netic textures such as domain walls, magnetic bubbles, or
skyrmions.

Recently, we developed an effective model for the spin-
transfer toque induced by hot electrons in noncollinear spin
valves [50]. It has been shown that, in accord with exper-
imental observations [21-24], excitation of hot electrons in
one magnetic layer can lead to a fast spin-transfer torque and
small-angle magnetization precessions in the second magnetic
layer even though both magnetic layers are separated and
magnetically decoupled by a nonmagnetic one. Here, we
adopt a different approach where we take into account spin ro-
tation between neighboring magnetic moments in a magnetic
domain wall. The spin-dependent transport properties inside
the domain wall are then included in the transmissions and
reflections between discretization cells with uniform magne-
tizations as described below in Sec. IIT A.

III. THEORETICAL MODEL

We start with the investigation of laser-induced magneti-
zation dynamics of a 1-dimensional wire of length L = NAz,
where Az is a spatial discretization length and N is the number
of cells in the simulation, which simulates a domain wall. The
domain wall is located in the middle of the wire, where z = z..
We illustrate the domain wall schematically in Fig. 1.

We assumed that the magnetization is varying along the
z axis. In equilibrium the magnetization vector is given by
M(z) = Myr(z), where M, is the saturated magnetization
and m(z) is a unit vector

m(z) = (cos ¢ sinB(z), sinp sinH(z), cos6(z)), (1)

where ¢ is constant with respect to z, and

Z—20
ST

6(z) = 2 arctan |:exp (
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with zp the position of the domain wall center [51,52]. A is
the domain wall width given by

A = /A /Ky, 3

with A, being the exchange stiffness and K, is the uniaxial
anisotropy constant [51,52]. Equation (2) describes a head-to-
head magnetic domain wall separating the left magnetic do-
main with magnetization m; = e, = (0,0, 1) from the right
one Mg = —eé,.

For our specific 1-dimensional wire, we assume ¢ = 7 /2
(the magnetization is in the layer’s plane). Thus the magneti-
zation in the ith cell reads m; = (sin6;, 0, cos 6;), see Fig. 1,
and the magnetization direction 6; = 6(z;) becomes

9i=2arctan|:exp<zizzc>:|, i=1,2,...,N, “4)

where z; is the position of the ith cell.

A. Electronic transport

The transport process in the modeled system consists of
two effects. There is spin-dependent scattering described by
the superdiffusive model, and also the response of electrons
to the varying quantization axis. Both these effects represent a
perturbation of the total electron transport, and we treat them
separately in each discretization cell. The error due to their
separation will be comparable to the error of the discretization
itself, and thus negligible as long as the discretization cell is
small enough. This allows us to describe transport within each
cell by the two-current model, while the transition between
cells is described by the more general formalism described
below.

In each discretization step scattering takes place. Full de-
scription of this process including reflections at interfaces is
rather complex, and we follow here methods of the superdif-
fusive transport model described in Ref. [34]. Two-channel
components of the right-going current in the ith cell are
denoted as ﬂT)i)E’ wherei = 1,2, ..., N — 1. The extra index
& can have values either & = (—) for the current on the left
side of the cell or & = (+) for that on the right side. For a
right-going current these correspond to currents before and
after the influence of possible scattering in the cell, jq())
and J(r(z—))(+) This current is thus obtained from the quantity ®
described in Eq. (24) of Ref. [34].

The quantization axis is in each discretization cell aligned
along the local magnetization, ;. The spin current leaving
the ith cell is oriented along m; and enters the cell whose
magnetization is oriented along ##2;; . Its magnitude is ob-
tained from ]g(,—>)(+) We assume that electrons respond to
the magnetization variation within each discretization cell by
aligning its quantization axis to the cell direction, as already
employed in other studies of torque in domain walls [53].
This alignment is equivalent to absorption of the spin current
component transverse to that cell. This absorption typically
takes place within less than 1 nm from the interface [54]—a
distance smaller than the simulation cell—and gives rise to
a torque (see below). Inside any ith cell we thus consider
only the projection of conduction electron spins into the #;
direction as contributing to the spin current before scattering,
which can then be expressed using the simple two-channel

current J, ) - In this way we formally localize the effect of
the spin quantization axis change on the transport always into
the interface between cells, while the effect of scattering is
separated and takes place inside cells.

In contrast to ultrathin atomic domain walls [55], which
can lead to a significant electron scattering due to the strong
spatial variation of the magnetization [56,57], we inspect here
thick domain walls with moderate variation of magnetization
direction. In this case, the effect of reflecting electrons is
negligible [58]. As long as the domain wall width is much
larger than the electron wavelength the total transmission of
electrons through the domain wall is close to 1 [57]. The
magnetization rotation rate of domain walls that we consid-
ered is smaller than 0.03 per lattice constant, and thus satisfies
this condition. Therefore, we do not assume any reflection of
electrons from the domain wall or inside it.

As a consequence of the magnetization direction change
between the (i — 1)th and ith cell the local quantization axis
of an electron moving from the (i — 1)th cell to the ith one
is changed by an angle 80”) = 6; — 6,_,. Thus, regardless of
the electron flow direction, the currents in the (i — 1)th cell
can be expressed in the local frame of the ith one as j/; ;. =

0,' j(,',l)g ljl-T, where
Ao (Jra-ne 0
Ja-ne = ( 0 jwne)’ )

and U is the spin-space transformation unitary matrix due to
the rotation by the angle 66 in the x-z plane:

0 — <cos (860 /2)  —sin (89(")/2)) ©

sin (30 /2)  cos (86© /2)

This leads to the following transformation of the two-channel
current for electrons moving from the (i — 1)th cell to ith cell:

Jo) = Z

The effective interface transmission matrix between the ith
and (i + 1)th cell is given by

Jo —D®)- @)

() (@)
ro _ (T@) ng>, ®
TH Tw
where
TS =T\ = cos® (507 /2), (9a)
T =T =sin® (507 /2). (9b)

The transmission matrix (8) applies for electrons moving in
both directions. Similarly, for the current moving from right to
left we can write

Join = ZT(H Joi+1)(=)- (10)

Note that the currents in Eqgs. (7) and (10) are taken at
the same energy level €;. We assume that electrons flowing
through an interface do not change their energy.
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B. Spin-transfer torque

As argued above, the orientation of spin current is along ##;
on both the (4) and (—) side of the ith cell. Then we define
the spin current of right-moving electrons in the ith cell as a
sum of contributions from energy levels in the superdiffusive
model:

N.
h — .
Tae = 2_2 [Jrose) — TTwelen]m, (11

where N, is the number of energy levels assumed in the
calculations. Similarly, we can define spin currents flowing
from the right to the left:

i
«— <« A
Jsie =5, Z Jroe€) — JToe (e, (12)

It is important to note that by definition, currents of electrons
moving from the left to the right, 7, o)z (€,), have positive sign
while the currents moving from the right to the left, J, ¢z (€;),
have negative sign.

Spin transfer torque acting on the magnetization in the
ith cell corresponds to the change of the transverse part of
the spin current (with respect to ;) when passing through
the cell. Furthermore we assume that the transverse part is
completely absorbed in the cell, in agreement with other
approaches to domain walls [53]. Therefore only the value of
transverse current entering the cell contributes to the torque.
One possible way to obtain the transverse part of the incoming
current is to subtract the longitudinal part. Taking into account
Egs. (7) and (9) we find that

Tl = Tsa-n | cos (86), 13)

which shows that j ; ) is exactly the longitudinal com-

ponent of j ;_y) ) (With respect to ;). This leads to the
following formula for the torque due to the right-going current
entering the ith cell [44,48]:

—
T =Jsi-n) —Isih) (14)
Similarly, from left-moving electrons we obtain
i+1
[Tl = [Tsarn o cos (867+7), (15)
e
T = Joarn o) — Jsiy b (16)

As a consequence of Egs. (14) and (15), for the magnitudes of
the local torques we also obtain

T = |76 sin (36), (17a)
%1 = [Jsien o sin (867). (17b)

Note that this dependence on the rate of magnetization
angle change actually represents a special case of the general
dependence on Vi derived elsewhere by Li and Zhang [59].

Finally, the total spin torque acting on ith magnetization is
given by

=T +7%. (18)

For the sake of clarity, in the definitions (11)—(18) we
omitted the time dependence of the electron currents. The

magnetizations directions, #;, are assumed to be constant in
the transport calculations.

C. Magnetization dynamics

To study the magnetization dynamics of the magnetic cells
we use the Landau-Lifshitz-Gilbert equation (LLG), which for
the ith magnetic moment in the wire reads

_;_amﬂvﬁ;zgh (19)

where y = |y,| > 0 is the gyromagnetic ratio, ¢ is time, « is
the Gilbert damping parameter, and €2; is the overall torque
acting on the ith local magnetization defined as

@)
x H 4 +

Q= —uoym; T, (20)

o M? Veen
which consists of a part induced by the effective magnetic
field, H e'ff, and the spin-transfer torque term containing t;,
where M, is the magnitude of magnetization in the ith compu-
tational cell, and V. is the cell volume. Here, it is important
to mention that the magnitude M; depends on the superdiffu-
sive transport and changes in time [19]. Equation (20) shows
that spin-transfer torque is stronger when acting on a localized
magnetic moment.

Generally, the effective magnetic field is defined as a
functional derivative of total volume energy density, w,

T woMy S

. 21

where ¢ is vacuum permeability, M is the equilibrium value
of the saturated magnetization, and z; is the position of the ith
cell. The energy density of the total volume reads

<39@)>2 s . 5
w(z) = Aex ST + K, cos“6(z) + K [cos ¢ sinb(z)]",
(22)

where K, is the uniaxial anisotropy constant and K is the per-
pendicular out-of-plane anisotropy constant. The spin-transfer
torque, T;, is given by Eq. (18).

IV. NARROW MAGNETIC DOMAIN WALL

We apply the above described model to study the spin-
dependent transport in a simplified system of a narrow mag-
netic domain wall to investigate the effects of a femtosecond
laser pulse on magnetic domains walls formed typically in
multilayers like Co/Pt or Co/Pd having a strong out-of-plane
magnetic anisotropy [25-27].

In this case we focus on the effects of the superdiffusive
transfer on the domain wall structure. Thus we use first a sim-
plified model of a sharp domain wall, where the magnetization
direction is changed abruptly by 180°, which reproduces the
experimental conditions. Hot electrons passing the domain
wall move from being in the majority to being in the minority
spin channel and vice versa. As a result, spins accumulate in
the vicinity of the domain wall causing a change of the domain
wall profile [60]. No spin flips or reflections were assumed at
the domain wall.
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FIG. 2. Superdiffusive transport through a narrow magnetic do-
main wall. (a) Dashed (blue) line shows out-of-plane component of
magnetization in the vicinity of a narrow magnetic domain wall in
the equilibrium ( = —o00). Solid (red) line shows the out-of-plane
magnetic component 300 fs after the maximum of the laser pulse.
(b) Time variation of Gaussian laser pulse intensity with peak at time
t = 0 and FWHM 35 fs. (¢) Corresponding time variation of the spin
fluxes calculated for different distances (2, 6, and 10 nm) from the
domain wall.

In our calculations we assumed a sample as long as 100 nm
with spatial discretization Az = 1 nm. Moreover, we assumed
time discretization At = 1 fs. For simplicity, we used the
electron velocities and lifetimes of hot electrons calculated
for Fe [61]. For the electronic transport we assumed N, = 12
energy levels above the Fermi energy. The difference between
the subsequent energy levels was Ae = 0.125 eV, which al-
lows us to cover an energy range up to 1.5 eV. We assumed
that the whole sample was homogeneously excited by the
laser pulse having a Gaussian shape with maximum in# = 0
and full width in half maximum #, = 35 fs; see Fig. 2(b).
Altogether this pulse excites 0.2 electrons at each energy/spin
level, which corresponds to a laser fluence F = 2.6 mJ /cmz.

In Fig. 2(a) we show the effect of the femtosecond spin
pulse on the domain wall by locating the sharp step domain
wall at z = 0. The dashed (blue) line shows the equilibrium
distribution of the out-of-plane magnetization component
along the sample normalized to the equilibrium saturated
magnetization My. In turn, the solid (red) line describes
the out-of-plane magnetization 300 fs after the laser pulse
intensity reached its maximum. The boundary between the
domains has become smeared due to ultrafast demagnetiza-
tion caused by the superdiffusive spin transport between the
neighboring magnetic domains. The hot electrons excited by

the laser pulse move along the sample and carry the angular
momentum. Because the velocities of electrons in spin-up
and spin-down channels differ, spin accumulation builds up
in the vicinity of the domain wall. As a result, the domain
wall profile becomes smeared. Figure 2(a) shows that the
spin accumulation decays as a function of the distance from
the domain wall center and reaches up to about 20 nm. This
result is in good agreement with experimental observations
and Monte Carlo simulations reported by Pfau et al. [25].

The timescale of the ultrafast demagnetization is shown in
Figs. 2(c), which illustrates the time variation of the total spin
flux taken at different distances from the domain wall. The
amplitude of the spin flux strongly decreases with the distance
from the domain wall. Especially, temporal dependencies of
more remote fluxes exhibit more than one peak. This is a
result of the secondary electrons which are generated by the
avalanches during the scattering of the hot electrons. Impor-
tantly, the out-of-equilibrium spin fluxes become zero after
about 300 fs from the laser pulse, indicating the timescale of
the ultrafast demagnetization.

V. WIDE MAGNETIC DOMAIN WALL

In the following, we present our numerical results for a
wider domain wall with a detailed structure of the domain wall
profile as described by Eq. (2). In our calculations we assumed
a wire as long as 200 nm. With spatial discretization Az =
1 nm we used N =200 computational cells. The excited
electrons can occupy N, = 12 energy levels above the Fermi
energy with energy discretization Ae = 0.125 eV. The energy
and spin-resolved electron velocities and lifetimes used in our
calculations correspond to those of iron as calculated by ab
initio methods [20,61,62].

Moreover, in all our simulations we assume a Gaussian
laser pulse of length 7, = 35 fs. During its duration, this pulse
excites the same number of electrons on each energy and spin
level. When considering the laser fluence F ~ 12.8 mJ/cm?
we obtain 1 excited electron on each energy/spin level in each
I-nm-wide discretization cell.

A. Ultrafast demagnetization

First, we focus on the ultrafast demagnetization induced
by the laser pulse. Here, we assume that the whole sample
is excited homogeneously. Therefore, the same number of
electrons is excited by the laser pulse in each computational
cell. This situation corresponds to a case where the laser spot
exceeds the size of the computational length of the wire, L. In
our analysis, we focus on the central part of the wire, which is
far from its boundaries. In the case of a uniformly magnetized
sample, the same number of electrons are flowing in both
directions in the center of the wire. Thus, no demagnetization
in the here-considered 1D transport model can be obtained.
Oppositely, when a domain wall of width A is located in the
center of the wire, electrons flowing through the domain wall
from the left to the right are polarized in the left magnetic
domain, while the electrons moving in the opposite direction
are polarized in the right magnetic domain. Thus the left
and right spin fluxes have opposite polarizations. As a result,
partial demagnetization at the position of the domain wall
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FIG. 3. Laser-induced demagnetization in the vicinity of the do-
main wall calculated for various DW widths. (a) Spatial dependence
of magnetization taken 1 ps after the pulse. (b) Demagnetization in
the DW center, z = 0, taken 1 ps after the pulse as a function of
the DW width. (c) Time variation of Gaussian laser pulse intensity
with peak at time + = 0 and FWHM 35 fs. (d) Time dependence of
magnetization in the DW center after the laser pulse, for various DW
widths. The lines correspond to those shown in (a).

(DW) and its vicinity can be expected. This mechanism is
the same as the one described above for the narrow DW.
Figure 3(a) shows the magnetization profile as function of the
distance with respect to the central part of the wire taken 1 ps
after the laser pulse for various DW widths: Mp(z) = M(t =
Ips,z). We observe that the maximum demagnetization,
AMp = 1 — Mp /M, is observed in the center of the domain
wall and decreases toward zero deeper in the domains. Since
the electronic transport is limited by the lifetimes of s elec-
trons, the demagnetization becomes less pronounced for wider
domain walls. Figure 3(b) shows how the maximum demag-
netization in the DW center, z = 0, changes as a function of
the DW width. This reflects the fact that the demagnetization

is governed by the spin transport between magnetic domains
with opposite magnetizations.

Additionally, we focus on the time dependence of the
demagnetization process. Figure 3(b) shows the time de-
pendence of the magnetization in the DW center, z = 0. In
this point we define the demagnetization time tp as a time
when the local magnetization M(¢) reaches M(tp) = (1 —
e~ (My — Mp). This demagnetization time has been found
to be virtually the same for all the studied DW thicknesses,
T =~ 145 fs.

It is important to note that in a realistic system, when
excited electrons move in all three directions, demagnetization
due to interdomain spin transport will appear as an effect
additional to the demagnetization, which might be observed
also in samples with uniform magnetization.

B. Spin-transfer torque

When a magnetic domain wall is located in the middle of
the sample, which is uniformly excited by a laser pulse, the
equal flow of electrons in both directions leads to zero total
spin-transfer torque acting on the domain wall. Hence, no net
domain wall motion can be expected due to a laser excitation
in a symmetric system. To obtain a nonzero spin-transfer
torque, one needs to create asymmetry in the left and right
electron fluxes. This can be accomplished by a number of
different ways using electric or thermal gradients, employing
different materials, or by changing magnetic topology in the
sample creating additional magnetic textures. Most of these
methods, however, exert an additional torque on the magnetic
domain wall. Therefore, here we study a simplified model, by
assuming that the hot electrons are excited by the laser pulse
only in a certain restricted region of the sample of width /..
We also assume that electrons are excited homogeneously by
the laser pulse. Significantly, we observe that the spin density
and spin fluxes in the domain wall depend on the distance
of the excitation region from the domain wall, and therefore
extend our study to investigate how the spin-transfer torque
acting on the domain wall can be manipulated changing the
position of the excitation region along the sample. Conse-
quently, we explore domain wall dynamics excited by the
spin-transfer torque of superdiffusive hot electrons.

To inspect the generation of the spin-transfer torque by
the laser pulse, we assume that the domain wall is located
in the middle of the sample, z = 0. The laser pulse excites
hot electrons in the excitation region. Part of the hot electrons
pass the domain wall and the spin flow locally generates
spin-transfer torque due to magnetization variation. The spin-
transfer torque is proportional to the local transverse spin
current as given by Eq. (18).

Figure 4 shows the space-time maps of the spin-transfer
torque in the neighborhood of the domain wall. The DW
width is A = 10 nm and the width of the excitation region is
assumed to be lox = 40 nm. The temporal profile of the laser
beam intensity used in the calculations is shown in Fig. 4(a).
Figure 4(b) depicts a situation when the excitation region is
symmetric with respect to the domain wall center. Impor-
tantly, the spin-transfer torque in the center of the domain
wall remains zero all the time. Conversely, on both sides of
the domain wall the spin torque is nonzero and changes in
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FIG. 4. Spatial and temporal dependence of the transverse spin
current in the neighborhood of a domain wall in the units of
[My/M(2)][1/(2¢)] fs~'. The domain wall center is located at z =
0 and its width is A = 10 nm. The excitation region is restricted
to the area between the white dashed lines. (a) Time variation of
Gaussian laser pulse intensity with peak at time t = 0 and FWHM
35 fs. (b) The excitation region is symmetric with respect to the
position of the domain wall center. (c) and (d) The excitation region
is asymmetric with respect to the position of the domain wall center.
In case (d) the borderline of the excitation region passes through the
domain wall center.

time. This torque is nonuniform in space and varies in time.
Its variation is caused by both position dependence of the
magnetization gradient across the domain wall as well as spin
relaxation. Due to the symmetry of the system, the spatial de-
pendence of the spin-transfer torque remains antisymmetric.
The spin-transfer torque decreases in time; the total time in
which the spin torque is acting on the magnetic moments is
about ~500 fs.

The situation is different when the center of the excitation
region is shifted from the DW center. This is shown in
Figs. 4(c) and 4(d), which depict the transverse spin current
when the center of the excitation region is shifted from the
domain wall center by 10 and 20 nm, respectively. In both
cases we observe asymmetry of the spin currents on the
right and left hand side of the domain wall. As a result,
the spin torques acting in the domain wall become strongly
asymmetric. Figure 4(d) shows a specific case, where one of
the borderlines of the excitation region is located at the DW
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FIG. 5. Spatial and temporal dependence of a laser-induced
charge current in the neighborhood of the domain wall, given in units
of particles per fs. The parameters of the calculations are the same
as in Fig. 4(b). Panel (a) shows the time variation of the Gaussian
laser-pulse intensity.

center. Thus, electrons are excited by the laser pulse just in one
half of the domain wall. The dominant spin-transfer torque
is generated in the vicinity of the domain wall center at the
borderline of the excitation region.

Summarizing, Fig. 4 illustrates that a symmetric DW exci-
tation leads to zero total spin-transfer torque and no domain
wall motion. Additionally, as the center of the excitation
region departs from the DW center, the asymmetry of the
spin torque increases, and as a result magnetization dynamics
is expected. This magnetization dynamics can possibly lead
either to a deformation of the domain wall structure or to a
domain wall motion. A combination of both effects is also
possible.

In addition, Fig. 5 shows the spatial and temporal variation
of the laser-induced charge current in the neighborhood of the
DW, in units of number of particles per fs. The charge current
has been estimated from the time derivative of the number of
electrons in each computational cell. Thus, a positive charge
current means an increase of the number of electrons while
a negative one signalizes decay of the charge accumulation.
Figure 5 shows a rapid increase of the charge current in the
excitation region after the laser pulse. When the laser beam
dies out the charge accumulation starts to decay. In contrast to
the spin current, the charge current profile does not depend on
the position of the excitation region with respect to the DW
center. The maximum charge current density reaches values
of about 10'°-10' A/m?. These values are a few orders of
magnitude higher than usual current densities used in standard
spin-torque experiments [63]. However, the time duration of
the charge current pulse is limited to a small timescale of a
few tens of femtoseconds. Therefore, any detrimental effects
of the Joule heating can be neglected.

In the previous section we have shown that laser-induced
spin transport between the domains can reduce the magneti-
zation by about 20%. Such a reduction of magnetization can
affect both the local effective fields acting on the localized
magnetic moment and the spin-transfer torque. The response
of the magnetization dynamics to the variation of an effective
magnetic field in ferromagnets will happen on a nanosec-
ond scale, which is definitely longer than the domain wall
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dynamics induced by superdiffusive spin-transfer torque. For
this reason we do not assume a magnetization reduction in
the effective magnetic field, but this effect is included in the
spin-torque term. Similarly, in our simulations we disregard
effects connected with temperature gradients or change of the
magnetic anisotropy.

C. Domain wall dynamics

By using the LLG model [Eq. (19)] we study how the
spin-transfer torque influences the magnetization dynamics.
We start our simulations from a static configuration with a
head-to-head magnetic domain wall located in the center of
the sample. Magnetic moments completely lie in the plane of
the sample. The magnetization dynamics starts with the 35 fs
laser pulse leading to a time-dependent spin torque acting on
the localized magnetic moments in the chain.

In our simulations we have assumed an equilibrium satu-
rated magnetization My = 1.7 x 10® A/m, exchange stiffness
Ay =2 x 1071 J/m3, and no applied magnetic field. The
width of the magnetic domain wall will be modified by
the uniaxial magnetic anisotropy, K,, which obeys Eq. (3).
The distance between the localized magnetic moments is in
agreement with the discretization in the spin transport calcu-
lations, i.e. a = 1 nm. Finally, the Gilbert damping parameter
a = 1072 has been assumed.

In our simulations we assume that the magnetization
dynamics will be small enough and will not substantially
influence the flow of electrons. Therefore, we can separate
the simulation of magnetization dynamics from the ones of
superdiffusive spin-dependent transport.

Initially, our simulations reveal that the laser pulse pri-
marily causes a shift of the center of the magnetic domain
wall without any substantial modification of the DW profile
or magnetization tilting. This simplifies the description of
the DW dynamics to the time dependence of the DW center
position. Therefore, in Fig. 6(b) we show the time evolution of
the DW center after the laser pulse is applied. Different curves
correspond to different positions of the excitation region. The
position of the excitation region, ze, is given by its center
with respect to the initial position of the DW center. In all our
calculations the length of the excitation region is lex = 40 nm.
After the pulse is applied, the domain wall starts to move. It
stops after about 500 fs, which corresponds to the time when
the spin fluxes diminish. Importantly, the DW displacement
caused by one laser pulse strongly depends on the position of
the excitation region. This means that also the DW velocity
depends on zex.-

Figure 6(c) shows how the DW displacement depends
on the position of the excitation region. To this end we
show the DW position 1 ps after the laser pulse maximum
when its dynamics completely stopped. The dependence is
shown for various DW widths. The plot shows nonmonotonic
dependence of DW displacement on z.x revealing a number
of properties. We observe that, for all values of A, DW
displacement remains zero for a symmetric electron excitation
when zex = 0. This is caused by zero total spin-transfer torque
produced in the symmetric case, as explained by Fig. 4(b).
Besides, as the center of the excitation region departs from
the DW center, the absolute value of the DW displacement
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FIG. 6. Laser-induced dynamics of the domain wall. (a) Time
variation of Gaussian laser pulse intensity with peak at time ¢t = 0
and FWHM 35 fs. (b) Time dependence of the domain wall position
after the laser pulse for DW width A = 10 nm calculated for dif-
ferent positions of the excitation region. (¢) DW displacement taken
1 ps after the DW motion for different DW widths as a function of
the excitation region position.

increases. The increasing trend persists up to a certain maxi-
mum value. This value is located for all studied DW widths
at zex =~ £20 nm, which correspond to the cases when one
of the borderlines of the excitation region is located at the
initial position of the DW center z = 0. Small deviation of
the extremes in the dependence shown in Fig. 6(c) from z¢x =
420 nm might be caused by minor modification of the DW
structure during the dynamics induced by nonhomogeneous
spin currents. In this case, the asymmetry of right and left
electron fluxes is maximal, which also maximizes the total
spin-transfer torque acting on the DW, as shown in Fig. 4(d).
We also find that when the distance of the excitation region
becomes larger than z.x = l.x/2, the DW displacement de-
creases. This reduction of the DW displacement is related
to the spin relaxation of the itinerant electrons which have
to go through longer distances to reach the domain wall and
contribute to the spin-transfer torque. Finally, the dependence
of DW displacement on ze is an odd function, which depends
on the direction of dominant flux of electrons passing the
domain wall. If the excitation region position is shifted to
the left (right) from the initial position of the DW center, the
dominant electron flux contribution to the spin-transfer torque
will be oriented to the right (left). Thus, the domain wall
moves to the right (left) in agreement with the incident spin
current.
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VI. DISCUSSION

In Sec. IV we have studied a simplified model of a narrow
magnetic domain wall. We find that our theoretical calcula-
tions are comparable to experimental observations and Monte
Carlo simulations [25] showing a broadening of magnetic
domain walls on a femtosecond timescale. This model was,
however, restricted to collinear magnetic moments and there-
fore spin-transfer torques could not be analyzed.

As a next step, in Sec. V we have focused on wider
domain walls taking into account the details of the domain
wall profile. In this case we have found an enhancement of
demagnetization in the vicinity of the domain wall. Similarly,
as in the case of a narrow domain wall, the demagnetization
effect is caused by the transfer of superdiffusive hot electrons
between magnetic domains of opposite magnetization direc-
tion. In real 3-dimensional samples, this effect should appear
on top of other processes leading to ultrafast demagnetization
as a modification of the domain wall profile, which appears
on a timescale of a few hundred femtoseconds. The second
effect studied here is the generation of a spin-transfer torque
due to a femtosecond laser pulse focused on a narrow part of
the sample close to the domain wall. We could show that when
the area excited by the laser pulse is asymmetric with respect
to the domain wall center, the interaction of the hot electrons
with the magnetization gradient can create a directed spin-
transfer torque strong enough to induce domain wall motion.
Due to the transient nature of the superdiffusive spin currents
the spin-transfer torque acts only within less than 1 ps. The
resulting DW displacement is not large, ~3.5 nm (Fig. 6),
yet it takes place very fast, which hence implies a significant
rapidly changing out-of-equilibirum DW velocity, whose av-
erage value over the first 250 fs is ~1.4 x 10* m/s (for zex =
30 nm). This value exceeds substantially currently known DW
velocities. For example, high DW velocities (~750 m/s) have
so far only been reported for synthetic antiferromagnets [7].

In our model we assumed a square excitation area of
constant size comparable to the DW width. Our simulations
show that the DW displacement is maximized when the edge
of the excitation area falls on to the DW center. When the
excitation area overlaps with the other half of the DW, a
spin current in the opposite direction reduces the overall spin
torque and decreases the DW shift. This suggests that the DW
shift is maximized when the pulse decays abruptly across the
DW, so that its effect on the other side of the DW is minimal.
Thus, as small spatial smearing of the laser pulse profile as
possible is favorable. Also, when we extend the size of the
excitation area, the effect of electrons excited too far from the
DW becomes negligible, since they loose their energy before
reaching the DW. Hence the energy density of the beam near
the DW (within tens of nm) rather than the total deposited
energy is important here.

We further note that current or magnetic field induced
DW motions have been studied under quasiequilibrium con-
ditions, under which the DW velocity is limited, e.g., by the
Walker breakdown limit [51] or, at higher DW velocities,
by magnonic or phononic barriers [64—67]. This situation is,
however, very different from our case, when the spin current
is very inhomogeneous in space and rapidly changes in time.
The DW center displacement takes place in a short time

period; however, the displacement is smaller than the DW
width.

Despite the qualitative agreement with experimental re-
sults, it is at this point relevant to mention the assumptions
considered in our model and the constraints they impose on
the magnetization dynamics due to spin transfer. Currents of
superdiffusive hot electrons persist in the sample for about
500 fs [20]. This is the timescale of the demagnetization
process and spin-transfer torque action. The question is how
these effects can finally influence the resulting magnetization
dynamics. First, the partial ultrafast demagnetization, which
happens on the same timescale as the spin-transfer torque,
influences just the magnitude of the magnetization. In our
calculations, e.g., for a 10 nm domain wall width, this effect
is about 15% and it strongly decreases with the domain wall
thickness. Importantly, the direction of magnetization remains
unchanged. Note that for a reduced magnetization the torque
actually causes a bigger change in the magnetization. The
inhomogeneous variation of magnetization length, M (z), can
induce changes in the local effective magnetic field and,
consequently, magnetization dynamics can occur. However,
this magnetization dynamics in the local magnetic field has
typically a timescale of a few nanoseconds [49]. Therefore, it
is out of the scope of this work. Second, in our modeling of
the magnetization dynamics we assumed that the domain wall
motion does not influence the spin transport. This assumption
is maybe more problematic since both domain wall motion
and spin-transfer torque are mutually coupled and share the
same timescale. Our argument is based on the length scale and
on the smoothness of the domain wall profile. Namely, in the
domain wall the magnetization is varying slowly. When the
domain wall shifts by ~3 nm, the generated spin torque is not
substantially influenced by a minor change of local magnetic
direction. More important for the modeling is the effect of
relaxation of the hot electrons during the transport. Although
the former effect is not taken into account in our simulations,
the latter one is fully incorporated.

In addition, it deserves to be mentioned that a femtosecond
laser pulse might be the source of other effects leading to do-
main wall motion, which are not included in our simulations,
such as the entropic torque [68—70], which forces the domain
wall to move toward the laser spot, and the magnonic torque
[5,70,71] of thermally induced magnons that can influence the
domain wall motion. Although the former is relatively strong,
it leads to magnetization dynamics on a nanosecond timescale
and domain wall velocities reach values of ~10> m/s [4].
Importantly, the direction of the entropic torque is opposite to
the one induced by superdiffusive spin-dependent transport.
On the other hand, the magnonic torque is relatively weak
and leads to domain wall velocities on the order of only
10 m/s [4].

Lastly, a further aspect that becomes important for domain
wall motion once the fast spin-transfer torque has ceased is
the domain wall inertia (see, e.g., [11,72]), which we have
not considered here. While the superdiffusive spin currents act
only within 1 ps, these could provide a stimulus that enables
depinning of domain walls [29] and initiate inertial domain
wall motion.

Finally, we have studied a domain wall in a material with
in-plane uniaxial magnetocrystalline anisotropy, where the
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magnetization direction varies smoothly on a long length
scale. Nevertheless, our model, with extensions for domain
wall reflections, allows us also to study sharp magnetic do-
main walls of arbitrary profile, which can be observed in
multilayers with strong perpendicular magnetic anisotropy
[25-28].

VII. CONCLUSIONS

In summary, we have formulated a model describing 1-
dimensional laser-generated transport of hot electrons through
a magnetic domain wall and the spin dynamics it induces. Our
study demonstrates both the contribution of the spin transport
between magnetic domains of opposite spin direction to the
ultrafast demagnetization as well as the possibility of spin
torque generation. We have shown that when the laser beam
is focused on a restricted area of the sample, it can create
an imbalance between right and left flowing fluxes of hot
electrons flowing through the domain wall. This leads to the
nonzero total spin-transfer torque that can induce a shift of
the domain wall by a few nanometers in about 500 fs. This
mechanism of domain wall motion creates a relatively small
shift compared to other laser-induced mechanisms, such as
entropic [68—70] or magnonic [4] torques due to thermal
magnons, when one looks at the situation tens of picoseconds

after the pulse. However, a definite advantage is that it can be
controlled by femtosecond laser pulses, and within the time
window of less than a ps it provides very high DW velocities
on the order of 10* m/s in a ferromagnetic system, which ex-
ceeds considerably the values of velocities of current-induced
domain wall motion [59,73-75].
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