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Collapse of the waiting time effect in a spin glass
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Waiting time measurements are reported for a bulk polycrystalline sample of the spin glass Cu0.95Mn0.05. We
observe a suppression of aging as the glass temperature is approached from below. These results are interpreted
in terms of a spin-glass correlation length approaching and reaching crystallite sizes. They provide a direct
experimental connection between the correlation length scale and relaxation times in the spin-glass state. In
particular, these measurements track the value of the dynamic critical exponent as the system transitions from
the critical temperature regime to its low-temperature, quasistatic nonequilibrium phase.
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I. INTRODUCTION

Aging is ubiquitous in complex systems [1]. Characterized
by a large number of quasidegenerate ground states, they
undergo an aging process where the system explores configu-
ration space through a series of thermally induced jumps over
a broad range of activation energies. This behavior was first
observed in experiments on polymers by Struik [2] and is
now recognized to be universal behavior for a large class of
disparate physical systems such as glasses, spin glasses [3],
and colloids [4].

Evidence for the existence of correlated domains has long
been sought in glass-like systems [5]. This proposition has
been validated by simulations of these systems, both in glasses
[6–8] and spin glasses [9–13]. Experimental demonstrations
of spatial correlations in real materials, however, has been
difficult. In these materials, the two-point correlation function
is indistinguishable between the high-temperature disordered
state and the low temperature ordered phase. Therefore, do-
mains of correlated regions are invisible to Bragg-type scatter-
ing experiments [14]. Nonetheless, many creative experiments
have been carried out for both glasses [15,16] and spin glasses
[17,18] that appear to confirm the presence of correlated
regions in these disordered systems.

Measurements of correlated regions in spin glasses typi-
cally fall into two different temperature regimes. In the critical
regime around the glass temperature, ac and dc measurements
of the nonlinear magnetic susceptibility have been performed.
In this temperature region, the system resides in thermal
equilibrium. Hence, the scaling relationships between critical
exponents hold and can be employed to deduce the size of
correlated regions [19–22]. In the low-temperature, nonequi-
librium phase, these relationships no longer hold, and alterna-
tive methods and analysis need to be developed. In particular,
aging behavior, in the low-temperature nonequilibrium phase,
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has been shown to be correlated to the growth of domains
[17,23].

From these experiments and others [18,24], along with
simulations of these systems in the low-temperature regime
[9,11,13], a consistent picture of the growth of domains in the
low-temperature nonequilibrium phase has begun to emerge
[25]. Results from these investigations indicate that correla-
tions in Cu1−xMnx grow as a power law in time t ,

ξ (t, T ) = c1a0

(
t

τ0

)c2(T/Tg)

, (1)

where c1 and c2 are empirically derived constants, a0 is
an average spatial separation between the magnetic species
comprising the spin glass, Tg is the bulk spin-glass transition
temperature, and τ0 is the exchange time roughly equal to
h̄/kBTg. This form of the domain growth is consistent with
the replica symmetry-breaking paradigm [26].

The three-dimensional spin glass is strongly believed to un-
dergo a finite-temperature phase transition [22,27]. Therefore,
at criticality, T ∼ Tg, the exponent in Eq. (1), c2

T
Tg

is equal to
the inverse of the dynamic critical exponent, 1/zc. Multiple
simulations of three-dimensional (3-D) Ising spin-glass mod-
els find a value of 1/zc ∼ 0.146–0.149 [11–13] at criticality,
in close agreement with our measurements here in the same
temperature range. Our results extend measurements of c2

from dynamics dictated from the finite-temperature critical
point into the nonequilibrium phase. Our results qualitatively
agree with previous simulations of 3-D Ising spin glasses
[11,13] and also give context to previous discrepancies in
reported values.

The measurements reported here depend on the ability to
impose a mesoscopic length scale which halts the growth
of spin-glass correlations on laboratory timescales. Previ-
ous measurements in this vein, deep in the low-temperature
regime, have relied on high-quality thin-film samples to
achieve this [18]. To probe the growth of correlations closer
to the glass temperature, larger length scales are necessary,
which polycrystalline samples can provide.
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In three-dimensional polycrystalline materials, the borders
between crystallites introduce additional nonmagnetic scat-
tering of the Fermi-level conduction electrons. This results
in the Ruderman–Kittel−Kasuya−Yosida interaction, respon-
sible for mediating the exchange between magnetic impuri-
ties in a metallic spin glass, to become damped instead of
oscillatory across a crystallite boundary [28]. The origin of
spin-glass dynamics is thereby interrupted, leading to a cutoff
of spin-glass correlations at roughly the crystallite size.

This work shows how aging in a bulk system becomes sup-
pressed as the bulk transition temperature is approached. The
results are interpreted through the growth of the correlation
length to a length scale characteristic of crystallite size. As the
critical temperature is approached, this takes place on shorter
timescales, in accordance with Eq. (1). The results, within
the restricted temperature range 0.89Tg–0.96Tg, are consistent
with a single value of c2 but can also be interpreted as a
temperature-dependent c2 as the system transitions from its
critical regime to its nonequilibrium phase.

II. PROCEDURE AND RESULTS

The bulk Cu0.95Mn0.05 sample, Tg = 27.5 K, was prepared
by alloying 99.995% Cu and 99.95% Mn. The sample was
then annealed at 900 ◦C for 24 hours, followed by a rapid
thermal quench to 77 K. This process results in a bulk
comprised of mesoscopic crystallites. By employing Debye-
Scherrer analysis on the width of the x-ray Bragg peak,
as well as scanning electron microscopy, it was determined
that more than 90% of crystallites have a diameter within
10 nm of 80 nm [23]. At this concentration, the average
Mn-Mn spatial separation is a0 ≈ 0.691 nm. The exchange
rate, 1/τ0 ≈ kBTg/h̄ is approximately 3.6 × 1012 Hz.

The experimental protocol for the thermoremanent mag-
netization (TRM) measurement begins with preparing the
sample above Tg in a small magnetic field, typically 20 G.
A fast cooling protocol was employed, generally reaching
a stable measuring temperature, Tm, within 30–50 seconds
of the temperature quench. Upon stabilizing at the Tm, the
sample was held there, with the field on, for various waiting
times, after which the field is cut to zero and the TRM is
observed for 1–4 × 104 s depending on the waiting time tw.
After a prescribed measurement time tm, the temperature is
raised above Tg, then lowered back to Tm, and the concomitant
magnetization is subtracted from the data set, effectively
removing everything but the spin-glass signal from our data.

The TRM measurements were taken on a custom built
magnetometer housed at Indiana University of Pennsylva-
nia (IUP). The IUP magnetometer exhibits a resolution of
±11 nano-e.m.u. as well as a stable temperature to within
0.6 mK over the course of 12 hours, the typical timescale
of an experimental run. Recent improvements to the machine
ensure a barometric stability within 0.1 torr over the same
timescales. The pressure stability ensures that low-frequency
drifts do not corrupt our signal, allowing us to trust the validity
of our signal over the entire course of the measurement time.

In this work, aging in spin glasses is characterized
by the structure of the logarithmic time derivative of the
magnetization through the quantity S(t ) = −dM(t )/d�nt for
the TRM measurements. The S(t ) curve is related to the

FIG. 1. Thermoremanent magnetization measurements, made in
20 G, for a range of temperatures. For lower temperatures, the effect
of the waiting time is most apparent. As the glass temperature is
approached, the effect of the waiting time becomes less pronounced.

Laplace transform of the TRM in that they both share the
same peak and hence carry information on the distribution of
spin-glass relaxation times.

Figure 1 exhibits the raw data for the time decay of the
TRM at various quench temperatures. Figure 2 takes the data
from Fig. 1 and creates the S(t ) = −dT RM/d�nt curves.
Results show the waiting time effect, as quantified by the
peak of the S(t ) curve, gradually collapsing in the temperature
range 0.89Tg–0.96Tg.

FIG. 2. The corresponding S(t ) curves for the TRM measure-
ments in Fig. 1. At the lower temperature, 20 K, the peak of the
S(t ) curves reflect the waiting time of the measurement. As the glass
temperature is approached, the S(t ) peaks occur at shorter timescales
until the waiting time has no discernible effect.
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FIG. 3. (a) The spin-glass correlation growth as described by Eq. (1) is shown for 24 and 26.5 K for both a constant value of c2 = 0.141
as well as the variable value, c2 = 0.134–0.150. For both cases, the correlation length reaches 80 ± 10 nm in 100 s for the 26.5 K case and in
104 s for the 24 K case. (b) The relaxation times as a function of inverse temperature. Shown are the fits assuming both a constant c2 value and
also a variable value. Both fits use the previously stated value of τo. The variable c2 fit provides a closer approximation to the measurements.
(c) Shown are the measured values of the relaxation times as determined by the peaks of S(t ). Also displayed are the relaxation times predicted
by both the constant and variable c2 models. Note how the measured and predicted values of the relaxation time diverge for T < 24 K,
indicating the analysis in terms of spin-glass correlations reaching the crystallite size during the 104 s waiting time no longer applies.

III. DISCUSSION

Previous analysis of TRM decays in spin glasses have
also displayed anomalies in the same temperature range as
those probed in this set of experiments. Earlier studies of
the waiting time effect were expressed in terms of scaling
the TRM decays. It was shown that TRM decays at various
waiting times would superpose if the measuring time was
scaled as λ/tμ

w [29,30]. For temperatures less than 0.90Tg,
μ ≈ 0.9. However, for temperatures greater than 0.90Tg, the
value of μ steadily dropped to maintain superposition. Our
results are consistent with this analysis: the magnitude of
the waiting time progressively has less of an effect on the
time dependence of the TRM as the temperature is increased
above 0.89Tg. Our work provides some insight as to why
scaling exhibits this anomaly over the temperature range
T/Tg > 0.89.

Our results can be interpreted as the size of spin-glass cor-
relations becoming comparable to the size of the mesoscopic
crystallites comprising our macroscopic sample. At this point
the growth of ξ (t, T ) is halted, and for a relatively narrow
range of crystallite sizes, the TRM decay will be dominated by
a single activation energy, which, through the Arrhenius law,
τ (T ) = τoe�/kbT , can be related to a temperature-dependent
relaxation time. By combining the Arrhenius relation with
Eq. (1), it is straightforward to show that the activation energy
has a logarithmic dependence on the length scale of the spin-
glass correlations, in our case the typical crystallite size L:

�(t, T )

kBTg
= 1

c2

[
�n

( L
a0

)
− �nc1

]
. (2)

To illustrate this point, consider a TRM decay in the
temperature range Tm > 0.89Tg such that the spin-glass cor-
relations reach the crystallite size within the waiting time of
the measurement. The subsequent TRM is then dominated by
a relaxation time defined by the length-dependent activation
energy and the measurement temperature. The TRM then has
the relatively simple form

MTRM(t ) = moe−t/τ (T ), (3)

and the resultant S(t ) curve is found to be

S(t ) ∼ t

τ
e−t/τ . (4)

The peak of this function occurs at the activation-energy-
dependant τ , as defined through the Arrhenius relationship.

To extract values of c2 over the range of temperatures
measured, it is necessary to simultaneously fit the growth of
correlations, described by Eq. (1), to the relevant temperature
range as well as to the relaxation times, extracted from the
S(t ) curves in that temperature range. The S(t ) curves start to
collapse onto one another around 24 K, or 0.89Tg. We take this
as evidence that the spin-glass correlations have just reached
the crystallite boundaries for the longest waiting time, tw =
104 s. Likewise, the S(t ) curves have completely collapsed
onto one another at T = 26.5 K, or 0.96Tg indicating that the
spin-glass correlations have reached the crystallite boundaries
even for the shortest waiting time tw = 100 s.

Values of c1 and c2 that return 80 ± 10 nm in Eq. (1) for
tw = 104 s at 24 K and tw = 100 s at 26.5 K, as displayed in
Fig. 3(a), were found to be c1 = 1.15 ± 0.05, c2 = 0.141 ±
0.004, and � = 899 ± 17 K. The uncertainties are based on
the uncertainties of the length scale. The full test of the
consistency of our analysis is fitting the relaxation times in
this temperature region, as determined by the peaks of the
S(t ) curves, to the Arrhenius law to extract the activation
energy. The fit is performed solely on the tw = 104 s data
points, ensuring that the spin-glass correlations have reached
the crystallite boundaries within the waiting time. As shown
in Fig. 3(b), fitting the relaxation times in the relevant temper-
ature range returns a value for the activation energy of � =
895 ± 11 K, which agrees with the value of � determined by
the correlation-length growth.

While these measurements, in this restricted temperature
range, are consistent with constant values of c2 and �,
they can also be interpreted in the context of temperature-
dependent values. Recent numerical work on Ising spin
glasses show the value of c2 to change as the system tran-
sitions from critical dynamics in the immediate vicinity of
the glass temperature to nonequilibrium dynamics in the
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FIG. 4. Reported values for c2 resulting from both experimental
and numerical studies. All reported experimental data are taken from
Cu1−xMnx samples while the numerical work is taken solely from
three-dimensional Ising spin glasses with ±J coupling [37]. Both the
constant and variable c2 analysis is presented, clearly showing the
transition between critical dynamics and the nonequilibrium phase.

low-temperature phase [11,13]. A useful metric, the ratio of
the Josephson length [31], lJ ∝ (Tc − T )−ν , to the spin-glass
correlation length,

x(tw, T ) = lJ (T )/ξ (tw, T ), (5)

has recently been used to quantify this transition [32]. For x �
1, where the Josephson length dominates, we expect critical
behavior, while for x � 1, we expect the nonequilibrium
growth of correlated domains to be the main influence on
the dynamics of the system. For a fixed length of 80 nm,
and the metallic spin-glass critical length exponent, ν = 1.3
[21,33], we find this transition at a temperature of 26.8 K,
right at the upper range of our measurements. Hence, our
measurements probe the spin-glass dynamics precisely as the
system is transitioning out of critical behavior.

Considering a temperature dependence of c2 inspired by
Ref. [13], fits to the correlation length growth in the relevant
temperature region and experimental waiting times can be per-
formed. As shown in Fig. 3(a), the correlation length reaches

the polycrystalline length scale for the expected waiting times
and temperatures. For the temperature range 0.89Tg–0.96Tg,
the values for c2, as shown in Fig. 4, span 0.134–0.150.
Comparing the values of the relaxation times, as predicted
by the variable c2, with the fit of the relaxation times while
considering a constant c2, actually show the variable c2 pre-
dictions more closely follow the measured relaxation times.

IV. SUMMARY AND CONCLUSIONS

The measurements reported here represent the first de-
termination of the growth of correlations as the system
transitions from the finite-temperature critical regime to its
low-temperature, nonequilibrium phase. The low-temperature
measurements [18,24], as well as simulation in that temper-
ature region are entirely consistent with a constant value of
c2 = 0.107 ± 0.007. Experimental [23] as well as numeri-
cal work [11–13] in the critical regime report a value of
c2 = 0.147 ± 0.003. This value is slightly lower than the
critical dynamic exponent 1/zc = 0.161–0.167 reported in
Refs. [22,34–36]. The larger values were found by ensuring
that the system was in thermal equilibrium both in simulation
and experimental work. Figure 4 illustrates the temperature
dependence of c2 over a range of experiments and simulation
work.

Nonequilibrium behavior, such as aging, is typically seen
as a hindrance to observing the true, equilibrium properties
of the system. This work exploits nonequilibrium phenomena
to measure correlated length scales [38]. Aging, in samples
at the mesoscale, enables us to ascertain the relationship
between length scales and relaxation times in an ordered but
not equilibrated state. Our findings are entirely consistent
with the power-law dynamics predicted through Eq. (1). In
addition, they provide experimental evidence for the transi-
tion from dynamics controlled by the T = 0 fixed point for
temperatures well below Tg, to the critical region close to the
glass temperature.
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