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Cu is usually considered as an effective dopant to introduce shallow acceptors in Zn chalcogenides because it
is on the left-hand side of Zn in the Periodic Table. Here, using first-principles calculations based on the hybrid
functional with spin polarization, we show that contrary to the common expectation, Cu substituting Zn (CuZn) in
bulk Zn chalcogenides actually generates rather deep acceptor levels in ZnO, ZnS, and ZnSe, i.e., 2.91, 1.03, and
0.53 eV above the valence-band maximum (VBM), respectively, except in ZnTe (0.13 eV). More interestingly,
the absolute Cu impurity energy level does not follow the variation of the VBM, decreasing from ZnTe to ZnSe
to ZnS to ZnO, instead, it is the highest in ZnO. The abnormal behavior of CuZn in ZnO is attributed to the fact
that, due to the very low O 2p-orbital energy, the CuZn defect wave function has dominantly localized the Cu
3d-orbital component, whereas in other Zn chalcogenides, anion p states are dominant. The localized Cu 3d
state leads to the enhanced exchange energy that elevates the acceptor level, which explains why the Cu impurity
level is abnormally deep in ZnO. This finding provides insight in designing shallow acceptor levels in II–VI
semiconductors.
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I. INTRODUCTION

Zinc chalcogenides (ZnX, X = O, S, Se, and Te) are
important semiconductors with direct band gaps covering a
large range of the spectrum, and, thus, have a wide range
of applications in optoelectronics and electroluminescence
[1–11]. ZnSe and ZnTe are important materials for window
layers in thin-film solar cells and were used to form green
light-emitting diodes and lasers [12–16]. ZnO and ZnS have
also been considered as cost-effective electroluminescent ma-
terials to replace group-III nitrides if p-type doping issues can
be resolved. Given that the performance of ZnX-based devices
depends critically on their defect properties, it is necessary to
understand the electronic structure of the impurities in ZnX.

Cu, which is on the left-hand side of Zn in the Periodic
Table, is expected to be an effective p-type dopant in ZnX
when Cu substitutes on the Zn site, CuZn, because Cu and Zn
have small size mismatch and similar valence electron con-
figurations. Indeed, Cu acts as a shallow dopant in ZnTe with
the acceptor level at about 0.15 eV above the valence-band
maximum (VBM) by the electrical transport measurements
[17]. The Cu dopant levels in ZnSe and ZnS become deeper
relative to the VBM, which is expected as the VBM moves
down in energy from ZnTe to ZnSe and to ZnS [18,19]. Al-
though there are experimental reports demonstrating that the
p-type conductivity can be realized in ZnS, ZnSe, and ZnTe
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by Cu doping [20–22], the realization of p-type conductivity
in Cu-doped ZnO has not been reported, which implies that
the intrinsic property of the Cu dopant in ZnO might differ
substantially from other ZnX’s.

Previous density functional theory calculations within
the local density approximation (LDA) showed that, un-
like group-IA elements, Cu prefers to substitute Zn in ZnO
[6]. The calculated transition energy level of CuZn is at
0.7 eV above the VBM. On the other hand, the experimen-
tal measurements via different techniques, such as optical
and electrical spectroscopies [23], admittance spectroscopy
[24], and electron paramagnetic resonance [25], showed that
CuZn in ZnO yields an acceptor level of ∼0.2 eV below
the conduction-band minimum (CBM), i.e., 3.2 eV above
the VBM, which is much deeper than the LDA prediction.
This inconsistency between the LDA prediction and the ex-
periments should be largely ascribed to the well-known un-
derestimation of the band gap by the LDA method due to
the lack of correction on the self-interaction error [26]. In
fact, a recent theoretical calculation with a hybrid functional
revealed a rather deep acceptor level of CuZn in ZnO (3.27 eV
above the VBM) [27], which is in good agreement with the
experimental observation. However, the physical origin of this
deep acceptor level of CuZn in ZnO has not been explained.
Moreover, to get more comprehensive understanding on the
defect properties in ZnX and for the future design of ZnX-
based optoelectronic devices, it is also important to reveal the
general chemical trend of Cu doping in these systems as the
anion changes from O to S to Se and to Te.

In this paper, using first-principles calculations with
the hybrid functional, we systematically study the defect
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properties of CuZn in the series of ZnX (X = O, S, Se, and
Te). Our results indicate that the acceptor level of CuZn in ZnX
changes profoundly as the anion changes from O to S to Se
and to Te. In ZnO, we find that CuZn generates a rather deep
acceptor level of 2.91 eV above the VBM, i.e., 0.16 eV below
the calculated CBM, which is unusually deep by the common
expectation, but consistent with experimental observations.
More interestingly, the absolute Cu impurity energy level does
not follow the variation of the VBM, decreasing from ZnTe
to ZnSe to ZnS to ZnO, instead, it is the highest in ZnO. This
phenomenon can be ascribed to the fact that because the VBM
of the ZnO is very low in energy, the defect states of CuZn in
ZnO are dominated by localized Cu 3d orbitals with some hy-
bridization with O 2p orbitals, leading to significant exchange
energy that elevates the acceptor level. On the contrary, for
the other ZnX, the predominant character of the defect states
of CuZn is found to be more and more anion p like from ZnS
to ZnSe to ZnTe. As a consequence, the spatial distribution
of the defect states become more delocalized, which reduces
the exchange energy and lowers the acceptor level. Thus, our
studies imply that it is important to adjust the relative energy
of dopant versus host element orbitals to realize the effective
p-type doping in II–IV semiconductors.

II. COMPUTATIONAL METHOD

Our spin-polarized calculations are carried out by using the
projector augmented wave method with the Heyd-Scuseria-
Ernzerhof hybrid functional [28,29] as implemented in the
Vienna ab initio simulation package code [30]. To be con-
sistent with the experimental band gaps of ZnX, the mixing
parameter for the Hartree-Fock exchange term is set to be
0.33. The calculated band gaps for the zinc-blende ZnO, ZnS,
ZnSe, and ZnTe are 3.07, 3.74, 2.79, and 2.41 eV, respectively,
in reasonably good agreement with the experimental values of
3.27, 3.78, 2.82, and 2.39 eV [31,32]. Moreover, the formation
energies of ZnO, ZnS, ZnSe, and ZnTe are found to be −3.66,
−1.98, −1.77, and −1.30 eV, respectively, which also agree
with the experimental results of −3.60, −2.09, −1.83, and
−1.23 eV [33]. For the defect calculations, a supercell con-
taining 64 atoms with one Cu substituting on Zn is adopted.
The wave functions are expanded by using the plane waves
up to a kinetic-energy cutoff of 400 eV, and a �-centered
3 × 3 × 3 k mesh is used for the Brillouin-zone integration.
During the relaxation, the lattice constants are fixed at their
bulk equilibrium values, whereas all the atomic coordinates
are fully relaxed until the Hellman-Feynman force on each
atom is less than 0.01 eV/Å. To compare the defect levels of
CuZn, we need to align the VBM of different ZnX compounds
[34,35]. The valence-band offset of two compounds can be
calculated by

�Ev (AX/BY )

= �Ev,C′ (BY ) − �Ev,C (AX ) + �EC,C′ (AX/BY ), (1)

where �Ev,C (AX ) = Ev (AX ) − EC (AX ) [the same for
�Ev,C′ (BY )] is the energy difference between the
VBM and the core level for the compound AX, and
�EC,C′ (AX/BY ) = EC′ (BY ) − EC (AY ) is the energy
difference between the core levels of compounds AX and

TABLE I. The chemical potential range for Cu doping in ZnX
under the anion-rich condition.

μanion μZn μCu

ZnO 0 −3.66 <−1.51
ZnS 0 −1.98 <−0.56
ZnSe 0 −1.77 <−0.60
ZnTe 0 −1.30 <−0.44

BY, calculated in an AX/BY heterostructure. The more
detailed calculation method can be found in Refs. [36–38].

For defects in different charge states, their formation ener-
gies can be calculated by using the well-established formalism
[39],

�Hf (α, q) = �E (α, q) +
∑

niμi + qEF , (2)

where �E (α, q) = E (α, q) − E (host) + ∑
niE (i) + qεVBM.

Here, E (host) is the total energy of the supercell, and E (α, q)
is the total energy of the same supercell but with a defect α.
ni is the number of elements, and q is the number of electrons
transferred from the supercell to the reservoirs in forming the
defect cells. εVBM is the VBM energy of the host, and EF is the
Fermi energy referenced to εVBM. μi is the chemical potential
of element i referenced to E (i), the total energy of the bulk
element i. The transition energy level with respect to the VBM
is given by

ε(0/q) = [
ε�

D(0) − ε�
VBM(host)

]

+ {
E (α, q) − [

E (α, 0) − qεk
D(0)

]}
/(−q). (3)

The first term on the right-hand side of Eq. (3) gives the
single-electron energy level of the defect at the � point, and
the second term determines the relaxation energy U of the
charged defects calculated at the special k points, which is
the extra cost of energy by moving charge q from the VBM of
the host to the defect level.

From Eq. (2), we can see that the calculated formation
energy of a defect relies on the choice of chemical potentials.
For example, in the case of CuZn in ZnO, the chemical
potential range varies according to the formation enthalpy of
ZnO,

μZn + μO = �Hf (ZnO) = −3.66 eV. (4)

Furthermore, the chemical potentials are limited by the
formation of elementary dopants and host elements, i.e.,
μZn < μ(Zn) = 0, μO < μ(O) = 0, and μCu < μ(Cu) = 0.
Finally, to avoid the formation of possible secondary phases,
several additional constraints of chemical potentials should be
also satisfied

μCu + μO < �Hf (CuO) = −1.51 eV, (5)

2μCu + μO < �Hf (CuO) = −1.60 eV. (6)

By taking all these constraints into account, the chemical
potential range can be identified. The chemical potential
ranges for Cu doping in ZnX under the anion-rich condition
are summarized in Table I.
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FIG. 1. (a) Calculated formation energy of CuZn as a function
of the Fermi level in Zn chalcogenides under an anion-rich con-
dition. The VBMs of ZnX are all set as zero, and the CBMs are
represented by the dashed line with the corresponding color for
the semiconductors. (b) Calculated valence-band offsets and (0/−)
acceptor levels in Zn chalcogenides. By setting the VBM of ZnS as
zero, the VBMs in ZnO, ZnSe, and ZnTe are at −1.17, 0.73, and
1.54 eV, respectively. (c) and (d) The structure of CuZn in ZnO after
and before ionic relaxation. The blue and red spheres represent the
Cu and O atoms, respectively. The yellow isosurface represents the
charge-density distribution of the CuZn defect level.

III. RESULTS AND DISCUSSION

Figure 1(a) shows the calculated formation energies of
CuZn in ZnX as a function of the Fermi energy under the
anion-rich condition. The formation energies of neutral CuZn

under the anion-rich condition are calculated to be 0.08, 0.64,
0.71, and 0.74 eV in ZnO, ZnS, ZnSe, and ZnTe, respectively.
Figure 1(b) shows the calculated (0/−1) transition energy
levels of CuZn in ZnS, ZnSe, and ZnTe are 1.03, 0.53, and
0.13 eV above the VBM, respectively, in good agreement
with their experimental ionization energies of 1.10 [18,40],
0.65 [41], and 0.15 eV [17]. Whereas in ZnO, we find that
CuZn can act as either an acceptor or a donor, depending on
the Fermi energy, with the corresponding (0/−) and (+/0)
transition energy levels located at 2.91 and 0.39 eV above
the VBM, respectively. This result agrees with the previous
theoretical calculations [27] and experimental measurements
which revealed that the acceptor level of CuZn in ZnO is
rather deep (∼0.2 eV below the CBM) [23–25]. We have
also tested the convergence of the supercell size using a 512-
atom cell and find that the calculated transition energy levels
are converged to be within 0.16 eV and do not change the
chemical trend. From these calculations, we can clearly see
that the property of Cu doping in ZnO differs substantially
from that in other ZnX.

To understand the chemical trend of Cu doping in ZnX, we
next turn to examine the structural and electronic properties
of CuZn in more detail. It has been realized that the local
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FIG. 2. (a) The single-electron energy level of CuZn in Zn chalco-
genides. The red line with a circle indicates an empty (hole) state
within the spin-down channel. The energy zero is set at the VBM
of ZnS. (b) The calculated atomic energy levels of p and d orbitals
of the relevant elements in this paper with hybrid functional and
spin-orbital couplings. The energy zero is the potential at infinity.

structural distortion associated with the variation of the charge
state of a defect can significantly alter its transition energy
level. For example, the unexpected deep acceptor level found
for Be substituting on Ga site (BeGa) in GaN has been ascribed
to the different defect charge distributions and associated
structural distortion as it changes from the ground to the
excited states [42–44]. For Cu doping in ZnX, the similar
local structural distortion may also occur. Indeed, when Cu
substitutes Zn in ZnO, one hole is introduced into the origi-
nally closed 3d shell of Cu, which leads to a Td to D2d Jahn-
Teller-like structural distortion around the defect as illustrated
in Fig. 1(c). As a consequence, the resultant energy splitting
of the defect states of CuZn would elevate its (0/−1) transition
energy level. To estimate the impact of this Jahn-Teller dis-
tortion, we intentionally froze the structural relaxation when
Cu is doped into ZnO as shown in Fig. 1(d). The calculated
single electron level using this unrelaxed structure is 3.10 eV
above the VBM, quite close to the value (3.16 eV) obtained
with the fully relaxed structure. This result indicates that the
effect of local structural distortion on the acceptor level of
CuZn in ZnO is quite limited. The Jahn-Teller-like structural
distortion is weaker in ZnS, and no such Jahn-Teller-like
structural distortion is found in ZnSe and ZnTe. Therefore,
we have to look for other reasons that are responsible for the
extremely deep CuZn level in ZnO.

To further investigate the issue, we show in Fig. 2(a)
the calculated band alignments and absolute single-electron
energy levels of CuZn in ZnX. For ZnX with the zinc-blende
structure, the VBM is mainly composed of anion p orbitals,
whereas the CBM has mostly the Zn s and anion s characters.
The projected density of states (PDOS) are shown in Fig. 3.
Both the single-electron energy levels and the (P)DOS are
for neutral CuZn. As a consequence, the VBM of ZnX is
found to increase monotonically with the increased anion p
orbital energy from O to S to Se and to Te as illustrated
in Figs. 2(a) and 2(b). The atomic levels in Fig. 2(b) are
obtained by calculating a 30×30×30 Å3 supercell containing
one atom in this paper. As Cu substitutes Zn in ZnX, one hole
is introduced into the system since Cu has one electron less
than Zn, creating an empty (hole) state presented by the red
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FIG. 3. The total and the projected density of states of the anion
p orbital, Cu 3d orbital of the Cu0

Zn defect state in Zn chalcogenides.
The Fermi level is set at zero at the VBMs and denoted by the brown
dashed lines, and the CBMs are denoted by the purple dashed lines.

line in Fig. 2(a). We note that an energy splitting (�Esplit)
between this hole state and the host band exists for all the
ZnX compounds, exhibiting a Mott-insulator-like character of
their electronic structures. From ZnTe to ZnSe and to ZnS,
�Esplit is found to increase gradually due to the lowering of
the VBM energy. However, generally, it can be seen that the
single-electron energy levels of the hole state are still close
to the VBM, presenting a typical p-type doping character of
CuZn in these ZnX’s. For ZnO, on the other hand, we find that
�Esplit becomes abnormally large, shifting the hole state to be
above the CBM as shown in Fig. 2(a). This indicates that the
large �Esplit and, thus, the high single-electron energy level
of the hole state, is responsible for the deep acceptor level of
CuZn found for ZnO.

Figure 3 plots the total density of states and the PDOS of
CuZn in ZnX. We note that the defect states associated with
CuZn are mainly constructed by the hybridization between
Cu 3d and anion p orbitals as shown in Fig. 3. For ZnO
[Fig. 3(a)] because of the very low O 2p orbital energy
[Fig. 2(b)], the defect state is dominated by the Cu 3d orbital
with the contribution of ∼79%, compared to the O 2p-orbital
contribution of ∼21%. This dominant Cu 3d character of the
defect states would induce a very large exchange splitting
between the occupied (electron) and the empty (hole) levels
due to the localized nature of its wave function, giving rise to

the promoted hole state above the CBM as shown in Fig. 2(a).
On the other hand, for other ZnX’s [Figs. 3(b)–3(d)] because
they have high X p-orbital energy [Fig. 2(b)], the composition
of the defect states changes significantly and their dominant
character changed from Cu 3d to anion p like. For example,
comparing ZnTe with ZnO, we find that the contribution of
Cu 3d orbitals to the defect states decreases from 79% to
11%, whereas that of anion p orbitals increases from 21% to
89%. As a result, the spatial distribution of the defect-state
wave function becomes profoundly extended in ZnS, ZnSe,
and ZnTe, compared to that in ZnO, which would reduce the
exchange splitting between the electron and the hole states
as shown in Fig. 2(a). The abrupt change in the character of
the defect states of CuZn from ZnO to other ZnX’s, thus, is
responsible for the nonmonotonic change in CuZn from ZnO
to other ZnX’s.

IV. CONCLUSION

To summarize, based on the first-principles hybrid func-
tional calculations, we systematically investigate the chemical
trend of Cu doping in ZnX. We find that the acceptor level
of CuZn becomes shallower as the anion atomic number
increases from ZnS to ZnSe to ZnTe (i.e., 1.03, 0.53, and
0.13 eV above the VBM, respectively) as expected, but the
CuZn acceptor level in ZnO is unusually high at 2.91 eV
above the VBM, even though the VBM energy of ZnO is
only 1.2 eV lower than that of ZnS. We show that the
unusually deep acceptor level of CuZn in ZnO is due to its
dominantly localized Cu 3d-orbital component, which leads
to a very large exchange splitting between the electron and
the hole levels, thus, elevating the acceptor level of the defect.
On the contrary, for the other ZnX’s, the defect states are
predominantly anion p like and, therefore, less localized. This
significantly reduces the exchange splitting of the defect states
and, thus, leads to relatively shallow acceptor levels of CuZn

in these ZnX’s. The chemical trend of Cu doping in ZnX
revealed in this paper, thus, provides insight and a theoretical
guideline for the future design of shallow acceptors in II–VI
semiconductors.
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