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The potential of AlxIn1−xAs/InP as a flexible candidate for future device applications relies on a thorough
understanding of the growth mechanisms of this system during metalorganic vapor-phase epitaxy (MOVPE). We
present a systematic study of the morphology of InP films grown on macroscopically lattice-matched AlxIn1−xAs
during low-pressure MOVPE. InP and AlInAs alloys are often assumed to be fully compatible, as long as
macroscopic lattice matching is preserved. However, thin InP films show a variety of spontaneously formed
nanostructures as the growth conditions are varied. We have examined the systematic variation of individual
growth conditions (temperature, V/III ratios, growth rate, and misalignment angle and direction) to obtain a
comprehensive picture of the morphological evolution of this system. The analysis of these experiments is based
on a kinetic model of the deposition and decomposition of polyatomic precursors and the subsequent adatom
kinetics, which is used to form characteristic lengths from combinations of kinetic coefficients associated with
each process. The orderings of these lengths for particular ranges of growth conditions account for many aspects
of the morphological evolution on perfectly oriented and misoriented surfaces. For perfectly oriented surfaces,
differences in surface free energies are suggested as the driving force for Volmer-Weber growth and the observed
formation of multilayer features. Finally, we examine the transition from quantum rings to quantum dots during
postgrowth recovery when the group-V source is switched from phosphine to arsine. A qualitative explanation
of similar observations in InAs/InP based on As/P exchange is consistent with our findings.
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I. INTRODUCTION

The performance of modern semiconductor devices de-
pends crucially on the integrity of the epitaxial growth pro-
cess, i.e., control of the intrinsic impurity content, defect
density of the bulk material, and critically, the compositional,
structural, and morphological integrity of the interfaces. These
characteristics and others must be taken into consideration,
particularly for heterostructures, as even the best design can
be detrimentally affected by unsuitable growth conditions or
neglected structural issues, leading, for example, to broadened
photoluminescence peaks or degraded electrical transport.

The III-V compounds InP and AlxIn1−xAs are broadly used
and often grown together in multilayered structures for appli-
cations such as telecommunications. Indeed, the current drive
toward complex photonic integrated circuits results in multi-
layer and multifunctional integration with InP-based photonic
devices integrating several lasers, arrayed waveguide multi-
plexers and demultiplexers, modulators, polarization control
stages, detectors, and various coupling devices on a single
chip, requiring a multitude of III-V material combinations
[1,2], including AlIn(Ga)As/InP heterostructure waveguides
[3,4]. InP and AlxIn1−xAs also have an interesting type-II
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band alignment with a band gap in the one-micron range,
making them suitable for conventional and advanced opto-
microelectronics [5–7]. Their applications extend to more
advanced devices with engineered band structures and typical
quantum dot behavior, if a transition to type-I band alignment
can be obtained [8].

Despite known issues with possible ternary alloy seg-
regation and clustering [9–11] when grown by means of
metalorganic vapor-phase epitaxy (MOVPE), AlxIn1−xAs and
InP alloys are often assumed to be fully compatible, as
long as macroscopic lattice matching is preserved [12,13].
However, we have previously reported [14] that, in the early
nucleation stages of growth, InP grown on lattice-matched
AlInAs develops three-dimensional (3D) nanostructures, in-
stead of following simple layer-by-layer growth, indicating
that the interface between InP and AlxIn1−xAs provides
a challenging epitaxial scenario and the observed growth
can be far from the expected Frank–van der Merwe mode
[15–17]. Indeed, as our discussion suggests, this system fits
more into the description of the Volmer-Weber growth mode
[16–18], with multilayer island formation, most likely, with
no wetting layer. This is somewhat surprising and rarely
reported for conventional compound III-V materials, but is
more widely seen in nitrides [19–21] and II-VI semicon-
ductors [22]. Similar morphologies have also been observed
[23–25] and simulated [26,27] in the metallic Co/Cu(001)
system.
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During the early stages of epitaxy in the AlxIn1−xAs/InP
system, we have shown [28] that type-I band alignment can
be obtained by enabling As/P exchange and creating InP(As)
self-assembled nanostructures from the initial 3D growth
of pure InP, allowing for emission at telecom wavelengths.
Indeed, these newly discovered properties demonstrate the
AlxIn1−xAs/InP material system to be a flexible candidate
for multiple device designs. In view of this, our observations
of morphological evolution call for a thorough understanding
of the growth mechanisms involved during precursor deposi-
tion, subsequent surface kinetic development, and postgrowth
kinetics with various group-V precursors. The experiments
and analysis we report here provide an important step in this
direction.

In this paper, we report the results of a systematic study of
the morphology of InP films and the resulting spontaneously
formed nanostructures under a variety of growth conditions on
a macroscopically lattice-matched AlxIn1−xAs buffer during
MOVPE. We have examined the variation of each element of
the growth conditions (temperature, V/III ratio, growth rate,
and misalignment angle and direction) to understand their
effect on the morphological evolution of the system, focusing
on the initial stages of the process. This overview provides
the information required to control the self-organized mor-
phology, enabling the customized design of tailored devices
with specified feature sizes and densities. The morphologies
on perfectly oriented and misoriented surfaces are explained
in terms of a model based on characteristic lengths obtained
from a model that includes the main kinetic processes during
MOVPE. The difference in the surface free energies of the
two materials is suggested as the driving force for the Volmer-
Weber growth mode and the observed multilayer features in
experiments on perfectly oriented surfaces.

This paper is organized as follows. Our sample preparation,
growth, and ex situ analysis are described in Sec. II. The ki-
netic model used to characterize growth modes is presented in
Sec. III. This model is based on reaction-diffusion equations
for the deposition and decomposition of polyatomic precur-
sors and the subsequent adatom kinetics, with each process
having a kinetic coefficient. Our analysis of the experiments
is based on determining the characteristic length scales that
determine the effectiveness of each process in determining the
surface morphology. This approach sidesteps the uncertainties
of determining the kinetic parameters by focusing on the ex-
pected morphology resulting from various orderings of these
characteristic lengths. The characteristic lengths obtained
from our model are worked out in the Appendix. The results
of experiments obtained by systematically varying growth
parameters (layer thickness, growth temperature, V/III ratio,
and growth rate) are reported in Sec. IV. Our conclusions
are provided in Sec. V. The Supplemental Material [29]
shows additional line scans and images. Selected figures with
different arrangements of the data are also shown, as well
as several subsets of related samples, to provide additional
insight into the systematics of our system.

II. METHODOLOGY

The samples used in the present study were grown by
MOVPE at low pressure (80 mbar) in a commercial horizontal

reactor with purified N2 as the carrier gas. The precursors
were trimethylindium (TMIn), trimethylaluminum (TMAl),
trimethylgallium (TMGa), arsine (AsH3), and phosphine
(PH3). The majority of the samples in this study consist of
thin InP films of various thicknesses grown on Al0.48In0.52As
(hereafter referred to as AlInAs) layers of 100 nm thickness
(unless stated otherwise) following 100 nm of homoepitaxial
buffers on InP semi-insulating substrates. InP buffer growth
conditions were optimized, as in Ref. [30].

Growth conditions for the AlInAs layer were fixed for the
majority of the samples to a V/III ratio R = 110, a growth rate
G = 1 μm/h, and real estimated growth temperature Tg =
600 ◦C. The growth conditions for the nanostructured InP lay-
ers, R = 180, G = 0.7 μm/h, Tg = 630 ◦C, were considered
“standard” or the “starting point.” However, for investigating
the influence of growth conditions on the morphology, some
of the parameters were varied over the ranges R = 45–430,
G = 0.12–1.4 μm/h, and Tg = 530–665 ◦C.

The choice of substrate offcut, which is known to have
major effects in MOVPE [30–33], was limited to nominally
perfectly oriented (100) ± 0.05◦ wafers, and those slightly
(0.4◦ ± 0.05◦) misoriented toward [111]A or [111]B planes,
hereafter referred to as “p.o.” (perfectly oriented), “0.4◦A”
or “A,” and “0.4◦B” or “B,” respectively. In general, p.o.
and misoriented samples were grown simultaneously (various
substrates were loaded into the reactor in the same run), to
reduce run-to-run reproducibility issues, which is particularly
critical in the sensitive case of very thin layer growth. Subsets
of different growth conditions are described in detail when the
particular line of study is presented.

An additional subset of samples was grown with an
AlxIn1−x−yGayAs layer instead of AlInAs to investigate crit-
ical Al concentrations. Several samples were grown with an
additional 100 nm AlInAs layer on top of the InP nanostruc-
tures for photoluminescence studies. The growth conditions
for the AlInAs cap were identical to those for the buffer
layer; during the required temperature adjustment after InP
deposition, the sample was kept under phosphine overflow.

Macroscopic lattice matching of the AlxIn1−xAs layers was
confirmed by x-ray diffraction (XRD) with an X-Pert MRD
diffractometer using a hybrid monochromator and a triple-
axis analyzer. They reproducibly showed a composition of
x = 48% ± 0.5%. AlxIn1−x−yGayAs layers were occasionally
slightly mismatched by design (they were dedicated for use
in specific devices), though always fully pseudomorphic, and
therefore maintaining the in-plane lattice parameter of the
underlying InP. Their compositions were determined by a
combination of XRD and photoluminescence (PL), and are
indicated in the text were those samples are discussed.

Morphological studies were performed with a Veeco
Multimode V atomic force microscope (AFM) in
tapping/noncontact mode in air at room temperature. Samples
were scanned perpendicular to the cleaving edge (zinc blende
InP cleaves perpendicularly along [110] planes) across the
main visible step flow. AFM images reported here show
mainly the signal amplitude, which is clearer than height
scans (therefore, no z scale is provided). Several height
scans are shown for very flat surfaces to distinguish between
individual crystallographic steps, or when this presentation is
more informative.
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FIG. 1. Schematic depiction of the molecular and atomic kinetic
processes included in the model defined by Eqs. (1)–(3).

The optical characterization was carried out in a con-
ventional microphotoluminescence setup. The samples were
cooled down to ∼10 K in a He closed-cycle cryostat. The
excitation source was a laser diode emitting at 635 nm and
operating in continuous-wave mode.

III. THE MODEL

The morphologies presented here will be analyzed in terms
of a basic model for MOVPE in which the atomic constituents
are delivered to the surface as polyatomic precursors. For
III-V systems, this precursor contains the group-III species
(TMIn, TMAl, and TMGa for the experiments reported here).
Although the group-V species are not considered explicitly,
their effect on the growth conditions can be included by
varying the V/III ratio and determining the changes to the
model parameters.

We consider the deposition onto a misoriented surface of a
molecule that contains the atomic constituent of the growing
substrate. In addition to deposition, the molecular surface
kinetics included in our model are (i) desorption of molecules
back into the gas phase, (ii) surface diffusion of molecules
in a weakly bound precursor state, (iii) decomposition of
molecules on a terrace to release the atomic constituent, and
(iv) decomposition of the molecule at a step edge (Fig. 1).
Also included are the atomic surface kinetics: (v) surface
diffusion of the atomic species and (vi) incorporation of these
atoms at a step edge. We ignore all site-blocking effects
and the presence (and fate) of all molecular decomposition
fragments. Desorption of the atomic species is also neglected.

Our reaction-diffusion equations generalize the analysis
of Burton, Cabrera, and Frank [34] (BCF) to include the
processes described above. The one-dimensional continuum
BCF model has been used to analyze molecular-beam epitaxy
(MBE) on misoriented surfaces [35]. In the present case,
the evolutions in time and space of the surface concen-
trations of precursor molecules n(x, t ) and adatoms c(x, t )
are determined by the following coupled reaction-diffusion

equations:

∂n

∂t
= DM

∂2n

∂x2
− n

τ
− κn + J,

∂c

∂t
= DA

∂2c

∂x2
+ κn. (1)

Here, DM and DA respectively denote the surface diffusion
constant of the precursor molecules and the adatoms, κ and
τ−1 are the rate constants for decomposition and desorption
of the precursor molecule on a terrace, and J is the molec-
ular deposition flux. Equations (1) are supplemented by the
boundary conditions at steps for the adatoms,

DAcx(0, t ) = βA[c(0, t ) − c0],
(2)−DAcx(�, t ) = βA[c(�, t ) − c0],

and the precursors,

DMnx(0, t ) = βMn(0, t ),
(3)−DMnX (�, t ) = βMn(�, t ),

where � is the terrace length and c0 is the equilibrium concen-
tration of atoms at the step edge. As discussed elsewhere [35],
the choice (2) indicates that adatoms incident on a step incor-
porate into the solid at a rate proportional to βA. The choice
(3) stipulates that every precursor molecule incident on a step
decomposes at a rate proportional to βM . In the steady state,
the solutions to our equations have simple analytic forms [35]
from which the growth rate can be determined. Although these
equations can be generalized to two-dimensional surfaces,
in the interest of obtaining a basic analytic theory, we will
restrict ourselves to one-dimensional surfaces. This, of course,
neglects any step meandering which, although an interesting
phenomenon in its own right, does not play a significant role
in the morphologies reported here.

Equations (1)–(3) have been used [30,31,36] to great ef-
fect to study the step-bunching instability during MOVPE
on misoriented surfaces. For growth scenarios focusing on a
specific feature, such as quantum dots formed in inverted pyra-
mids, where many experiments can be repeated and kinetic
parameters optimized, such models are capable of producing
quantitative agreement with experimental measurements for
their morphological and alloy concentration profiles over a
range of growth rates and temperatures [37–39]. Our intention
here, however, is not to parametrize the model (1)–(3) for the
system at hand, but to use the kinetic parameters to identify
characteristic lengths associated with the processes described
by the model. This results in a basic analytic theory that
can be used to understand systematically variations in surface
morphology as the growth conditions are systematically var-
ied. Table I summarizes the length scales obtained from the
kinetic parameters in (1)–(3); further discussion about these
parameters and their relation to growth modes is provided in
the Appendix. As we discuss in Sec. V, our results provide
the first step to a more detailed theory of InP growth modes
on AlInAs.

IV. RESULTS AND DISCUSSION

In Ref. [14], we have briefly shown how the initial deposi-
tion of monolayers (MLs) of InP on AlInAs layers proceeds
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TABLE I. The length scales obtained from the kinetic parameters in (1)–(3), together with their physical meaning. When two lengths are
compared the shorter length corresponds to the faster process.

Length Definition Description

� miscut and orientation terrace length
xs

√
DMτ distance a molecule diffuses before desorbing

�κ

√
DM/κ distance a molecule diffuses before decomposition (to release an adatom)

�A
√

DA/Jeff distance an adatom diffuses before another adatom is released by decomposition
�M

√
DM/J distance a molecule diffuses before encountering another deposited molecule

dA DA/βA additional distance an adatom diffuses (after first arrival at a step) before incorporation
dM DM/βM distance a precursor diffuses before step-catalyzed decomposition and incorporation

on perfectly oriented substrates and on substrates with small
misorientations. We discussed the variety of observed features
with respect to specific growth conditions and substrate type,
revealing a surprising degree of organization at the nanoscale.
Here, we provide a much more in-depth analysis and more
wide-ranging discussion encompassing a greater variety of
morphologies resulting from a broader range of growth con-
ditions and substrates. We interpret many of our results in
terms of length scales in Table II. We then briefly summarize
photoluminescence properties and conclude by discussing the
implications of our results for possible device growth and
future directions for optoelectronic applications.

Before presenting our results, we point out that densities
quoted for various feature sizes should be treated only as ob-
servational estimates. In particular, determining the features to
associate with fully or partially formed quantum dots or rings
is not always straightforward, with inherent uncertainties and
accompanying error bars. These densities were determined
mainly for p.o. wafers as, in many cases, the background
surface organization of misoriented wafers was too compli-
cated. We stress that even “perfectly oriented” wafers have a
certain tolerance of the offcut, resulting in � 0.05◦ deviation
from the (001) crystallographic plane, without control of
the type of steps exposed [group-III-terminated (111)A or

group-V-terminated (111)B]. Because of the extreme sensitiv-
ity of the resulting morphology to the precise misorientation,
we anticipate variations in samples grown on wafers coming
from different substrate batches. Therefore, we do not treat
feature densities as “hard data,” but instead focus on the
qualitative trends and phenomenology.

The data presented in this section are separated into
growth, growth interruption, and photoluminescence. In
Sec. IV A the influence of the growth conditions during InP
nanostructure layer formation on the final morphology is dis-
cussed with respect to each variable studied: layer thickness,
growth temperature, V/III ratio, and growth rate. Section IV B
focuses on the Al(Ga)InAs buffer layer. Section IV C shows
the effect of hydrides during growth interruption on the result-
ing InP nanostructuring. The photoluminescence properties of
capped samples are discussed in Sec. IV D.

A. InP growth conditions

1. Layer thickness

Figure 2 shows an overview of how epitaxial layers develop
on differently misoriented substrates from the “starting point”
growth conditions (refer to Figs. 1 and 2 of the Supplemen-
tal Material [29] for a different image arrangement). The

TABLE II. The hierarchy of regimes corresponding to the relative magnitudes of the characteristic lengths emerging from the coefficients in
(1)–(3). The Appendix provides the definitions of these lengths and a discussion of their physical significance. For each regime, the predominant
diffusing species, their terrace population, the kinetics at steps, and the resulting surface morphology are indicated.

Diffusing species Terrace population Step permeability Surface morphology

�κ � xs �A � � islands
(atoms) (high)

�A � � dA � � fast atomic
(low) (impermeable) step flow

dA � � slow atomic
(permeable) step flow

�κ � xs �M � � molecular interactions
(molecules) (high) (liquid-like state,

collisional decomposition, ...)
�M � � dM � xs fast molecular
(low) (impermeable) step flow

dM � xs atomic kinetics
�κ � dM (clusters or step flow)
dM � xs slow molecular
�κ � dM step flow

(permeable)
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FIG. 2. Surface morphologies (AFM signal amplitudes) of representative samples grown at 630 ◦C, G = 0.7 μm/h, R = 180. The columns
correspond to different InP cap layer thicknesses. The row pairs show respective images for differently misoriented substrates in two X -Y
scales: 1 × 1 μm2 (upper rows) and 10 × 10 μm2 (lower rows).

underlying AlInAs has its own distinct morphologies on the
miscut wafers (Fig. 2, column labeled “no cap”), showing step
flow and step bunching, which is partially preserved during
the early stages of InP overgrowth. Layers on the p.o. and
0.4◦A wafers start to show nanostructuring of InP as soon as
∼3 MLs are deposited (0.75 nm), forming features of various
height, but, interestingly, not exceeding 8 nm. A mixture of
dots and rings is observed, whose densities and lateral sizes
increase as more material is deposited. After a nominal depo-
sition of 8 nm of a uniform planar layer of InP, organization
is complete and appears with a surface organization similar
to those reported for the same misorientations in the case
of planar InP homoepitaxy [28]. For the 0.4◦B wafer, the
evolution is somewhat different. Nucleation appears to be
delayed, as for a 0.75 nm InP layer thickness, and we observe
only a small number of rings. Moreover, the layer is not fully
planarized after 8 nm of InP growth, despite showing strong

step bunching. Holes are visible, and in the scan presented
in Fig. 3, have depth of 8 nm, while clearly showing the
morphology of the underlying AlInAs. There is likely no InP
present inside, i.e., no wetting layer.

Referring to Table II, as � is the largest length scale for p.o.
surfaces, there is a high density of diffusing species, which
leads to the formation of islands in the early stages of growth.
For the misoriented surfaces, where precursor decomposition
occurs primarily at step edges (�κ � xs), growth would be
expected to occur by step flow, as indeed is observed for the
B surface, though not for the A surface. We can understand
this by noting that the (111)B steps of III-V semiconduc-
tors are generally more reactive than (111)A because of the
larger density of dangling bonds due to unshared electron
pairs [40]. Hence, once a group-III species attaches to such
a step edge, either through migration or a decomposition
reaction, subsequent detachment is less likely than from a
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FIG. 3. Surface morphology of a representative sample grown at
630 ◦C, G = 0.7 μm/h, R = 180 on B the substrate with nominally
8 nm thick InP layer (direct regrowth of sample shown in Fig. 2).
Images (a) and (b) show signal amplitudes; image (c) shows signal
height in the zoomed-in image with corresponding X and Y profiles
[41]. Remarkably, inside the hole, the underlying AlInAs organiza-
tion seems preserved.

group-III-terminated (A) step. This has the effect of reducing
the group-V adatom or fragment concentration on the terraces,
therefore, suppressing island nucleation and promoting step
flow. These are the trends seen up to 1 nm deposition in Fig. 2
for the three types of surfaces. The differences between the
A and B steps could be taken into account by orientation-
dependent coefficients in the boundary conditions (2) and (3).

When the nominal InP layer thickness reaches 2 nm we
observe the direction in which the islands were growing and
coalescing. For the A-type wafer, the elongation occurred in
the same direction as the organization of steps on the un-
derlying AlInAs, while, for B-type wafers, the nanostructures
grew across the visible step organization (particularly evident
in Fig. 2, in the columns labeled “4 nm,” “0.4◦A,” and “0.4◦B”
in 10 × 10 μm2 scale); i.e., the islands seem to be always
aligned along the same crystallographic direction, irrespective
of the original (small) substrate miscut.

However, the observation of the formation of the nanos-
tructures on nominally perfectly oriented surfaces was some-
times not fully reproducible at a specific nominal deposition.
Direct regrowth of the recipe previously resulting in distinct

nanostructures on wafers from different batches occasionally
resulted in a flat surface, very similar to those observed for
thinner layers. As mentioned above and evident in Fig. 2
(the column labeled “0.75 nm”), the formation of the dots
on the B-type surface is somewhat delayed with respect to
the required minimal thickness, so we attribute the lack of
full reproducibility of the “borderline thickness” samples to
a variation of the slight misorientation of the perfectly ori-
ented wafers to unintentionally exposing B-type steps (and,
possibly, to run-to-run layer thickness variations, as we cannot
precisely control the layer thickness to less than 0.3 MLs with
the growth rate we used).

As a further note, the use of a surfactant during growth
[trimethylantimony (TMSb)] [42] resulted in the modification
of the top morphology. InP(Sb) seemed more “keen” to wet
the AlInAs buffer, resulting in less distinct nanostructures,
especially in the case of the B-type surface (Fig. 4 of the
Supplemental Material [29]).

2. Growth temperature

Flattened images, surface images, and line scans obtained
from atomic force microscopy (AFM) of lattice-matched
AlInAs surfaces after the deposition of a 1 nm InP cap at G =
0.7 μm/h with R = 180 and Tg = 530 ◦C, 565 ◦C, 600 ◦C,
630 ◦C, and 665 ◦C are shown in Fig. 4. InP has the zinc
blende structure with a lattice constant of 5.87 Å = 0.587 nm,
so the deposition of 1 nm corresponds to about 3.5 (In-P)
bilayers of InP.

The flattened and surface images of growth at 530 ◦C
reveal a discernible step structure, but with highly disordered
terraces. The line scans show regular fluctuations in the range
of ∼4 nm, which are presumably bunched steps [31]. The
flattened images for growth at 565 ◦C show many small
anisotropic islands and several holes, the latter particularly
evident in the surface and line scans. The line scans indicate
that most of these small islands have heights of ∼1.2 nm,
corresponding to approximately 4 In-P bilayers (Fig. 3, and
Fig. 3 of the Supplemental Material [29]).

The images for growth at 600 ◦C show a smaller density
of mostly isotropic islands and the appearance of rings. The
islands have a more uniform lateral size compared to those
grown at 565 ◦C. The line scans indicate that these islands
have heights in the range 2.2–3.5 nm, which are close to
integer multiples of the lattice constant of InP. The heights
of the islands appear to have a broader range of values than
those grown at 565 ◦C.

Growth at 630 ◦C continues the trend observed for growth
at 565 ◦C and 600 ◦C. There are fewer islands, which are
fairly isotropic, and there are many more rings. The islands
are more regularly spaced, have a more uniform lateral size
distribution, but a broader vertical distribution than those at
lower temperatures. The line scans indicate that the largest
islands have heights of ∼6 nm, while the smallest are ∼2 nm
in height. The rings have smaller lateral sizes than the islands
and there are islands that appear to be in various stages of ring
formation. This indicates that the rings form from the islands.
The mechanism for ring formation will be discussed later.

Finally, the images for growth at 665 ◦C show the simul-
taneous presence of steps and islands on terraces. With 4
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FIG. 4. Surface morphologies (AFM signal amplitudes) of representative samples grown with 1 nm InP cap at G = 0.7 μm/h, R = 180.
The columns correspond to different InP cap layer growth temperatures. The row pairs show respective images for differently misoriented
substrates in two X -Y scales: 1 × 1 μm2 (upper rows) and 10 × 10 μm2 (lower rows). (See Fig. 3 of the Supplemental Material [29] for
alternative data arrangement and line scans.)

terraces within the 10 μm scan range, the average terrace
length is ∼2.5 μm. The line scan also indicates that the
height difference across the steps is ∼2 nm. As there are 4
steps in this scan, the height of each step corresponds to a
lattice constant, i.e., two In-P bilayers. Note the appreciable
meandering of the steps.

The growth morphologies at 565 ◦C, 600 ◦C, and 630 ◦C
appear to be the most indicative of growth on perfectly ori-
ented surfaces, as steps play no role in the growth kinetics.

The basic scenario seems to be based on fairly rapid decom-
position of TMIn, after which the morphology is determined
by the In migration kinetics. At 565 ◦C, a migrating indium
atom is more likely to encounter another such atom, rather
than an island, resulting in many small islands with a fairly
uniform height distribution. As the temperature increases, the
balance of these encounters gradually changes in favor of
island growth, yields fewer islands, but with a broader height
distribution. The increased temperature also seems to favor
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FIG. 5. Representative surface morphologies [AFM signal amplitudes (top row), heights (middle row), and height profiles (bottom row)]
of samples grown on a nominally perfectly oriented (p.o.) substrate at 630 ◦C and G = 0.7 μm/h with a 1 nm InP cap, with different V/III
ratios.

the formation of rings, as their density increases substantially
from 600 ◦C to 630 ◦C.

The analysis of the morphologies of the misoriented sur-
faces in Fig. 4 begins with the observation, noted earlier,
that the group-V-terminated steps (B type) are more reactive
than the group-III-terminated steps (A type). This has been
demonstrated by surface-diffraction measurements during ho-
moepitaxy on misoriented GaAs(001) surfaces [43], where the
incorporation barrier was found to be three times greater at
A-type than at B-type surfaces. While this scenario serves as a
qualitative guide for the present study, a more specific analysis
which clarifies the trends in Fig. 4 by assessing the importance
of the various processes in terms of their relative characteristic
length scale is carried out in the Appendix.

The general trend we expect is that molecular pro-
cesses (diffusion and decomposition at step edges) dom-
inate at low temperatures, while atomic processes (onset
of precursor decomposition on terraces, atomic diffusion,
attachment/detachment at steps) gradually become active
with increasing temperature. At 530 ◦C, the A surface shows
a series of steps which reflect the original misorientation. The
surface at 565 ◦C shows a step-bunching instability, but with
a disordered array of the bunched steps. This corresponds to
the transition from slow to fast molecular step flow (Table II).
At the lower temperature, several attempts (at different steps)
are needed for the step-catalyzed decomposition reaction to
release an In atom. The temperature is too low for this atom
to detach from the step, which results in step flow. The step
train is still unstable with respect to step bunching, but the low
temperature delays the onset of the instability. Similar trends
are seen for the B surface, but with a more developed step-
bunching instability with an ordered train of bunched steps
due to the lower barrier to incorporation and the concomitant
rapid transition from step flow. At the higher temperatures,
there is a further transition to slow molecular step flow, with
some island formation on the terraces, followed by fast step
flow, where incorporation is rapid. The B surface shows the
step train more clearly, while the A surface shows island

formation more clearly. At the highest temperature (665 ◦C),
a disordered step array is clearly discernible on the A surface,
while the B surface shows scant evidence of the original
misorientation. This could be due to adatom detachment after
the relatively facile decomposition reaction at the steps.

3. V/III ratio

Figure 5 shows the impact of the V/III ratio used to grow
the InP layer on the resulting nanostructuring. To highlight the
changes, we show the results obtained on perfectly oriented
substrates, as the background surface organization of AlInAs
does not obscure or complicate the image interpretation. The
decomposition of the precursor can occur either at a step
edge (steps are present even on nominally perfectly oriented
surfaces) or on the terrace. In the former case, steps play
an important role in catalyzing the reaction, while the latter
requires a sufficient group-III flux. Although increasing the
V/III ratio increases the adatom population on the terraces,
the increasing group-V flux decreases the mobility of these
adatoms. Referring to Table II, decreasing the mobility of
precursors and adatoms decreases �M and �A, respectively,
eventually entering the regime where �A � � and �M � �.
The result is a window of V/III flux where dots and rings
form, whose density increases, then decreases, and disap-
pears altogether for higher V/III ratios. For extremely high
V/III ratios, the layer closes, showing more of a “network”
morphology than individual multilayered islands. The highest
(individual) feature density is observed for R = 180 and is
reduced for both higher and lower values of V/III (Table III).
The feature type changes, with almost no rings observed for
R = 90, but with comparable numbers of dots and rings for
R = 180 and R = 300. The change in the aspect ratio of the
nanostructures (the slight elongation at R = 300) could again
be attributed to substrate misorientations and not necessarily
to the high V/III ratio.

The height of the features in each case did not exceed 8–10
nm, as observed previously for all other growth conditions.
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TABLE III. Densities (108 cm−2) of rings and dots obtained from
the AFM images in Fig. 5 for the indicated V/III ratios at 630 ◦C and
G = 0.7 μm/h, with a 1 nm InP cap.

V/III 90 180 300

Feature dots rings dots rings dots rings
Density 0.5 0.03 1.9 1.2 0.45 0.45

For R = 430, with what we could call a “quasiporous” sur-
face, the peak-to-peak height values were inside that range
as well. We were also able to identify some imperfections in
the low-R layers, showing holes inside which the underlying
AlInAs morphology was observed (Fig. 5, the column labeled
R = 45). The depth of those holes roughly corresponds to the
nominal layer thickness deposition (∼0.7 nm).

Also noteworthy is that the transition between step flow
and island formation is abrupt: for R = 85 we observe a “nor-
mal” InP morphology, while for R = 90, the nanostructuring
is already evident. The layer appearance does not significantly
change with reduced R. The fact that the more “traditional”
surface organization is observed for lower R is actually quite
surprising, in view of what we have shown in Ref. [28], where
the high R was found to be a crucial requirement for high
quality and uniform InP layer growth.

To discriminate between the influence of R and the amount
of phosphine flowing through the reactor during growth, we
performed several tests by keeping a fixed phosphine flux
while changing R and, therefore, changing the growth rate.
The results pointed toward R, not the net amount of PH3

present during growth. However, we have also found that the
growth rate itself has an influence on the surface morphology,
so these results are not fully independent (and are not shown
here).

4. Growth rate

Figure 6 shows how the morphology changes with increas-
ing growth rate of InP (again on a 1 nm InP cap). The perfectly
oriented and A surfaces show islands whose density increases
with growth rate. For the perfectly oriented surface, the key
characteristic length is �A (Table I), which decreases with
increasing growth rate, i.e., with incoming TMGa flux and,
therefore, increasing Jeff (Appendix). This produces the same
effect on morphology as decreasing the temperature, namely,
an increase in the density of islands. In fact, in the analysis of
island densities for homoepitaxial growth of two-dimensional
islands [44] and heteroepitaxial growth of three-dimensional
islands [45], �A emerges as the appropriate scaling variable.
Table IV quantifies the increased feature density on the per-
fectly oriented surface with increased growth rate. A similar

trend is observed on the A surface, though at the lowest growth
rates, the greater incorporation rates at steps lead to step
bunching.

The B surfaces are, once again, slightly slower to reveal
dot formation, as below 0.48 μm/h they are not observed,
either due to the growth mechanism, or because they are hard
to distinguish from the (rough) background morphology. Be-
cause of the lower barrier to adatom incorporation, steps and
steps bunching dominate the morphology. In fact, this trend
is also seen in the molecular-beam (MBE) of homoepitaxial
GaAs(001)-(2×4) [43], where the more facile adatom incor-
poration rate on B surfaces and the concomitant reduction in
the adatom density on the terraces results in the persistence of
step flow to higher temperatures than on the A surfaces.

B. AlInAs buffer growth conditions

1. V/III ratio, temperature, and doping

We have investigated several growth temperatures for de-
positing the AlInAs layer, as well as the V/III ratio and
the effect of carbon bromine doping. None of these had any
qualitative impact on the nanostructuring of the overgrowth
with InP with all samples consistently showing rings and
dots. Apart from slightly different background surface mor-
phologies, especially on the misoriented wafers and more
organized step formation at higher temperatures, the other
observed differences were not significant enough to warrant
any conclusions and could be assigned to wafer-to-wafer
misorientation variations and run-to-run reproducibility (Fig.
5 of the Supplemental Material [29]).

2. Thickness

In Fig. 7 we show how the nanostructuring of InP depends
on the thickness of the underlying AlInAs buffer (here on per-
fectly oriented substrates), highlighting the role of interface
reactivity. Even with only a fraction of a monolayer present,
the subsequent InP overgrowth is not proceeding uniformly.
When full AlInAs coverage is well established (0.5 nm, 2 InP
MLs), distinct InP nanostructuring is formed. No rings are
observed for thin AlInAs films, which is the only qualitative
difference from the overgrowth on a bulk AlInAs layer.

We can account for this behavior from thermodynamic
wetting arguments based on interfacial free energies [16]. We
denote the free energy of the epilayer/vacuum interface by γe,
that of the epilayer/substrate interface by γi, and that of the
substrate/vacuum interface by γs. The Frank–van der Merwe
(layer-by-layer) growth mode is favored if

γe + γi < γs. (4)

In this case, as the epilayers are formed, the free energy
decreases initially before attaining a steady-state value for

TABLE IV. Densities (108 cm−2) of rings and dots obtained from the AFM images on the perfectly oriented surfaces in Fig. 6 for the
indicated growth rates at 630 ◦C and R = 180, with a 1 nm InP cap.

0.24 μm/h 0.36 μm/h 0.42 μm/h 0.7 μm/h 1.42 μm/h

Feature dots rings dots rings dots rings dots rings dots rings
Density 0.9 6 0.8 0.5 1.9 1.2 2 1.5
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FIG. 6. Surface morphologies (AFM signal amplitudes) of representative samples grown with a 1 nm InP cap at 630 ◦C with R = 180. The
columns correspond to different InP cap layer growth rate. The row pairs show respective images for differently misoriented substrates on two
X -Y scales: 1 × 1 μm2 (upper rows) and 10 × 10 μm2 (lower rows).

thicker films. Alternatively, Volmer-Weber growth is favored
if

γe + γi > γs, (5)

in which case the free energy increases if epilayers are
formed on the substrate, rendering a uniform layer thermo-
dynamically unstable against a break-up into regions where
the substrate is covered and those where it is uncovered.
The morphological changes in Fig. 7 with increasing buffer
layer thickness are consistent with a transition from close
to layer-by-layer growth (for 0.125 nm AlInAs) to the

appearance of well-developed three-dimensional islands (for
2 nm AlInAs).

Figure 7 illustrates the interplay between kinetics and
thermodynamics in the morphological evolution with different
surface free energies caused by varying the buffer layer thick-
ness. As the substrates are nominally perfectly oriented, the
average terrace length dominates over all other length scales
(Table I). The interisland separation for the two thickest buffer
layers is large enough to suggest that molecular, rather than
atomic, diffusion provides the length scale for the initial island
density. Island density is determined both by kinetic (critical
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FIG. 7. Representative surface morphologies (AFM signal amplitudes) of 1 nm InP deposited on perfectly oriented substrate at 630 ◦C,
G = 0.7 μm/h, R = 180 following AlInAs buffer of various thicknesses. The rows show images on two X -Y scales: 1 × 1 μm2 (upper row)
and 10 × 10 μm2 (lower row).

island size, which in turn, depends on the deposition rate and
substrate temperature) and thermodynamic factors (binding
energies within the island and to the substrate, which reflect
any differences in surface free energies) [46]. The sequence
of morphologies in Fig. 7 provides a striking example of the
influence of thermodynamics, as the fundamental kinetic pa-
rameters in Table I are unaltered. With increasing buffer layer
thickness, which causes γi to increase, the morphological evo-
lution changes from the nucleation, growth, and coalescence
of two-dimensional islands for the thinnest buffer layer, to
the gradual change to the nucleation and growth of three-
dimensional (coherent) islands. Taken together, this sequence
provides a striking illustration of the transition between the
inequalities in (4) and (5).

The important point about the morphologies in Fig. 7 is
that, when depositing InP on lattice-matched bulk InGaAs,
we have never observed InP nanostructure formation; i.e., an
InGaAs layer suppresses the InP nanostructuring. An extreme
example is shown in Fig. 8(a), where a 1 nm InP layer was
grown on top of a single monolayer of InGaAs on top of
bulk AlInAs. The step formation is as expected, following a
normal surface reconstruction. However, with an increasing
concentration of Al in the AlxIn1−x−yGayAs alloy, we observe
a deviation from this mechanism as early as for >10% Al.
The sample shown in Fig. 8(b) (with 10% Al) already is less
smooth. The aggregation is not yet evident, but in Fig. 8(c)
(17% Al) the layer is clearly not uniform. As soon as the alloy
composition reached 35% [Fig. 8(d)], the nanostructuring
become obvious, with distinctive, separate multilayer islands.

C. Gas-switching sequence

In the device structure experiment, from which this study
originated, there was a requirement for growth interruption

between AlInAs and InP layers and, for consistency, this
was kept for the duration of the study presented here. To
explore this aspect further, we have investigated the influence
that growth interruption and the gas-switching sequence have
on InP nanostructure formation. The “starting conditions”
led to a mixture of dots and rings on the AlInAs surface
[Fig. 9(a)]. Introducing a 5-second phosphine preflow (i.e.,
the AlInAs layer was exposed to phosphine and arsine for 5
seconds before InP deposition; the gases were injected at the
same fluxes as during the respective layer deposition) did not
significantly affect the feature density and still preserved the
mixed formation [Fig. 9(b)]. Removing arsine entirely from
the reactor chamber by providing only PH3 directly before
InP deposition for 5 seconds led to a drastic reduction in ring
density, while nearly only dots remained [Fig. 9(c)]. Eliminat-
ing the growth interruption and changing abruptly from AsH3

to PH3 led to much higher aspect ratio and size diversity, with
again the full elimination of the rings [Fig. 9(d)]. The densities
of dots and rings are compiled in Table V.

These observations are in line with those of our previous
study of how postgrowth hydrides affect InP morphology
in terms of the densities of dots and rings [28]. That study
found that nanostructures exposed to phosphine, arsine, or

TABLE V. Densities (108 cm−2) of rings and dots obtained from
the AFM images in Fig. 9 for the indicated growth interruption
conditions in panels (a)–(d) at 630 ◦C, R = 180, and G = 0.7 μm/h.

Fig. 9(a) Fig. 9(b) Fig. 9(c) Fig. 9(d)

Feature dots rings dots rings dots rings dots rings
Density 0.9 1.2 1.2 0.9 1.5 0.03 6
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FIG. 8. Representative surface morphologies (AFM signal height, Z in nm) of thin InP layer deposited on perfectly oriented (p.o.)
substrate at 630 ◦C, G = 0.7 μm/h, R = 180 following AlInGaAs buffer of various compositions. Sample structures: (a) 100 nm AlInAs/1
ML InGaAs/1 nm InP; (b), (c), and (d) 100 nm AlxIn1−x−yGayAs/2 nm InP. The rows show images on two X -Y scales: 1 × 1 μm2 (upper
row) and 10 × 10 μm2 (lower row).

a sequence of both showed a significant variation in mor-
phology, especially in the transformation of dots into rings.
We proposed that the composition of the nanostructures was
altered by As incorporation into InP, a conclusion supported
by photoluminescence measurements, with a clear type-I
to type-II transition after the appropriate hydride exposure
and capping protocol was implemented (this effect was also

noticed, though to a lesser extent, in the capped structures
in Ref. [47]). In our study [28], wet chemical etching also
pointed to a noticeable incorporation of arsenic atoms into
the InP layer, particularly in the centers of the nanostructures.
The fact that the arsine overflow during growth interruption
before InP deposition results in a higher ring density, while
pure phosphine, or no growth interruption at all, brings a

FIG. 9. Representative surface morphologies (AFM signal amplitudes) of 1 nm InP deposited on p.o. substrate at 630 ◦C, G = 0.7 μm/h,
R = 180 on AlInAs after different growth interruptions, as indicated in the figure. The rows show images on two X -Y scales: 1 × 1 μm2

(upper row) and 10 × 10 μm2 (lower row). [Note that the “no GI” sample was grown on AlInAs deposited at 630 ◦C (same temperature as InP
deposition), while all the other samples were grown on AlInAs deposited at 600 ◦C.]
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more dotlike morphology, correlates well with those previous
observations.

Similar conclusions were drawn for the postgrowth switch-
ing of the group-V precursor of InAs/InP, which also showed
the transformation of quantum dots to quantum rings [48]. In
particular, the transformation of dots to rings was seen in the
postgrowth morphological evolution with a tertiarybutylphos-
phine source. The authors noted a significant temperature
dependence in the rate of this transformation, with a change
from 560 ◦C to 540 ◦C producing a significant decrease in the
rate of the process. A model was proposed for the dot-to-ring
transformation based on As/P exchange and the subsequent
migration of the released In atoms from the top of the dots
to the base of their sides. This exchange mechanism suggests
that the rings have an appreciable incorporation of P atoms,
but no evidence was provided, and the model was qualitative,
with no supporting calculations.

Theoretical [49] and simulation [50] studies have ad-
dressed more controlled growth scenarios than the reactive en-
vironment of MOVPE. The formation of rings during droplet
epitaxy of GaAs, as imaged in real time with in situ sur-
face electron microscopy, revealed some similar morphologies
to those in Ref. [28]. Thus, the theoretical model used in
Ref. [49] may, with suitable modifications to account for the
difference growth conditions, help to explain the kinetics of
quantum ring formation during postgrowth switching of the
group-V source.

D. Photoluminescence

Several of the previously discussed sample structures were
selected for photoluminescence study. To provide sufficient
confinement, the samples were capped with a 100 nm AlInAs
layer. The top cap morphology was not ideal, clearly indicat-
ing the presence of a disturbed and not planarized interface
below [e.g., Fig. 10(a)]. In Fig. 10(b) we present representa-
tive (low temperature) spectra of such structures. Photolumi-
nescence is compared to a reference sample containing bulk
AlInAs grown on an InP substrate made with the same growth
conditions. It can be seen that when InP dots/rings are present,
there are additional type-II-like peaks observed, and that their
position and intensity are strongly dependent on the exact
growth conditions of the nanostructured layer.

We point out again that, very likely, the features observed
on the surface of uncapped samples and what is preserved in-
side the AlInAs matrix after capping are not morphologically
identical, as, e.g., Ostwald ripening and other mobility-related
processes are expected to occur during the cool-down of
uncapped samples (and, probably in this case, some interface
reactivity, as discussed above). Nevertheless, the observed
photoluminescence indicates that the nanostructures are al-
ready developing at the epitaxial growth stage and do not
form solely during cool-down, a relevant fact for clarifying
phenomenology of their formation. This is especially valuable
in MOVPE, where very little information can be gathered
in situ. The cross-sectional transmission electron microscopy
measurements done on a similar capped structure [47] also
support that observation.

FIG. 10. (a) AFM (signal amplitude) of a representative sample
with 0.75 nm InP deposited at 600 ◦C with AlInAs cladding on
p.o. substrate. (b) Low-temperature photoluminescence spectra of
samples with 0.75 nm InP deposited at 600 ◦C (blue dashed line)
and 630 ◦C (red solid line) with reference of bulk AlInAs/InP (black
dotted line). The peak pattern in reference sample is typical for the
type-II-alignment-induced optical transition of a simple InP-AlInAs
interface [51,52].

V. SUMMARY, CONCLUSIONS,
AND FUTURE DIRECTIONS

We have shown that the deposition of InP by MOVPE
over a broad range of growth conditions on a macroscopically
lattice-matched high Al-containing buffer evolves with sur-
prisingly complex morphologies. The expected layer-by-layer
growth is perturbed, and often altogether absent, due to a
combination of energetic and kinetic factors that favor other
types of surface organization. The formation of quantum dots
appears to proceed without a wetting layer, being instead
consistent with a Volmer-Weber process, and leads to a variety
of surfaces morphologies, ranging from dots to rings and
their combinations. Each growth parameter change had a
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striking influence on the surface organization, demonstrating
the intricacies of the interplay between kinetic mechanisms in
MOVPE. Indeed, these and similar issues are often overlooked
in the community, where an industrial approach is frequently
applied to deliver an efficient high-throughput production
method. Consequently, the physics behind the complex details
of epitaxy in a reactive environment are still poorly under-
stood. Our work goes beyond the importance of controlling
surface and interface physics for the specific InP/AlInAs
system, and highlights the need for a stronger community
focus on a program that combines experiments with the theory
and modeling of MOVPE.

To provide a more thorough grasp of one aspect of these
complex issues, we analyzed the dependence of the surface
morphology on substrate temperature, V/III ratio, and growth
rate in terms of characteristic lengths determined by the
main kinetic processes in a generalized Burton-Cabrera-Frank
model of precursor deposition and decomposition and the
subsequent adatom kinetics. This provides a systematic char-
acterization of growth morphology and suggests that a more
detailed analysis that involves the numerical integration of
the two-dimensional generalized BCF model on misoriented
surfaces, as has been done for MBE [53], would prove prof-
itable, in particular for examining the time dependence of the
morphology. An analytic alternative based on the solutions of
the one-dimensional equations might also yield some semi-
quantitative insight.

Taking a broader view, epitaxial growth, by whatever
means, is an inherently multiscale problem [54]. Here, we
have used a top-down analysis based on length scales associ-
ated with particular processes of a coarse-grained continuum
model. This approach, which replaces the atomistic details of
each kinetic process with an effective rate, is eminently suited
to long terrace lengths (measured in microns) in MOVPE.
The next level of resolution is based on the kinetic Monte
Carlo method, which has been used to great effect in modeling
MBE, including the effect of precursors in metalorganic MBE
[55]. Large terrace lengths are problematic for this method,
but hybrid methods have been developed [56] for such ap-
plications. At the atomistic level, modern density functional
calculations are capable of calculating the rates of processes
such as diffusion [57], adatom interactions with the edges
of islands [58] and steps [59], and the decomposition of
precursors [60]. These methods raise the level of analysis of
MOVPE, whether by continuum equations or kinetic Monte
Carlo simulations, from semiempirical to first principles.

The importance of our results for the growth of het-
erostructures and devices should be considered both in terms
of detrimental impact, when InP nanostructuring is ignored,
and future applications, when intentionally nanostructured
epitaxial layers will open possibilities to macroscopically
strain-free multilayer device architectures. Indeed, the imple-
mentation of non-Al-containing thin layers (i.e., InxGa1−xAs,
InxGa1−xAsyP1−y), or extreme growth conditions, are required
to eliminate the nanostructuring, and we are growing complex,
multilayer devices with the unintentional Volmer-Weber InP
growth mode under control. The wide range of possible
morphologies, however, provides the opportunity for creat-
ing targeted devices with tailored nanostructure shapes and
distribution, and opens up new application windows when

coupled with other quantum objects (e.g., quantum wells),
for multicomponent architectures capable, for example, of
addressing technological gaps for broad or tunable emitters. A
broader understanding of the phenomenology reported here,
as well as other open issues (e.g., dopant surfactant effects
[30], incorporation vs surfactant for Sb [42] and Bi [61], and
consequences on strain and defect management) will strongly
benefit the development of fully fledged integrated photonic
technology.

One last summary and perspective remark: This work is
part of a number of findings we have published in recent years
highlighting the dramatic surface effects in III-V epitaxy,
and how they influence practically and potentially device
physics. These features have been largely underestimated by
the MOVPE community. Our paper reinforces in a timely
manner the need to understand the complexity of MOVPE
growth processes. This is especially relevant as we can an-
ticipate recent findings which highlight more than anything
that it is the surface physics that is the source of a number of
unresolved issues in MOVPE epitaxy; see, e.g., Ref. [62].
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APPENDIX: LENGTH SCALES IN
PRECURSOR-MEDIATED GROWTH

Our analysis of (1)–(3) is based on identifying length
scales determined by particular combinations of the model
parameters. This allows for more applicability of our model
than does attempting to parametrize the model for a particular
set of growth conditions.

Consider first the quantities

xs = √
DMτ , �κ =

√
DM/κ. (A1)

The length xs is the average distance that a molecule diffuses
before desorbing, while �k is the average distance a molecule
diffuses before decomposing to release an adatom. Thus, the
first two regimes of importance are distinguished by whether
xs/�κ � 1 or xs/�κ � 1, i.e., whether the diffusing species
are predominantly atoms or molecules. In the first case, we
must consider the pertinent length scales associated with the
kinetics of adatoms. The quantity Jeff = κn(x) is the effective
“flux” of adatoms due to the decomposition of molecules. We
define the length

�A =
√

DA/Jeff , (A2)

where Jeff is the constant value obtained by averaging Jeff (x)
over a terrace. Clearly, �A corresponds to the distance an
adatom diffuses before another adatom is released by a molec-
ular decomposition reaction.

There now are two new regimes to consider: �A/� � 1 and
�A/� � 1. In the first case, the typical migration distance of
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an adatom is much small than the terrace length, the encounter
probability of adatoms is high, and growth proceeds by the nu-
cleation, growth, and coalescence of islands on terraces. In the
second case, adatoms diffuse to the step edges before another
atom is released, so growth proceeds by the advancement of
steps, i.e., step flow.

Within the atomic step flow regime, there are two addi-
tional possibilities to consider. We define a length

dA = DA/βA, (A3)

which is the additional distance an atom diffuses (after its
first arrival at a step) before incorporation into the solid
occurs. If dA � �, incorporation occurs very soon after the
first encounter with a step. We refer to this as “fast atomic step
flow.” Clearly, �A � � � dA in this regime. On the other hand,
if dA � �, step-edge incorporation requires several attempts.
If dA � �A, growth is reaction limited at the step edges of
the original surface and occurs by “slow atomic step flow.”
But, if dA � �A, attractive interactions between atoms on the
terrace become important and growth occurs by a combination
of slow step flow and island formation.

If xs/�κ � 1, the diffusing species are predominantly the
molecular precursors. To determine the growth regimes in this
case, we construct the molecular analog to �A, i.e.,

�M =
√

DM/J. (A4)

The quantity �M is the average distance a molecule travels
before encountering another molecule deposited by the in-
coming flux. We are thus led to consider the regimes �M/� �
1 and �M/� � 1. In the first case, the molecules diffuse to
the step edge before encountering another molecule, while
in the second case, the molecules collide on the terraces
before arriving at the step edge. Both cases require further
consideration.

If �M/� � 1, the encounter probability of the molecules on
the terraces is high and several scenarios can occur, depending
on the mean density of the precursors. Possibilities include
collisional decomposition with concomitant island nucleation,
the formation of a molecular film, and the formation of a
liquid-like state of adsorbed molecules. Since our model does
not include interactions between the molecules, we refer to
this simply as the “molecular interaction” regime.

If �M/� � 1, it is useful to determine whether one or sev-
eral encounters with a step are required before the molecule
decomposes. This issue is addressed by introducing the length

dM = DM/βM , (A5)

which may be regarded as the distance a precursor diffuses be-
fore a successful step-catalyzed decomposition and incorpora-
tion occurs. Again, two regimes are distinguished: dM/xs � 1
and dM/xs � 1. If dM/xs � 1, most of the molecules imme-
diately decompose upon arrival at a step edge. We call this the
regime of “fast molecular step flow.” Note that �κ � xs � dM

in this case.
When dM/xs � 1, we must specify the relative magnitudes

of dM and �κ , since both are much greater than the mean
desorption length xs. If �κ is the shorter of the two, the
molecule decomposes on the terrace and the growth mode is
determined by atomic kinetics, as discussed earlier. But, if dM

is the shorter length, the molecules decompose predominantly
at the step edge, albeit with some difficulty. We refer to this
latter regime as “slow molecular step flow” to indicate that,
even though molecular diffusion to the step edge is fast, the
subsequent attachment of the adatom is slow.

The hierarchy of regimes is shown in Table II in the main
text, with each determined by the relative magnitudes of the
various characteristic lengths we have discussed. For each
regime we have also provided additional information about
the predominant species and kinetics at step edges. Several
comments about this table are warranted. The notion of step
permeability, first introduced by Ozdemir and Zangwill [63],
is a measure of the probability that an atom or molecule
crosses the step without being incorporated. Molecular de-
composition, which is described by the symmetrical bound-
ary conditions (3), in fact, proceeds at different rates when
molecules approach from above or below a step [31,36].
This asymmetry in decomposition rates is responsible for
step bunching on misoriented substrates during MOVPE. For
the substrates used here, the slow and fast molecular flow
conditions become slow and fast transitions to step flow. The
A and B steps in Fig. 4 illustrate the differences in these two
growth modes.
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