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Establishing best practices to model the electronic structure of CuFeO2 from first principles
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The cuprous delafossite, CuFeO2, has received significant attention in recent years as a potential photocathode
material in photoelectrochemical water-splitting cells. Presented herein is an investigation of the electronic
structure of CuFeO2 in the framework of density functional theory. We have benchmarked three of the most
popular formulations for the treatment of the electron exchange and correlation interactions, highlighting
their strengths and weaknesses in predicting electronic structures compatible with the available spectroscopic
measurements. Although some features are correctly reproduced by the simplest approach, which is based on
the generalized gradient approximation, this fails in describing the fundamental semiconducting character of
the material. The introduction of the fully self-consistent Hubbard U correction in the exchange correlation
functional accounts explicitly for the on-site Coulomb interaction among localized d electrons, thereby opening a
gap in the band structure. However, our results indicate that the U correction disrupts the crystal-field splitting of
the t2g and eg states, resulting in an inaccurate description of the conduction-band edge. We provide a qualitative
and quantitative analysis to explain why the t2g and eg states behave differently when the Hubbard correction
is switched on. We find that best practice for accurate, yet computationally viable, simulations of CFO makes
use of hybrid functionals, where the fraction of exact exchange is not arbitrarily selected but tuned according
to the static dielectric constant of the material. In this case, theoretical predictions are found to be in excellent
agreement with experimental results.
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I. INTRODUCTION

Tandem photoelectrochemical (PEC) solar cells, composed
of two different photoactive electrodes, target higher pho-
toconversion efficiencies than single-adsorber cells through
independent optimization of the anode and cathode [1,2]. In
this setup, the ideal cathodic material provides photogenerated
electrons at the semiconductor-electrolyte interface, driving
the H2 evolution reaction (HER). Due to its visible light
band gap and first optical transition, and the ideal energetic
alignment of its conduction-band edge for electron transfer
in the HER, cuprous oxide (Cu2O) has attracted considerable
interest as the photocathode in PEC water-splitting cells [3–5].
Yet, its performance is limited by several drawbacks. The
most critical drawback is that Cu2O exhibits poor stability in
water, which not only makes it necessary to apply a surface
protective layer [6], but also increases the cost and complexity
of the photocathode engineering, thus limiting large-scale
industrial production.

Leveraging the advantages of Cu2O, Cu(I)-based ternary
compounds have subsequently been suggested as alterna-
tive candidates in the role of photocathode [7–9]. Among
them, the delafossite phase of CuFeO2 (CFO) stands out,
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with particularly favorable properties for the HER [7,10–13].
At low temperature, CFO exhibits different phases, which
were previously investigated for their multiferroic effects
[14–17]. Delafossite CFO can harvest a large portion of the
solar spectrum, with an optical band gap of around 1.5 eV
[10,13,18], and like Cu2O, its conduction-band minimum
(CBM) is also in a favorable position to drive the cathodic
reaction. Importantly, where Cu2O degrades, CFO benefits
from stability in aqueous environments, thereby removing the
need for protective layers. In addition, CFO offers a practical
advantage in that it is composed of cheap, earth abundant
elements that can be combined in facile synthesis. Several
different strategies for the growth of CFO crystals have been
reported, including electrodeposition [7], pulsed laser depo-
sition [19], sol-gel synthesis [10], and reactive cosputtering
[13].

However, in spite of the encouraging favorable properties,
the photocurrent measured in the bare CFO electrode is lower
than expected [10]. It is speculated that this is in part due
to poor bulk electron-hole separation, possibly induced by
long-lived excited states [13], and due to the presence of
surface states [12] that act as traps, favoring the electron-hole
recombination. It has been shown that the low photocurrent
is enhanced by surface functionalization with an electron
scavenging molecule [10], and by creating heterojunctions
between CFO and other compounds, for example CuAlO2

[11,20] or CuO [21,22]. These heterojunctions separate the
photogenerated electron and hole pairs, increasing the overall
performance of the electrode.
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The electronic structure of CFO has been well charac-
terized experimentally. The first x-ray photoemission exper-
iments aimed at investigating the valence manifold were car-
ried out by Galakhov et al. [23]. A comparison of the Cu Lα,
Fe Lα, and O Kα spectra revealed that the highest occupied
states have mainly a Cu d character, while Fe d and O p states
lie deeper in energy. In the same work, the oxidation state of
each of the ions has been determined, and the Cu ions were
found to be in the Cu1+ oxidation state and the Fe3+ ions
in the high-spin S = 5/2 configuration. Subsequently, x-ray
absorption experiments have been carried out to characterize
the lowest unoccupied states [24]. Inspecting the low-energy
absorption edge, the main contribution to the bottom of the
conduction band has been attributed to Fe 3d and O 2p states.
Moreover, the O K-edge x-ray absorption spectrum (XAS)
reveals partial 3d holes on the Cu ions, indicating a not
completely filled 3d shell (3d10−x). The visible absorption
edges, investigated with resonant inelastic x-ray scattering
(RIXS) spectroscopic measurements, correspond to Cu → Fe
charge transfer [13].

Recent spectroscopic ellipsometry experiments [13] mea-
sured an optical band gap of 1.43 eV, in agreement with a
previous indirect estimate, 1.5 eV, based on the analysis of the
Mott-Schottky diagram [10]. To the best of our knowledge, a
combined photoemission–inverse-photoemission experiment
to determine the quasiparticle band gap has not yet been
reported.

The first theoretical investigation of CFO in the framework
of the density functional theory (DFT) appeared in 1997 [23].
In that work, the authors applied the LSDA(+U ) approach
to study the density of states, comparing it with x-ray pho-
toelectron spectra. Subsequent theoretical studies focused on
the electronic structure of general Cu-based delafossite com-
pounds [25,26] or specifically on the multiferroicity of CFO
[27,28]. PBE + U and HSE calculations, aimed at supporting
optical spectroscopic and PEC measurements, appeared re-
cently in the literature [13,29]. The general idea that emerges
from these works is that the bare PBE fails in describing
the electronic structure of CFO, and corrections must be
introduced in the exchange-correlation functional in the form
of on-site Hubbard U or exact Hartree-Fock exchange. In a
recent contribution, we evaluated the thermodynamic stability
of the CFO delafossite phase in the Cu-Fe-O system, employ-
ing ab initio thermodynamics techniques using PBE + U total
energies [30].

In the present work, we employed DFT calculations to
investigate the electronic structure of CFO, analyzing how
different exchange-correlation functionals describe quantities
such as the band gap, the position of Fe-, Cu-, and O-derived
electronic states, and the crystal-field splitting of the Fe 3d
states, comparing them with the available spectroscopic mea-
surements. Moreover, we focused on aspects that have not
been treated specifically in previous theoretical studies, in
particular the origin of the t2g − eg splitting and how these
states are affected by the Hubbard U correction.

Our calculations confirm that the PBE functional alone
is not sufficient to describe correctly the electronic structure
of CFO, predicting a metallic character. We report the self-
consistent procedure to obtain a value of the Hubbard U
free from any arbitrary choice, and we show how, at the

PBE + U level, the semiconducting behavior is recovered but
some aspects of the electronic structure are still not properly
described. For instance, the band gap is underestimated and
the crystal-field splitting of the conduction bands is not cor-
rectly reproduced. On the other hand, we found that hybrid
functionals provide results in excellent agreement with the
experiments, albeit at a much higher computational cost, if
the fraction of exact exchange is appropriately tuned. The
outcomes of this work provide a detailed understanding of the
electronic structure of CFO that may serve as a starting point
for any future investigations of this material.

II. COMPUTATIONAL METHODS

The calculations of this work have been carried out using
the plane-wave-pseudopotential approach implemented in the
QUANTUM ESPRESSO (QE) code [31,32], employing opti-
mized norm-conserving Vanderbilt (ONCV) pseudopotentials
[33,34] to model the electron-ion interaction. The 3s and 3p
semicore states are explicitly included in the valence set for
both Fe and Cu pseudopotentials. We employed the Perdew-
Burke-Ernzerhof (PBE) [35] exchange-correlation functional
with the Hubbard U corrections (PBE+U ), the hybrid PBE0
[36] and Heyd-Scuseria-Ernzerhof (HSE) functionals [37]
and the meta-GGA SCAN functional [38]. We applied an
energy cutoff for the plane waves of 80 Ry (1088 eV) and a
6 × 6 × 6 �-centered k-point sampling of the Brillouin zone
(BZ) to converge the total energy per atom within 0.5 mRy
(7 meV).

We performed the PBE+U calculations [39–41] within the
simplified rotational-invariant approach of Cococcioni and de
Gironcoli, computing the value of U with the linear-response
method [42]. The hybrid functionals calculations have been
performed with a variable fraction α of exact exchange, which
has been computed on a 2 × 2 × 2 q-subgrid. For HSE cal-
culations, we adopted the recommended screening parameter
ω = 0.11 (a. u. )−1 [43].

The maximally localized Wannier functions (MLWFs)
[44], adopted to investigate the origin of the crystal-field
splitting, have been computed using the WANNIER90 code
[45], interfaced with the QE software package.

The delafossite structure of CFO, consisting in alternat-
ing dumbbell coordinated Cu and octahedral FeO6 layers
[Fig. 1(a)], was modeled using the rhombohedral primitive
cell depicted in Fig. 1(b), which belongs to the space group
R3̄m. This is the structure adopted by CFO at room tem-
perature, while below 16 K this material exhibits structural
and magnetic phase transitions, which include a monoclinic
unit cell with the C2/m symmetry [46–49]. We considered
a collinear, ferromagnetic arrangement of the spins around
the Fe ion, since the difference in energy with the antiferro-
magnetic configurations (32 meV per formula unit) is of the
order of the numerical accuracy of the calculation, and the
ferromagnetic arrangement has the smallest unit cell.

III. ELECTRONIC STRUCTURE OF BULK CuFeO2

A. Electronic structure with the PBE functional

The relaxed geometry of CFO computed with the PBE
functional is in good agreement with the available experi-
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FIG. 1. (a) Crystal structure of CuFeO2 and (b) rhombohedral
unit cell. Cu, Fe, and O atoms are represented by blue, yellow, and
red spheres, respectively.

mental data, based on neutron diffraction measurements [50].
The experimental lattice constants a and c in the hexagonal
unit cell are 3.03 and 17.09 Å, respectively. PBE slightly
overestimates these values, giving 3.03 Å (+0.6%) and 17.36
Å (+1.6%).

However, as is commonly the case for transition-metal
oxides [42], the PBE functional fails to describe the semi-
conducting character of CFO. Within this scheme, bulk CFO
is wrongly predicted to be a metal, as shown in the spin-
polarized projected density of states (PDOS) in Fig. 2, where
the Fermi level cuts the tails of the majority- and minority-spin
manifolds. We will show in the following sections that the
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FIG. 2. Spin-polarized projected density of states of CuFeO2,
computed with the PBE exchange-correlation functional. The zero
of the energy is set to the Fermi energy.

introduction of the on-site Hubbard U on Fe 3d states or a
fraction of exact exchange are viable methods to open the gap.

In spite of this failure, the PBE functional correctly predicts
the character of the lowest unoccupied states. The first two
groups of unoccupied states have a strong Fe d character,
while the third group, 3.5 eV above the Fermi level, is
dominated by Cu contributions from the 3dz2 and 4s states,
revealing that the 3d shell of Cu is not completely filled
(3d10−x). This observation is consistent with the measured
Cu L2,3-edge XAS spectrum [24], which established the pres-
ence of a partial hole on Cu 3d states.

At the PBE level, the Fe ion is correctly predicted to be in
the Fe3+ high spin (S = 5

2 ) state. Note that the oxidation state
is calculated following the method of Sit et al. [51], where the
number of electrons attributed to a certain ion corresponds to
the number of eigenvalues of the occupation matrix equal or
close to 1. The five eigenvalues of the Fe 3d occupation matrix
in CFO are close to 1 for one spin channel, while in the other
they are significantly smaller (<0.4). Given this configuration,
five electrons are formally assigned to the Fe ion, and all of
them lie in the majority-spin channel. In Fe3+ compounds, a
large exchange energy, ∼4.1 eV [52], separates the majority
from the minority Fe d orbitals, with the latter lying above the
Fermi energy.

In addition, the electrostatic field arising from the octahe-
dral set of surrounding oxygen atoms, seen only as six point
charges, breaks the symmetry of the fivefold-degenerate d
orbitals of the central Fe ion, splitting the lowest conduc-
tion states into the threefold-degenerate t2g and the twofold-
degenerate eg manifolds [53]. Going beyond the pure electro-
static picture, the eg orbitals, namely dz2 and dx2−y2 , oriented
directly toward the ligands, interact with the O p orbitals
forming bonding eg and antibonding e∗

g combinations. The
bonding combination has a stronger O character, while the
antibonding contains a prevalent Fe component. Conversely,
the t2g (dxy, dyz, and dzx), which lie in between two Fe-O
bonds, are nonbonding.

According to PBE level PDOS analysis, the t2g and eg

manifolds are separated by 1.5 eV, in good agreement with
the experimental energy difference (1.35 eV) measured in the
XAS spectrum and attributed to the Fe 3d–O 2p overlap [24].
As we will show in Sec. III B, the introduction of a Hubbard
term U on Fe 3d electrons has a very significant effect on
this splitting. Since CFO operates as a photocathode, a deeper
understanding of the character of the conduction band is
of critical importance. In the following, we will therefore
analyze in detail the physical origin of the energetic splitting
of the t2g − eg states.

The splitting contains contributions from both the
Coulomb repulsion and the hybridization between the
transition-metal d states with the ligand p states, as previously
stated. Following the procedure outlined in Ref. [54], which is
based on the on-site energies of MLWFs derived from varying
Bloch states, it is possible to distinguish between the two
contributions. We focus only on the minority-spin channel,
since it gives rise to the conduction-band states whose crystal-
field splitting can be directly compared with experimental
values. The band structure of the minority-spin channel is
reported in Fig. 3. The different colors of the bands not only
denote the main character of the states, but they also indicate
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FIG. 3. Minority-spin band structure. The different colors rep-
resent the main character of the band, according to the PDOS: O s
(gold), O p (red), Cu d (green), Fe t2g (dark blue), Fe eg (light blue),
and Cu s (black).

the stage at which the states are included in the summation for
the construction of the MLWFs:

|wn,R〉 = V

(2π )3

∫
BZ

dk e−ik·R
N∑

m=1

U (k)
mn |ψn,k〉. (1)

Here, |wn,R〉 denotes the Wannier function characterized by
a unit-cell vector R and a band index n, constructed from
a set of N Bloch states |ψn,k〉 via a unitary transformation
U that mixes the Bloch states at a specific k-point. A more
detailed description is reported in the Supplemental Material
[55], which contains Refs. [56–69].

In the first instance, we construct the MLWFs including in
Eq. (1) first the t2g bands (dark blue in Fig. 3) and then, sepa-
rately, the eg bands (light blue). It should be noted that, while
the group of t2g states is well separated from the other bands,
this is not the case for the eg set, which cross with Cu states at
the �-point. In the latter case, we adopted the disentanglement
procedure introduced by Souza et al. [70] to decouple the
bands. The plot of one representative MLWF among the three
t2g states and one among the eg is reported in Fig. 4(a).

The resulting MLWFs are centered on the Fe atoms and,
while those corresponding to the t2g states assume the shape
of atomiclike orbitals, the tails of the eg states are extended
on the surrounding oxygen atoms. The on-site energies for
each MLWF are indicated as ε(d ) in the scheme in Fig. 5.
The splitting at this stage between the twofold-degenerate eg

states and the threefold-degenerate t2g amounts to 1.55 eV, in
agreement with the difference between the peaks in the PDOS.

In the second step, we construct the set of MLWFs in-
cluding both Fe d (dark and light blue in Fig. 3) and O p
(red) states in the summation. We applied again the disen-
tanglement procedure to treat the crossing between the red
and green bands around the � and Z points. The MLWFs
centered on the Fe ions are decoupled from those centered
on the oxygen atoms, and the contribution due to d − p
hybridization is removed from the on-site energies. The effect
is most notably evident on the eg MLWFs, whose tail on the
surrounding oxygen atoms is significantly reduced, as shown

egt2g

(a)

(b)

(c)

(d)

FIG. 4. Representative MLWFs for the t2g and the eg set inside
the unit cell. In the row (a) the bands with t2g (eg) are included
separately in the summation. We then add in the summation the
Kohn-Sham states with a prevalent O p (b), Cu d (c), and O s
(d) character.

in Fig. 4(b). The corresponding on-site energy, indicated as
ε(d p), is reduced by 1.00 eV, while for the t2g the difference is
only 0.24 eV, indicating the different degrees of hybridization
between the Fe d states with the ligands. Moreover, the ex-
plicit inclusion of the Kohn-Sham states with O p character
in the summation breaks the symmetry of the threefold-
degenerate t2g manifold, with one state lying 16 meV higher
than the other two. This effect is due to the rhombohedral
arrangement of the oxygen atoms around the central iron,
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FIG. 5. On-site energies of the MLWFs corresponding to the
t2g − eg states, obtained including different sets of Kohn-Sham states
in the summation in Eq. (1).
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which differs slightly from the octahedral configuration. In
a rhombohedral environment, the t2g states are split into two
subgroups, one with the a1g representation, which corresponds
to the linear combination |a1g〉 = 1√

3
(|xy〉 + |yz〉 + |zx〉), and

the other with the two-dimensional eg representation, contain-
ing the linear combinations |e1

g〉 = 1√
6
(2|xy〉 − |yz〉 − |zx〉)

and |e2
g〉 = 1√

2
(|yz〉 − |zx〉) [71].

To remove possible hybridization effects associated with
Cu d states, we include them (green bands in Fig. 3) in the
summation and compute the corresponding on-site energies,
ε(d pd ). The on-site energy corresponding to the eg orbitals is
further reduced by 0.55 eV, while only 0.20 eV is removed
from the t2g on-site energy obtained at the previous stage. Yet,
this comparably small change in energy is accompanied by
a change in the shape of the t2g orbitals, which resemble the
rhombohedral a1g and eg orbitals, as shown in Fig. 4(c).

Finally, we include the O s states, depicted in gold in Fig. 3,
in the summation. These lie around 18.5 eV below the Fermi
level. The t2g are unaffected by the inclusion of these states
while a small contribution of 0.19 eV is removed from the eg

on-site energies, indicating that a small Fe eg–O s mixture was
still present in the MLWFs. The difference between the eg and
the t2g on-site energies obtained at this level, ε(d pds), amounts
to 0.26 eV and can be interpreted as the pure electrostatic
contribution to the crystal-field splitting [54]. The remaining
1.29 eV instead can be thought of as a consequence of the
hybridization between the d states and the O p, O s, and Cu p
atomic orbitals. This hybridization effect is more pronounced
in eg, which experiences a larger shift when further states are
added to the summation in Eq. (1).

B. Electronic structure with the PBE + U functional

Although our PBE simulations reproduce some experimen-
tal results, in order to recover the semiconducting character
of CFO we explored the effect of adding a Hubbard U
correction to the exchange correlation functional, which acts
specifically on the d states. The treatment of the strongly
correlated Fe ions in CFO by the Hubbard U approach
is seriously conflicted within the available literature. Even
though the appropriate value of U to apply depends on the
set of pseudopotentials and the adopted projection methods,
and therefore is not necessarily comparable across different
computational approaches, there is a large diversity in the
Hubbard U corrections applied to the Fe3+ ions in CFO
reported in the literature [23,25,26,28]. Values of the effective
Hubbard parameter range from 2.2 to 7.1 eV, and in one case
the Hubbard term is applied also to Cu1+ ions [23]. In this
work, the correction is only applied to Fe ions, which are
the main source of the metallic behavior. Furthermore, it has
previously been shown that the U correction does not improve
the description of the electronic structure of Cu1+ compounds,
where the d shell is completely filled, for instance in the case
of Cu2O [5].

To compute the Hubbard U correction for our computa-
tional setup, we followed the linear-response formulation of
Cococcioni and de Gironcoli [42], adapted to include the
self-consistency procedure introduced by Kulik et al. [72].
In addition, we performed an extra geometry self-consistency
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FIG. 6. Projected density of states at the PBE + U level, com-
puted with the self-consistent value of U .

cycle in order to capture any changes to the U correction
associated with the rehybridization of the orbitals due to
changes in the nuclear coordinates.

The linear-response procedure [55] reveals Uscf to be con-
verged within 50 meV to a value of 4.1 eV. This value is
in line with other DFT+U studies of Fe3+-based oxides, in
which U was not computed via linear-response calculations,
but it was tuned to 4.2 and 4.0 eV in order to obtain the
experimental energy gap [73] and the formation enthalpy [74]
of α − Fe2O3, respectively. A similar value, U = 4.3 eV, has
also been evaluated for α − Fe2O3 following an ab initio
approach based on unrestricted Hartree-Fock theory [75].

The optimized equilibrium lattice constants a and c, in the
hexagonal description, are 3.10 Å (+2.3% with respect to
the experimental value) and 17.32 Å (+1, 3%), respectively,
resulting in a very similar geometry compared to that obtained
with the PBE functional.

The PDOS at the PBE+Uscf level is reported in Fig. 6.
The computed band gap, which is still lower than the experi-
mentally measured value, is 0.80 eV. In addition to underesti-
mating the band gap, we find that the conduction-band states
are also altered by the Hubbard U : the splitting between the
unoccupied Fe t2g and eg states is not preserved when the U
correction is added, and the two manifolds collapse in a single
peak in the PDOS. This outcome is in disagreement with the
experimental XAS measurements, where the two peaks are
easily distinguishable and separated by a gap of 1.35 eV [24].

A similar behavior in CFO has been reported in the sup-
porting information of Ref. [13]. However, this effect is not
peculiar to this compound, but it has been shown that it occurs
when DFT + U is applied to other Fe3+ compounds such as
hematite [76] and BiFeO3 [77]. Interestingly, Cr3+ in CrI3

displays a similar behavior [78].
Determining the origin of this result is important in as-

sessing the application of the DFT+U to CFO, since an
accurate description of the empty conduction-band states is
of paramount importance for understanding the ability to act
as the photocathode. To explain the origin of this failure, we
note that, in a first approximation, neglecting effects due to
charge rearrangement, the Kohn-Sham eigenvalues εσ

kv are
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TABLE I. Occupation numbers of the minority-spin Fe d orbitals
in CFO at the PBE level and projection of the t2g and eg states at the
� point onto the atomic orbitals. The last column represents the shift
produced by the U = 4.1 eV on these states computed using Eq. (2).

dxy dzx dzy dz2 dx2−y2 
εU=4.1
nk (eV)

n↓
I,m 0.197 0.199 0.202 0.376 0.376∣∣〈φI

m

∣∣ψ↓
� t1

2g

〉∣∣2
0.279 0.522 0.003 0.002 0.181 +1.08

∣∣〈φI
m

∣∣ψ↓
� t2

2g

〉∣∣2
0.300 0.103 0.505 0.078 0.000 +1.16

∣∣〈φI
m

∣∣ψ↓
� t3

2g

〉∣∣2
0.266 0.213 0.325 0.008 0.004 +1.00

∣∣〈φI
m

∣∣ψ↓
� e1

g

〉∣∣2
0.035 0.047 0.008 0.003 0.501 +0.37

∣∣〈φI
m

∣∣ψ↓
� e2

g

〉∣∣2
0.003 0.001 0.032 0.555 0.005 +0.33

rigidly shifted by the Hubbard U according to the following
equation [55]:

εσ DFT+U
kv = εσ DFT

kv + 〈
ψσ

kv

∣∣VU

∣∣ψσ
kv

〉

= εσ DFT
kv + U

∑
I,m

(
1

2
− nI,σ

m

)
∣
∣
〈
φI

m

∣∣ψσ
kv

〉∣
∣

2
.

(2)

The value of the shift depends on the occupation numbers
nI

m,σ of the corresponding d orbitals and on the projection
of the Kohn-Sham states onto the atomic Fe d orbitals. The
occupation numbers nI

m,σ in the minority-spin channel of the
d states of Fe obtained with the PBE functional are reported
in the first row of Table I.

On the basis of the Fe3+ oxidation state and the high-spin
character, it could be naively expected that the occupation
numbers nI

m,σ would be zero. However, the occupation num-
bers can assume values greater than 0 due to hybridization and
projection effects. It has been shown that when a transition
metal and a ligand form a covalent bond, if only the bonding
state is occupied, a projection procedure onto the d orbitals
could give rise to occupation numbers greater than 0, whose
origin resides only in the orbital mixing [51]. As already
pointed out, the dz2 and dx2−y2 orbitals hybridize with the p
orbitals of the ligands, forming σ bonding and antibonding
combinations, and the projection of the occupied bonding
Kohn-Sham states with a prevalent O character, but a smaller
Fe contribution, onto the atomic dz2 and dx2−y2 orbitals gives
rise to nonzero occupation numbers. The atomic dxy, dzx,
and dzy orbitals are not formally hybridized with the oxygen
orbitals in a pure tight-binding picture. However, the tail of
the atomic projectors can give rise to spurious interactions that
could enhance the value of the occupation number. The results
of DFT + U calculations depend considerably on the choice
of the local projector. The atomic orbitals used in atomiclike
projectors have in general a large effective radius, and there-
fore a larger number of electrons can be accommodated in
the d shell [79]. We have shown with the MLWFs analysis
that a small hybridization contribution, 0.44 eV, is present
in the on-site energies of the t2g states, much smaller than
the one in eg states, 1.73 eV. This different hybridization is
reflected in the occupations of dz2 and dx2−y2 , which are larger
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FIG. 7. Projected density of states onto the Fe t2g (red line) and
eg (green line) d states for different values of the applied Hubbard U .
The green dots represent the experimental data of Fe Lα edge x-ray
emission spectrum, taken from Ref. [23].

than those of the other three d orbitals, and, consequently, the
corresponding factor ( 1

2 − nI,σ
m ) in Eq. (2) will be smaller.

Moreover, we report in the lower part of Table I the projec-
tion of the t2g and eg Kohn-Sham states at the � point onto the
five d orbitals. The sum of the projections of the t2g states is
close to unity, while it is around 0.6 for eg, indicating that there
is a larger Fe character in the former, as evident also from the
PDOS in Fig. 2. The correction on the eigenvalues at the �

point, computed using Eq. (2) with the self-consistent value
of U = 4.1 eV, is reported in the last column of Table I. The
combination between the different occupation numbers and
atomic projections makes the shifts on the t2g states three times
bigger than those applied to the eg with the effect of pushing
the former toward the latter and closing the gap between the
two manifolds.

The shifts reported in Table I are computed using Eq. (2),
in which the PBE wave functions are assumed to be fixed and
the potential due to the Hubbard U is applied in a perturbative
way. These results are consistent with the eigenvalues reported
at the first iteration of the self-consistent cycle, when U is
switched on. However, the wave functions are continuously
updated during the self-consistent cycle, causing modifica-
tions also in the Kohn-Sham potential, and the difference
between the corrections applied to the t2g and the eg states at
the end of the cycle is even bigger than the prediction made
with Eq. (2), with the consequence of further reducing the gap.

In Fig. 7, we compare the PDOS on the Fe atomic orbitals
for three different values of U with the experimental Fe Lα

x-ray emission spectrum. The occupied majority-spin states
shift rigidly with U toward lower energies as expected by the
fact that their occupation number is close to 1. A comparison
with the experimental data reveals that the position of the
occupied Fe d state is well reproduced for small values of
the Hubbard U , while they are pushed toward lower energies
when the self-consistent value is employed. The unoccupied
minority-spin t2g states are shifted linearly with U toward the
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FIG. 8. On-site energies of the MLWFs corresponding to the t2g

and eg states for three different values of the Hubbard U .

eg states, which are almost unaltered. The two manifolds start
overlapping for U = 2 eV and they collapse into a single peak
when the self-consistent value of U (4.1 eV) is applied.

As pointed out above, the magnitude of the shift experi-
enced by the t2g and eg states when U is applied depends on the
different degrees of hybridization that those states have with
the orbitals of the surrounding atoms. To investigate the effect
of U on the hybridization of Fe d with the other orbitals, we
analyzed MLWFs constructed from different DFT + U wave
functions and eigenvalues. More explicitly, for each value of
U considered, we built MLWFs including in the first instance
only the t2g and eg states, and then including the O p, Cu d ,
and O s states within the summation [see Eq. (1)]. We noted
in Sec. III A that the difference between the on-site energies
of the MLWFs ε (d ) − ε (d pds) can be interpreted as a working
definition of hybridization effects on a particular orbital.

We plot schematically the on-site energies of the MLWFs
for three different values of U in Fig. 8. The on-site energy,
ε (d ), of the MLWFs relative to the t2g states gets closer to
the eg state as U increases, reflecting the collapse of the two
manifolds in the PDOS in Fig. 7.

The spurious effect that the introduction of the Hubbard
correction has on the two manifolds becomes clear once
we decompose the crystal-field splitting in electrostatic and
hybridization effects. The difference between the on-site en-
ergies ε (d ) and ε (d pds) of the MLWF corresponding to the
eg states changes from 1.74 eV for U = 0 eV to 1.57 eV
for U = 4 eV, indicating that the impact of U in reducing
the hybridization is fairly small, −0.2 eV. Similarly, for the
t2g states the change in hybridization due to U modifies the
difference between ε (d ) and ε (d pds) from 0.43 to 0.30 eV.

When we set U = 2 eV, the on-site energy ε (d pds) of the
eg states becomes smaller than that of the t2g, and this effect
is further amplified for U = 4 eV, in which the eg states lie
0.8 eV lower than the t2g. The reverse ordering of these states
would correspond to an unphysical negative electrostatic
crystal-field splitting, in contrast with the pure electrostatic
picture [53]. This inversion suggests that the interpretation of
the difference between the on-site energies as a measure of
electrostatic effects is only valid as long as the states are not

altered by the introduction of the U correction. The incorrect
description of the t2g and eg states at the DFT + U level
affects the on-site energies ε (d ) of the MWLFs. These bad
starting energies lead to the spurious negative electrostatic
crystal-field splitting when hybridization effects, which are
weakly dependent on U , are gradually removed passing from
ε (d ) to ε (d pds).

Another spurious effect that arises due to the presence
of the Hubbard correction relates to the splitting of the t2g

states into the a1g and eg subgroups due to the rhombohedral
arrangement of atoms. This separation is emphasized with in-
creasing values of U , for example it is most strongly amplified
in the case of U = 4 eV, where it is equal to 0.25 eV.

Overall, some aspects of the electronic structure of bulk
CFO improve when a Hubbard U term is applied to Fe 3d
states. In particular, this approach recovers the semicon-
ducting character of the material, which is fundamental for
PEC applications. Even though the gap is underestimated,
the conduction band is correctly predicted to have Fe 3d
character, and the valence band is mostly Cu 3d , in agreement
with photoemission experiments [23,24]. The drawback in
this approach resides in the fact that the splitting of the
Fe 3d t2g − eg levels in the conduction band disappears using
the self-consistent value of U . It is worthwhile to note that
potential solutions to this issue have already been proposed,
based either on a separate treatment of the t2g and eg electrons
in DFT + U [80], or using a suborbital dependent U [81].
Alternatively, the application of an intrasite correction V [82]
could favor the decoupling of the eg states from the O p
orbitals, favoring the shift applied by U . However, if the total
energies are properly corrected, PBE + U has proved to be
a good starting point in describing the formation energies of
CFO and other compound Cu-Fe based compounds [30].

C. Hybrid and meta-GGA functionals

An alternative approach to address the shortcomings of
the PBE functional in reproducing the semiconducting char-
acter of CFO is to include a fraction of exact Hartree-Fock
exchange within the exchange-correlation functional. To this
end, we employ the hybrid functionals PBE0 and HSE, on
top of the PBE and PBE + U optimized geometry, tuning the
fraction α of the exact exchange to reproduce several experi-
mental quantities related to the electronic structure of CFO,
in particular the band gap, the crystal-field splitting of the
unoccupied Fe 3d states, and the position of the Fe 3d states
in the occupied states. The choice of the starting geometry
does not affect the electronic structure significantly, and in the
following we report only the electronic structures obtained on
top of the PBE + U geometry.

The PDOS for three selected values of the fraction α is
reported in Fig. 9. The two functionals provide an equivalent
description of the occupied states when the same fraction of
exact exchange is applied. A small fraction of exact exchange,
around 0.15, is required to describe correctly the position of
the occupied Fe d states, compared with the experimental Lα

edge emission spectrum, as indicated by the dashed lines in
Fig. 9. The Fe manifold shifts linearly toward lower energies
for increasing α, while the Cu and the O manifolds are only
slightly affected and their position is almost constant.
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(b). The blue dashed line represents the experimental data of Fe Lα edge x-ray emission spectrum, taken from Ref. [23].

The linear shift is applied also to the empty states which
move rigidly toward higher energies for increasing α. The t2g

and eg manifolds are well separated for all values of α, and
the crystal-field splitting, computed via a weighted average
on the PDOS, is plotted in the lower panel of Fig. 10. In the
range of α considered, the crystal-field splitting lies within
±0.1 eV of the experimental value, without any indication of
the collapse toward a single peak observed at the PBE + Uscf

level of theory.
In the upper panel of Fig. 10, we report the value of the

band gap, comparing it with the optical band gap of 1.43 eV
[13]. It should be noted that this comparison is not formally
justified, since the optical band gap is renormalized by exci-
tonic effects. Yet, in the absence of an experimental value for
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FIG. 10. Band gap (upper panel) and crystal-field splitting (lower
panel) in CFO, computed with hybrid functionals using a variable
fraction of exact exchange.

the true quasiparticle gap, the optical gap can serve as a rough
benchmark. The PBE0 functional predicts a higher band gap
than the HSE at the same α, an effect that has been previously
observed for Cu2O [5]. When the standard fraction of exact
exchange, 0.25, is employed, the band gap is overestimated by
both functionals, indicating that a lower fraction is required
to reproduce the optical value. Specifically, HSE requires a
fraction of 0.20 to reproduce the experimental optical gap,
while a value of α = 0.14 is obtained by interpolating the
PBE0 data. In both cases, the crystal-field splitting lies within
0.03 eV from the experimental value, while the occupied
Fe d states are better reproduced with a low fraction of exact
exchange, and so, in this sense, the PBE0 functional may be
preferable.

There are solid theoretical foundations for which an op-
timal value for α is given by the reciprocal of the static
dielectric constant α = 1/ε∞ [83,84]. We computed ε∞ =
1
3 Tr[ε], where ε is the dielectric tensor, computed at the
PBE + U level within density functional perturbation theory
[85], and we obtained α = 0.11. Therefore, it is not surprising
that the fraction of exact exchange that provides a band gap in
excellent agreement with the experiments is α = 0.14, very
close to the estimate obtained from α = 1/ε∞.

Finally, we investigated the structural and electronic prop-
erties of CFO using the meta-GGA functional SCAN [38],
which was recently shown to provide accurate results for
geometries and energies of a vast class of materials [86]. The
SCAN lattice constant a = 3.02 and c = 17.24 Å are closer
to their experimental counterparts than those computed at the
PBE and the PBE+U level, with an error of −1% for a and
+0.88% for c. The PDOS computed at the equilibrium geom-
etry is reported in Fig. 11. While the crystal-field splitting is
captured correctly, we obtained a band gap of 0.56 eV. This
is a clear improvement over the metallic PBE solution, but
is still significantly smaller than the 1.43 eV experimental
gap.
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IV. CONCLUSIONS

In summary, we performed a characterization of the elec-
tronic structure of CFO using the DFT formalism, and we pre-
sented the pros and cons of the adopted exchange-correlation
functionals. First, we have verified the well-known failure of
PBE in reproducing the semiconducting character of CFO,
whereas the peak of the occupied d states and the crystal-field
splitting between the lowest conduction bands with the Fe d
character are correctly described. In particular, we analyzed
the origin of the crystal-field splitting and we separated the
dominant hybridization contribution from the pure electro-

static one, computing the on-site energies of different sets of
MLWFs.

We added the Hubbard U correction in the exchange-
correlation functional, computing the self-consistent value
using the linear-response approach, in order to remove any
arbitrariness in the choice of the parameter. This term acts
specifically on Fe d states, giving a penalty to delocalized
states and favoring the opening of a gap in the band structure.
However, the t2g and eg states behave differently when the
correction is applied, due to the different hybridization that
those states have with the surrounding oxygen orbitals, and
they collapse in a single peak in the PDOS. This represents
one of the drawbacks of the DFT + U approach in describ-
ing the electronic structure of CFO, in conjunction with the
underestimation of the energy gap.

Finally, we employed the PBE0 and the HSE hybrid func-
tional and we tuned the fraction of exact exchange in a range
that goes from 0.1 to 0.3. We found that the HSE functional
reproduces the experimental band gap when α = 0.2, while a
lower fraction, 0.14, is required for PBE0. This last value is
formally justified by a comparison with the optimal fraction
of exact exchange, which corresponds to the reciprocal of the
dielectric constant.
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