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Landscape of coexisting excitonic states in the insulating single-layer cuprates and nickelates
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We present an ab initio study of the excitonic states of a prototypical high-temperature superconductor
La,CuQ, and compare them to the isostructural single-layer nickelate La,NiO,. A key difference in the low-
energy electronic structure leads to very different excitonic behavior. Excitons in La,CuQ, are delocalized and
can freely move in the CuO, plane without disturbing the antiferromagnetic order. In contrast, in La,NiOy4, we
find the low-lying excitonic states to be extremely localized, producing a nearly flat dispersion. The theoretically
obtained excitonic dispersion and behavior are in excellent agreement with RIXS observations. To classify the
excitons, we project the electron-hole coupling onto each atomic site including the full manifold of atomic
orbitals. We find the excitons to be composed of a linear combination of exciton classes, including Mott-Hubbard,
d-d, and charge-transfer. The implication of these excitations to the high-7, pairing mechanism is also discussed.

DOLI: 10.1103/PhysRevB.101.155135

I. INTRODUCTION

A long-standing problem in the phenomenology of
strongly correlated transition-metal oxides (TMO) is the na-
ture of the insulator-metal transition and its close connection
to the character of the electronic band gap. The parent insu-
lating phase typically falls into one of two categories: Mott or
charge-transfer. In Mott insulators, the band gap is formed by
the upper and lower Hubbard bands, since the on-site potential
U is less than the charge-transfer energy characterized by the
ligand oxygen 2p levels. In contrast, the electronic gap in a
charge transfer insulator is formed by oxygen 2p states and
the upper Hubbard band. Physically, these two cases give rise
to very different scenarios upon carrier doping; one where the
carrier sits on the transition-metal atom or the other where it
sites on the oxygen sites.

The classification of the gap alone, however, does not dic-
tate the overall nature of doped state. For example, La,CuQOy4
(LCO) and La;NiO4 (LNO) are isostructural Ruddlesden-
Popper transition-metal perovskites generally regarded as
charge-transfer insulators, but they exhibit wildly different
properties. LCO is a prototypical high-temperature supercon-
ductor with active itinerant carriers setting in around x ~
0.05 [1], while no superconductivity has been reported in
LNO with metallic behavior arising near x ~ 0.8 [2]. The
relationship between these two materials is made even more
intriguing by the recent discovery of superconductivity in the
infinite-layer nickelate [3].

To capture the nature of the occupied and unoccupied
states, recent advances in high resolution resonant inelastic
x-ray scattering (RIXS) provide a window into the energy
and dispersion of elementary electronic excitations. Therefore
it provides a means to confront the low-energy elementary
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electronic excitations with theoretical predictions of elec-
tronic structure and dynamics. Of particular interest, RIXS
measurements reveal opposing behaviors in the electronic
excitation spectrum of LCO and LNO. In LCO, low-energy
excitonic bound states are found to be highly mobile dis-
playing a parabolic energy dispersion from Brillouin zone
center to zone edge [4,5]. However, LNO exhibits completely
localized electron-hole pairs, showing no energy dispersion as
a function of momentum [4].

An accurate first-principles treatment of the ground-state
electronic and magnetic structure of correlated materials is
a fundamental challenge, and predicting emergent excited
states further increases the complexity. The complete failure
of the local density and generalized gradient approximations
within the Hohenberg-Kohn-Sham [6,7] density functional
theory (DFT) in La,CuQO,4 ushered in the common belief that
the density functional theory framework was fundamentally
limited. Out of this void, many “beyond” DFT treatments,
such as DFT+U [8-11], quasiparticle GW [12], and various
dynamical mean-field theory (DMFT) based schemes [13—15]
were constructed to rationalize the low-energy spectra of
La;CuO, and many other correlated materials. However, these
methodologies introduce external parameters, such as the
on-site Hubbard U, to tune the correlation strength, which
fundamentally limit the predictive power.

The theoretical investigation of excitons in strongly corre-
lated matter has a long history starting around the time of BCS
theory. Questions regarding exciton condensation [16-22],
propagation [23,24], electron-hole pairing pathways [25-30],
and their possible link to the mechanism of high-termperature
superconductivity [19,31-35] have been pursued. In particu-
lar, several calculations have been put forth classifying the
excitons as charge-transfer, where the electron and hole sit
on neighboring Cu and O sites, along with justifying their
dispersive nature in La,CuOy4 [25,26,28]. Additionally, Mott
and d—d excitons, where electron and holes originate from
the Cu-d,>_,» bands and the d,»_y>/d> orbitals, respectively,
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have also been suggested [20]. However, a detailed char-
acterization of the dispersion and nature of the excitons—
Mott versus d-d versus charge-transfer—in the real materials
requires approaches that are not restricted to simple bases-sets
and limiting cases.

Recent progress in constructing advanced density-
functionals presents a new path forward in addressing
the electronic structures of correlated materials at
the first-principles level. In particular, the strongly
constrained and appropriately normed (SCAN) meta-GGA
exchange-correlation functional [36], has been used to
accurately predict many key properties of the undoped and
doped La,CuQO4 and YBa;Cu3O¢ [37-39]. In Lap;CuQy,
SCAN correctly captures the magnetic moment in magnitude
and orientation, the magnetic exchange coupling parameter,
and the magnetic form factor along with the electronic band
gap, all in accord with the corresponding experimental values.
Recently, by treating the charge, spin, and lattice degrees of
freedom on the same footing in a fully self-consistent manner
the SCAN functional stabilizes 26 competing uniform and
stripe phases in near-optimally doped YBa,Cu3;O; without
invoking any free parameters [39]. These results indicate that
SCAN correctly captures many key features of the electronic
and magnetic structures of the cuprates and thus provides a
next-generation standard for investigating missing correlation
effects [40]. We note that the transferability of SCAN to the
wider class of transition-metal oxides has been demonstrated
in Refs. [41,42].

In this article, we show that the excitonic dispersion
in LayCuO4 and La;NiOs can be captured within the
DFT framework. Our first-principles, parameter-free mag-
netic ground state reproduces the key experimentally observed
excitonic properties of La,CuO, and La;NiOy4. By projecting
the electron-hole coupling matrix on to atomic-sites using the
full manifold of atomic orbitals, we find the excitons to be
composed of a linear combination of states, including Mott-
Hubbard, d-d, and charge-transfer. Furthermore, we comment
on the role these excitations may play in the superconducting
pairing mechanism.

II. COMPUTATIONAL METHODOLOGY

Ab initio calculations were carried out by using the pseu-
dopotential projector-augmented wave (PAW) method [43]
implemented in the Vienna ab initio simulation package
(VASP) [44,45] with an energy cutoff of 500 eV for the
plane-wave basis set. The GW PAW potentials released with
VASP.5.4 were used. Exchange-correlation effects were treated
using the SCAN meta-GGA scheme [36]. A9 x 9 x 1 I'-
centered k-point mesh was used to sample the Brillouin zone.
For La,CuQO4 and La,;NiO4, we used the low-temperature
orthorhombic (LTO) and low-temperature tetragonal (LTT)
crystal structure of Bmab and P4,/ncm symmetry, respec-
tively, in accord with the experimentally observed structures
[46,47]. All sites in the unit cell along with the unit cell
dimensions were relaxed using a conjugate gradient algo-
rithm to minimize energy with an atomic force tolerance
of 0.008 eV/A. A total energy tolerance of 10~°eV was
used to determine the self-consistent charge density. The
theoretically obtained structural parameters are in good ac-

cord with the corresponding experimental results. As shown
in Fig. 1(c), the LTO structure can be viewed as being a
V2 x +/2 body-centered-tetragonal superlattice of 14/mmm
symmetry in which @’ ~ b’ &~ /2a; the CuOg octahedra are
rotated along the (110) and (110) directions in alternate layers.
The LTT structure [Fig. 1(d)] is similar to the LTO structure,
except @’ = b = +/2a and the NiOg octahedra are rotated
along the (100) and (010) directions in alternate layers.

The response functions and exciton eigenvalue calculations
were carried out using the screened interaction W and Bethe-
Salpeter equation (BSE) as implemented in VASP. Following
Liu et al., we adopted the single-shot W; variant of the fully
self-consistent screened interaction commonly employed in
the GW approximation due to its reasonable computational
performance, while maintaining robust results [48]. For the
calculation of the response functions at the W, level, 125
frequency points and 600 virtual orbitals were used with an
energy cutoff equal to half of the plane-wave cutoff. Ergénenc
et al. [49] demonstrated by a systematic analysis of the
convergence of GoW, results for a representative dataset of
3d, 4d, and 5d TMO perovskites that 600 virtual orbitals are
sufficient to obtain well converged results.

Since we wish to obtain excitons of zero and finite center-
of-mass momentum Q, the BSE was solved beyond the
Tamm-Dancoff approximation (TDA), including resonant-
antiresonant coupling,
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where Q5Q is the S excitonic energy with center-of-mass
momentum Q and Af’cg (Bi’cg) is the resonant (antiresonant)
electron-hole coupling coefficient. Moreover, W, was used as
a starting point for the construction of the screening properties
in the interaction kernel Kk v ¢k A

SCAN is constructed within the generalized Kohn-Sham
(gKS) scheme [50] where the exchange-correlation potential
is formally constructed to be orbital dependent and thus is
“nonmultiplicative,” in contrast to the “multiplicative” poten-
tials constructed within the LDA and GGA KS approaches. As
a consequence, the gKS band gap is equal to the fundamental
band gap in the solid, which is defined as the ground-state
energy difference between systems with different numbers of
electrons [51]. In line with this result, recent SCAN-based
studies obtain band gaps in the high-temperature cuprates
and 3d transition-metal perovskite oxides in accord with
experimental observations [37,38,40,52]. This enables us to
avoid the GW quasiparticle corrections and use directly the

'Tt has also been shown that for finite-momentum the TDA breaks
down for nanoscale systems [73—75] and to deviate from experiments
in silicon [56].
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FIG. 1. [(a) and (b)] Electronic band structures (blue lines) along the high-symmetry lines in the Brillouin zone for La,CuO, and
La;NiOy in the AFM phase. Contribution of d2_,2, d.2, and d,, orbitals are highlighted with red, green, and purple dots, respectively.
For the corresponding oxygen contributions in LCO see Ref. [37]. The sizes of the dots are proportional to the fractional weights of
orbital species. A schematic diagram of the AFM and reference tetragonal Brillouin zones with the path followed in presenting the band
structures is shown on the right. (c) and (d) Theoretically predicted AFM state of La,CuO, and La;NiO, in the LTO and LTT crystal
structure, respectively. The related AFM structure is highlighted by coloring the octahedra in La,CuO, blue (pink) and in La,NiO, silver

(brown) for spin up (down). The in-plane oxygen atoms have no net magnetic moment for either compound. The black lines mark the

unit cell.

generalized Kohn-Sham band energies as the eigenvalues of
the electrons (Eck+q) and holes (E,k ) in the BSE Hamiltonian,
where only seven conduction and seven valence bands were
considered.

III. GROUND STATE ELECTRONIC AND
MAGNETIC STRUCTURE

Figure 1(a) and 1(c) show the electronic band structure
(blue lines) and crystal structure of La,CuQy in the LTO phase
for the antiferromagnetic (AFM) phase. The site-resolved
atomic projections for d,>_,» (red dots), d.> (green dots), and
dy, (violet dots) are overlaid. Since the copper atoms have
an oxidation state of 27, only the dxz_yz is half-filed. Due to
an intermediate electron-electron interaction (U ~ 4.846¢V)
[37], a moment of 0.487 up is produced in the d,>_,» orbital,
with very little contribution from the rest of the d manifold
of states.> As a result of the AFM order, a 1.0 eV band gap
is formed in the d,»_y» dominated band, with concomitant
splitting around —7eV. For more details and a thorough

2Since we use a 2D k-point mesh to sample the brillouin zone the
copper magnetic moment is slightly reduced compared to the results
obtained with SCAN in Ref. [37].

study of the ground-state magnetic and electronic structure
of La,CuO,4 employing the SCAN functional please refer to
Refs. [37,38].

The magnetic and electronic structure La,NiO4 [Fig. 1(b)
and(d)] is similar to that of La,CuQy, except for a few key
points. An antiferromagnetic order is stabilized on the Ni
atomic sites with a magnetic moment of 1.516 . Breaking
the magnetic moments into their orbital components we find
the Ni d2_y2, dp2, and 1), have a moment of 0.7070 g,
0.7749 up, and 0.0364 up, respectively. The apical oxygen
atoms exhibit a 0.054 ;g moment collinear to the nickel atom
at the center of the octahedron. The in-plane oxygen sites
are polarized, but display no net moment. The shading of the
octahedra in Fig. 1(c) follows the (7, 7) AFM ordering.

The AFM phase opens a 1.64 eV electronic band gap.’
The band gap develops in the half-filled d,>_,» and d,> domi-
nated bands by splitting the up- and down-spin antibonding
level. A “mirrored” splitting occurs around —6.5eV in the
bonding band, which breaks its spin degeneracy. The splitting
at —6.5eV occurs along the I'-M-T" cut in the Brillouin

3Similar to Ref. [76], we also found the high-temperature tetragonal
crystal structure to produce a metal, due to d,2_y» and d orbital
overlap.
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FIG. 2. [(a) and (c)] excitonic dispersion (blue dots and lines) along the high-symmetry lines in the Brillouin zone of momentum transfer
for La,CuQO4 and La,NiO, in the AFM phase. (b) and (d) The contribution of each momenta k in first Brillouin zone to the energetically lowest

exciton at each high-symmetry Q-point. See text for details.

zone producing a gap of 0.5 eV. Interestingly, the electronic
spectrum is not fully gaped out due to the presence metallic
bands along I'-I" primarily of strong O py + p, character.
Using the scheme presented in Ref. [37] the on-site Hubbard
potental on the d,>_,» and d orbitals is estimated to be 4.752
and 5.481 eV, respectively, along with a Hund’s coupling of
0.519 eV.

Since we are mainly interested in examining the excitonic
behavior of La,CuQO,4 and La,NiO4, we concentrate our com-
parison of electronic structure to the states at the valence
and conduction band edges. In LCO, the valence band is
composed of d,>_,» and d character bands. The relatively
narrow d,. bands are spread throughout the Brillouin zone,
except for significant hybridization with d,>_,» around M
and a pure d,»_,> rising band along I'-I". The presence of
dp character states at the valence edge is driven by Hund’s
coupling (Jy ~ 1.248eV) present on the copper sites [37].
The conduction band is highly dispersive and is composed of
pure d,>_,» orbital character. In contrast, the valence in LNO
is comprised of narrow intertwining d,>_,» and d,, character
bands. The d,>_,» and d,, states do not appear to hybridize
with one another, suggesting the valence is an even mixture of
both orbitals. The conduction band is essentially completely
flat and of pure d. character, forcing any electron carriers to
be extremely localized with a divergent effective mass. The
offset in energy between d\>_,» and d,> bands is driven by the
tetragonal splitting of the e, levels and the presence of the d,,
band is facilitated by Hund’s coupling. We further emphasize
that, due to the sizable d> and d,, contribution to the valence
states in LCO and LNO, respectively, the conventional one-
band model of the cuprates is of limited reach [53], as is
the classification of the cuprates and nickelates within the
Zaanen-Sawatzky-Allen [54] scheme.

IV. EXCITONIC PROPERTIES

Figure 2(a) and 2(c) shows the energy dispersion of the
first 100 excitonic states* along the high symmetry directions
in the first Brillouin zone of La,CuOy4 and La,;NiOy, respec-
tively. For LCO, there is a finite splitting between the lowest
mode and the doubly degenerate pair of excitons 100 meV
higher in energy at I". These three excitons are quite dispersive
throughout the Brillouin zone and are separated in energy
from the rest of the bands sitting at 0.7 eV and above. Along
the ['-X path, the three lowest energy states follow a parabolic
line shape in agreement with reported RIXS observations
[4,5]. At the X point, the bands are separated by 20 meV,
but continuing along the X-M path, the bands become nearly
degenerate at M.> Finally, the states are again split along M-T".
Overall, the excitons in LCO appear to be quite mobile despite
the background AFM order.

In LNO the excitonic states display very different behavior.
Figure 2(c) shows a series of nearly flat bands, similar to
atomic levels, with more dispersive bands staring at 1.5 eV.
Each set of flat bands is triply degenerate, in contrast to the
finite splitting found in LCO. The flat, nondispersive nature
of the excitonic states is in good accord with RIXS experi-
ments [4]. The origin of flat bands is a direct consequence

“We note the excitonic states analyzed in this work are not neces-
sarily optically bright, but can be visible through the indirect RIXS
scattering process.

3The splitting between the excitonic modes follows the two band
model proposed in Refs. [26,27], where the next-nearest neighbor
hopping parameter (¢) is proportional to the splitting as SE ~
2t' cos(Q). Comparing to the splitting at I', ¥ ~ 36.5meV, which
is very similar to tight-binding parametrizations giving 40 meV [77].
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of the extremely localized d band at the conduction edge
of the ground-state electronic structure, where the divergent
effective mass of the electron effectively pins the exciton
[55].

To elucidate the band features and gain more insight into
the localization of these lowest energy electron-hole pairs, we
break down each exciton state into its component transitions.
That is, the exciton wave function can be written as a linear
combination of electron-hole pairs

159 =" 2372 |cvokQ) 2)

kcvo

where S indexes the excitonic state, v (c¢) index the occupied
(unoccupied) bands, o is the spin of the electron population,
k (Q) is the (center-of-mass) crystal momentum in the first
Brillouin zone, and fokQ electron-hole amplitude, or equiv-
alently an eigenvector of the excitonic Hamiltonian defined
in Ref. [56], which combines both resonant and antiresonant
components of the supervector (A5, BS).

Figure 2(b) and 2(d) show the contribution of each mo-
menta K in first Brillouin zone to the energetically lowest exci-
ton at each high- symmetry Q point. The size and color of each
dot goes as >_ . 1Z59.|?, where the contribution of each band
(valence and conduction) and electron spin is integrated out.
In LCO [Fig. 2(b)], the dominant crystal momentum of lowest
energy exciton is centered on (7, ) for Q = (0, 0). For Q =
(mr, 0), the momentum of the electron and hole is centered
on (7 /9, ) with a slightly decreased spread as compared
to Q = (0, 0). Moreover when Q = (i, ), the momentum
distribution of the electron-hole pairs is significantly spread
out from the (0,0) center. Overall the excitons in LCO are
tightly localized in k space, implying they are delocalized in
real space on the order of charge-transfer or Wannier excitons.
Therefore they are quite mobile in the CuO,; layer, consistent
with their dispersion. The momentum distribution of exciton
two and three are virtually identical to the lowest energy
exciton.

In contrast, the momentum distribution associated with the
lowest energy exciton in LNO [Fig. 2(d)] is more uniformly
spread throughout the Brillouin zone, admitting only slight
peaks at (7w /4,7 /4), (7,7 /3), and (/3,7 /3) for Q at T,
X, and M, respectively. The momentum distribution can be
thought of as two distributions superimposed: one a uniform
background driven by the flat d,» conduction band and another
with slight inhomogeneities from the narrow valence bands.
Due to the dominance of the uniform momentum distribution,
these excitons are very localized in real space and effectively
immobile, reflecting their dispersion.

Important to classifying excitons, and the phenomenology
of a strongly correlated electron system in general, is to ask
on which atomic sites the electrons and holes sit within the
material system. To address this question, we project Z Cvk onto
each atomic site including the full manifold of atomic orbitals
corresponding to the particular atomic species. To project
Z59., we define the change-of-basis transformation P between
band space and the atomic-site-orbital space by writing the
Kohn-Sham wave functions as a linear combination of a set of

TABLE I. Dominant electron-hole pairing channels in La,CuOy4
and La;NiO,. Inter- and intralayer pairing configuration are found
for each exciton type.

L32CUO4
Sublattice Hole Electron Type
A-A (B-B) Cud. Cudpa_p d-d
A-B Cudoa_p Cudya_p Mott-Hubbard
- O pi + py Cudo_p charge transfer
A-A (B-B) O, p. Cudpa_p charge transfer
- Cudp O pc+py charge transfer
LazNiO4
Sublattice Hole Electron Type
A-A (B-B) Nid,, Nid> d-d
A-B Nido_p Nid> d-d
- O pi + py Nid. charge transfer
A-B Nid,, O, px + py charge transfer
A-A (B-B) Ni d,, O, p. charge transfer
A-A (B-B) Nida_p O; p. + py charge transfer
A-B Nido_p O, p; charge transfer

projected localized orbitals [57]

(Be) = Y [Vl b ) = D PRI YE), 3

lm tlm

where T indexes the site, /m specify the real spherical har-
monic Y;,,, and Pf[};{ is the transformation between bases. Fur-
ther details of the local projections are given in the Appendix.
Substituting into Eq. (2),

|SQ Z <Z ngkQPZ:;lanaP*,}(zf') |Ylm> |Yl’m ) ’ (4)

lm \Kcvo

o'l
we arrive at the electron-hole amplitude in the atomic-site-
orbital basis,

tlm

SGQ SoQ pk+Qco pxkvo
tlmrl’ ! z :Zwk P Ptl’ /o (5)
kcvo

Since we only find one active orbital per atomic site, we
further simplify the discussion by integrated out the spin and
orbital degrees of freedom, Cf?, Table I gives the relevant
electron-hole pairing pathways with their corresponding or-
bital character.

Figure 3(a) shows a heat map of |CTS$,: 0|2 for the lowest
energy exciton in La,CuQy4, where the horizontal and vertical
axes are the atomic sites of the holes and electrons, respec-
tively. Here and thereafter, we will distinguish the in-plane
oxygen atoms from the apical oxygen atoms as O and O,
respectively. Firstly, we notice there is a clear asymmetry
about the diagonal, indicating a difference in localization of
the electron and hole. For example, the hole has a higher
probability of sitting on the various apical oxygen sites as
compared to the electron which displays relatively negligible
weight on those atoms. Overall, the copper-copper sector
exhibits the largest amplitude, with lesser weight on the in-
plane and apical oxygen atoms. Within the copper-copper
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FIG. 3. Heat map of the atomic-site projected electron-hole cou-
pling amplitude, |C f o |2, for the lowest energy exciton in La,CuQO,
and La,;NiOy. The positions of the various atoms in the unit cell are
given in Table II.

sector, the highest probability for exciton formation is along
the diagonal. That is, the electrons and holes tend to coexist
on the same copper atomic site. The next highly weighted
pairing arrangement comes between copper atoms with the
same magnetic polarization, but on different CuO, layers,
suggesting the existence of interlayer d-d excitons in LCO.
Lastly, excitons may form between copper atoms of differing
magnetic polarization giving rise to Mott-Hubbard excitons.
The nonzero weight in the Cu-O and Cu-O, sectors is due to
the strong hybridization between copper and oxygen within
the CuO, plane and generate charge-transfer electron-hole
pairs.

Figure 3(b) shows the same as (a) except for La;NiOy.
In this case, the weight in all sectors is reduced or close
to zero except for the Ni-Ni, Ni-O, and O,-Ni matrix el-
ements, indicating the enhanced localization in LNO. The
Ni-Ni zone is the highest weighted, displaying a clear two
toned ““checkerboard” pattern. Similar to LCO, electron-hole
pairing between A-A and B-B magnetic sublattices is highly
favored, whereas exciton formation within the NiO;, plane
between A and B sublattices is weak. Moreover, inter-layer
and intra-layer excitons are found to be equally probable. Due
to the orbital structure at the valence band edge, LNO does not
exhibit any Mott-Hubbard type excitons. This difference is the
result of tetragonal distortion of NiOg octahedra, which buries
the occupied d,» orbital band below the Fermi level [Fig. 1(b)],
making it irrelevant in the low-energy physics. A variety
of weak charge-transfer excitons are predicted facilitated by
strong nickel-oxygen hybridization. Table I summarizes the
various types of excitons predicted along with their orbital
character.

To gain further insight into the real-space extension of
the excitons in La,CuOy4 and La;NiOy4, we plot the excitonic
wave function associated with the lowest energy exciton. The
excitonic wave function in real space is obtained by projecting
1SQ) [Eq. (2)] onto the spatial coordinates of the electron and
hole, yielding

Ve, 1) = Y Z02Gacor)dh(r) . (6)

kcvo

where r, and r, are the real-space electron and hole coordi-
nates and ¢ is the SCAN-based Kohn-Sham wave functions.
To represent the six-coordinate function, we fix the hole
(electron) position and we plot the resulting electron (hole)
density, e.g., |¥5(r,, r;, = R)|2.

Figures 4(a)—4(c) shows the excitonic wave function within
a CuO; plane for various fixed electron locations. In panel (a),
the electron is fixed to the lower corner of the unit cell with
the corresponding hole density concentrated on the copper and
oxygen sites. The hole density at the corner site resembles a
d orbital, while at the center of the plane it is of d,>_,» char-
acter. If the electron is moved to the center atom [panel (b)]
the orbital character switches between atomic sites. Moreover,
if the electron is placed on a planar oxygen [panel (c)] both
copper atomic sites appear to be a linear combination of d,»
and d,>_,». The density surrounding the oxygen sites seems to
be driven mainly by strong Cu-O hybridization. As a result,
the in-plane oxygen atoms develop a hole density of s & p,
(s £ p,) symmetry. Moreover, halos of hole density are found
surrounding the apical oxygen atoms. Finally, Fig. 4(d) shows
the corresponding electron density for a hole fixed to the
corner of the unit cell. Here, the density is almost equivalent
to the magnetic density obtained in Ref. [37], where each
copper atomic site has a d,>_,» orbital and the oxygen atoms
are composed of pure p.(p,) orbitals. The orbital character
of electron and hole density directly follows the conduction
and valence band characters of the ground-state electronic
structure.

Figures 4(e)—4(h) is the same as (a)—(d) except for the NiO,
plane. The hole density exhibits the same behavior as LCO but
displaying d,>_,» and d,, orbital characters on the nickel sites.
Panel (h) shows the electron density highly localized to the
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LasCuOy

@3 @ (0)
FIG. 4. The excitonic wave function of the lowest energy electron-hole pair in La,CuO, [(a)—(c)] and La,NiOy [(e)—(g)] when the electron

is fixed at the black point. (d) and (h) shows the same for a fixed hole. The copper, nickel, and oxygen atoms are represented by blue, silver,
and red spheres, respectively.

nickel atoms, resembling a pure d. state, as expected from
the band structure.

V. DISCUSSION

The atomic-site-orbital resolved exciton coupling ampli-
tude of LCO and LNO displays a rich landscape of excitonic
pairing configurations, including local intra-atomic, semilocal
intralayer, and nonlocal interlayer excitons. These excitonic
modes go beyond single or three-band models, which are lim-
ited to Mott or charge-transfer type excitations [25]. Interest-
ingly, we find two dominating fundamental types of electron-
hole pairs: Mott-Hubbard and d-d. The Mott-Hubbard type
consists of pairing between transition-metal sites of opposite
magnetic polarization. In this scenario, an electron on site A is
promoted to the empty conduction orbital of site B, described
by

ISmow) = Gy ylChagyCkbon + C.C.IAFM)|0),  (7)
ko

where n is the d,2_,» orbital and |AFM) |O) represents the
spin and orbital configuration of the ground state. This pro-
cess is identical to doublon-holon production. Previous works
[18,28] have shown that doublon-holon binding is easier than
hole-hole binding due to additoinal exchange processes and
favors a d-wave state. Additionally, doublon-holon pairing
has been recognized to produce a rich array of novel phases
including an exciton checkerboard crystal and exciton super-
fluid phases [18]. Recently, Imada and Suzuki have proposed
a link between doublon-holon condensation and the psudogap

@ @ (h)

La2NiO4

phase. They also argue that high-temperature superconductiv-
ity can be driven by dipole attraction of the Mott-Hubbard
excitons [19]. Therefore the presence of intra- and interlayer
Mott-Hubbard excitons in LCO, though weaker than the d-d
excitions, suggests the existence of hidden excitonic phases
and a possible excitonic origin of the pseudogap.

It has been customarily thought that excitons within
strongly correlated materials could not be localized at the
same atomic site because of the large on-site Coulomb inter-
action [27]. However, we find strongly localized d-d exciton
formation to be highly favored. In the d-d channel, electron-
hole pairs are formed on the same transition-metal sites or
interlayer sites of equivalent magnetic polarization. In this
process, an electron makes an transition between two orbital
levels, schematically given by

1Sa-a) = > Cin a3[ChpgyChaon + ¢.C.IAFM)[0),  (8)
ko

where 7 (i) denotes the d» (d,-») orbital. Therefore the d-d
exciton pairing is identical to orbiton creation. Orbital exci-
tations have a rich history, complimented by their intimate
connection to Jahn-Teller physics [58—60]. Theoretical studies
of two-band models revealed an interesting interplay between
spin and orbital degrees of freedom, producing orbital quasi-
particles that propagate analogously to that of a hole in the
AFM background [61-63]. Furthermore, spin and orbital in-
teractions can promote bound states with a dispersion similar
to the low-lying excitonic states found in Fig. 2. Signatures
of these delicate new excitations have recently been reported
on Sr,CuOs [64] and SrIrO4 [65]. Within this picture, the
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difference in exciton dispersion between LCO and LNO can
be interpreted as a sensitive balance between electron hop-
ping, on-site repulsion, and Hund’s coupling. The similarity
of the excitonic dispersion and atomic-site-orbital breakdown,
suggest a new ab initio approach to modeling these exotic
quasiparticles.

At present, there remain many divergent views regarding
the nature of both the normal and the superconducting states
as well as the origin of the pairing mechanism in the high-
T, cuprates. Many proposals of pairing glues have been put
forth, including spin-fluctuations [66—68], plasmons [69-71],
and excitons [19,31-35], each capturing various aspects of
the cuprate phenomenology. However, the view that spin-
fluctuations play a central role in determining the physical
properties of the cuprates has been gaining increasing support.
Complimenting the spin fluctuations, we find nearly degener-
ate d levels in both LCO and LNO at the valence band edge
giving rise to a dominant d-d exciton. This is indicative of
strong low lying orbital excitations, which have been shown to
strongly enhance spin-fluctuations [72]. Suggesting possible
synergistic cooperation between spin and orbital degrees of
freedom could play a role in the anomalous nature of the
cuprates.

Finally, we wish to comment on the classification of LCO
and LNO as charge-transfer or Mott insulators. Within the
Zaanen-Sawatzky-Allen [54] scheme two competing energy
scales are compared: the on-site Hubbard interaction U and
the charge-transfer energy A. If U « A, the lowest energy
excitations are obtained by transferring one electron from
one transition metal ion to anther—a Mott insulator. On the
other hand, if U > A, the lowest energy excitations are from
the ligand atoms to the transition metal—a charge-transfer
insulator. However, our electronic structure shows a deviation
from this scheme. Due to the significant presence of filled
d-states at the valence band edge, under the influence of Jy,
not U, the classification becomes ambiguous. As illustrated by
the electron-hole pairing channels seen in Fig. 3 and listed in
Table I, the position of the excited hole is diverse, exhibiting
both Mott and charge-transfer behavior. Interestingly, our
results suggest that the electronic gap is predominately of
d-d type, where lowest energy excitations are obtained by
transferring an electron from one orbital of the transition
metal ion to anther. Further suggesting the presence of non-
negligible orbital degrees of freedom.

VI. CONCLUDING REMARKS

In conclusion, our study demonstrates how excitonic ex-
citations of complex correlated quantum materials can be
addressed on a first-principles basis without the need to invoke
ad hoc parameters or to restrict the orbitals included in the
underlying Hamiltonian. Our finding of a myriad of different

TABLE II. The sites on which the local projections are centered
within the crystal structure of LTO La,CuQO,4 and LTT La,;NiOy in
units of the lattice vectors.

La,CuO; x y z La,;NiOy X y z

Cu (0) 0 0 0
Cu (1) 0 0.5 0.5
Cu (2) 05 0 0.5
Cu (3) 05 05 0

Ni(0) O 0 0
Ni(l) 05 0 0.5
Ni(2) O 0.5 0.5
Ni(3) 05 0.5 0

O 4) 025 0.25 0.011 Oo@ 025 025 0989
O (5) 0.75 0.75 0.989 O(¢G) 025 025 0485
O (6) 0.75 0.75 0.489 o@® 075 075 0516
O (7) 025 0.25 0511 o@ 075 075 0.016
0O (8) 0.75 025 0.511 o® 025 075 0
0 025 0.75 0.489 o® 075 025 05

O (10) 025 0.75 0.989 o010y 075 025 0

O (11) 0.75 0.25 0.011 o@dn 025 075 05
0, (12) O 0.944 0.186 0O, (12) 0.031 0.031 0.117
o, (13) O 0.056 0.814 O, (13) 0.469 0.031 0.677
O, (14 O 0.444 0.314 O, (14) 0.031 0.469 0.677
O, (5 O 0.556 0.686 O, (15) 0.531 0.969 0.323
O,(16) 05 0.944 0.686 O, (16) 0.969 0.531 0.323
O, (17) 05 0.056 0314 O, (17) 0.469 0.469 0.177
O, (18) 05 0444 0814 O, (18) 0.531 0.531 0.823
O,(19) 05 0.556 0.186 O, (19) 0.969 0.969 0.823

electron-hole pairing pathways, illustrates that the classifica-
tion of correlated systems is more nuanced than the proposed
Zaanen-Sawatzky-Allen criteria. Moreover, our study opens
up a new pathway for examining the excited states of cuprates
and other complex materials and their evolution with pressure
and doping.
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APPENDIX: LOCAL PROJECTION DETAILS

On each site a full set of real hydrogenlike functions s, p,
and d were employed using the default main quantum number
of the hydrogen radial function. Details of the sites, on which
the local projections defined in Eq. (2) are centered within
the crystal structure of LTO La;CuO4 and LTT La,;NiOy, are
given in Table II.

[1] M. Kastner, R. Birgeneau, G. Shirane, and Y. Endoh, Rev. Mod.
Phys. 70, 897 (1998).

[2] H. Eisaki, S. Uchida, T. Mizokawa, H. Namatame, A. Fujimori,
J. van Elp, P. Kuiper, G. A. Sawatzky, S. Hosoya, and H.
Katayama-Yoshida, Phys. Rev. B 45, 12513 (1992).

[3] D. Li, K. Lee, B. Y. Wang, M. Osada, S. Crossley, H. R. Lee, Y.
Cui, Y. Hikita, and H. Y. Hwang, Nature 572, 624 (2019).

[4] E. Collart, A. Shukla, J.-P. Rueff, P. Leininger, H. Ishii, L.
Jarrige, Y. Q. Cai, S.-W. Cheong, and G. Dhalenne, Phys. Rev.
Lett. 96, 157004 (2006).

155135-8


https://doi.org/10.1103/RevModPhys.70.897
https://doi.org/10.1103/RevModPhys.70.897
https://doi.org/10.1103/RevModPhys.70.897
https://doi.org/10.1103/RevModPhys.70.897
https://doi.org/10.1103/PhysRevB.45.12513
https://doi.org/10.1103/PhysRevB.45.12513
https://doi.org/10.1103/PhysRevB.45.12513
https://doi.org/10.1103/PhysRevB.45.12513
https://doi.org/10.1038/s41586-019-1496-5
https://doi.org/10.1038/s41586-019-1496-5
https://doi.org/10.1038/s41586-019-1496-5
https://doi.org/10.1038/s41586-019-1496-5
https://doi.org/10.1103/PhysRevLett.96.157004
https://doi.org/10.1103/PhysRevLett.96.157004
https://doi.org/10.1103/PhysRevLett.96.157004
https://doi.org/10.1103/PhysRevLett.96.157004

LANDSCAPE OF COEXISTING EXCITONIC STATES IN ...

PHYSICAL REVIEW B 101, 155135 (2020)

[5] Y. J. Kim, J. P. Hill, C. A. Burns, S. Wakimoto, R. J. Birgeneau,
D. Casa, T. Gog, and C. T. Venkataraman, Phys. Rev. Lett. 89,
177003 (2002).

[6] P. Hohenberg and W. Kohn, Phys. Rev. 136, B864 (1964).

[71 W. Kohn and L. J. Sham, Phys. Rev. 140, A1133 (1965).

[8] S. L. Dudarev, G. A. Botton, S. Y. Savrasov, C. J. Humphreys,
and A. P. Sutton, Phys. Rev. B 57, 1505 (1998).

[9] A. L Liechtenstein, V. I. Anisimov, and J. Zaanen, Phys. Rev. B
52, R5467 (1995).

[10] S. Pesant and M. Coté, Phys. Rev. B 84, 085104 (2011).

[11] M. T. Czyzyk and G. A. Sawatzky, Phys. Rev. B 49, 14211
(1994).

[12] T. Das, R. Markiewicz, and A. Bansil, Adv. Phys. 63, 151
(2014).

[13] K. Held, I. Nekrasov, G. Keller, V. Eyert, N. Bliimer,
A. McMahan, R. Scalettar, T. Pruschke, V. Anisimov, and
D. Vollhardt, Phys. Status Solidi B 243, 2599 (2006).

[14] H. Park, K. Haule, and G. Kotliar, Phys. Rev. Lett. 101, 186403
(2008).

[15] G. Kotliar, S. Y. Savrasov, K. Haule, V. S. Oudovenko, O.
Parcollet, and C. A. Marianetti, Rev. Mod. Phys. 78, 865
(20006).

[16] J. M. Blatt, K. Boer, and W. Brandt, Phys. Rev. 126, 1691
(1962).

[17] L. Keldysh and A. Kozlov, Sov. Phys. JETP 27, 521 (1968).

[18] L. Rademaker, J. van den Brink, J. Zaanen, and H. Hilgenkamp,
Phys. Rev. B 88, 235127 (2013).

[19] M. Imada and T. J. Suzuki, J. Phys. Soc. Jpn. 88, 024701 (2019).

[20] R. Markiewicz and A. Bansil, arXiv:1708.02270.

[21] X. Montiel, T. Kloss, and C. Pépin, Phys. Rev. B 95, 104510
(2017).

[22] X. Montiel, T. Kloss, and C. Pépin, Sci. Rep. 7, 1 (2017).

[23] S. Doniach, B. Roulet, and M. E. Fisher, Phys. Rev. Lett. 27,
262 (1971).

[24] T. Moriya, Phys. Rev. B §, 1180 (1972).

[25] E. C. Zhang and K.-K. Ng, Phys. Rev. B 58, 13520 (1998).

[26] W. Barford, Phys. Rev. B 65, 205118 (2002).

[27] Y. Matiks, P. Horsch, R. K. Kremer, B. Keimer, and A. V. Boris,
Phys. Rev. Lett. 103, 187401 (2009).

[28] P. Wrébel and R. Eder, Phys. Rev. B 66, 035111 (2002).

[29] M. Pouchard, J.-P. Doumerc, and A. Villesuzanne, Inorg. Chem.
47, 11958 (2008).

[30] M. E. Simon, A. A. Aligia, C. D. Batista, E. R. Gagliano, and
F. Lema, Phys. Rev. B 54, R3780 (1996).

[31] V. Ginzburg, Usp. Fiz. Nauk 101, 185 (1970).

[32] D. Allender, J. Bray, and J. Bardeen, Phys. Rev. B 7, 1020
(1973).

[33] W. Weber, Z. Phys. B 70, 323 (1988).

[34] W. Weber, A. Shelankov, and X. Zotos, Physica C:
Superconduc. Applica. 162, 307 (1989).

[35] M. Jarrell, H. R. Krishnamurthy, and D. L. Cox, Phys. Rev. B
38, 4584 (1988).

[36] J. Sun, A. Ruzsinszky, and J. P. Perdew, Phys. Rev. Lett. 115,
036402 (2015).

[37] C. Lane, J. W. Furness, I. G. Buda, Y. Zhang, R. S. Markiewicz,
B. Barbiellini, J. Sun, and A. Bansil, Phys. Rev. B 98, 125140
(2018).

[38] J. W. Furness, Y. Zhang, C. Lane, 1. G. Buda, B. Barbiellini,
R. S. Markiewicz, A. Bansil, and J. Sun, Commun. Phys. 1, 11
(2018).

[39] Y. Zhang, C. Lane, J. W. Furness, B. Barbiellini, J. P. Perdew,
R. S. Markiewicz, A. Bansil, and J. Sun, Proc. Natl. Acad. Sci.
USA 117, 68 (2020).

[40] C. Lane, Y. Zhang, J. W. Furness, R. S. Markiewicz, B.
Barbiellini, J. Sun, and A. Bansil, Phys. Rev. B 101, 155110
(2020).

[41] J. Varignon, M. Bibes, and A. Zunger, Phys. Rev. B 100, 035119
(2019).

[42] Y. Zhang, J. Furness, R. Zhang, Z. Wang, A. Zunger, and J. Sun,
arXiv:1906.06467.

[43] G. Kresse and D. Joubert, Phys. Rev. B 59, 1758 (1999).

[44] G. Kresse and J. Furthmiiller, Phys. Rev. B 54, 11169 (1996).

[45] G. Kresse and J. Hafner, Phys. Rev. B 48, 13115 (1993).

[46] J. D. Jorgensen, B. Dabrowski, S. Pei, D. G. Hinks, L.
Soderholm, B. Morosin, J. E. Schirber, E. L. Venturini, and
D. S. Ginley, Phys. Rev. B 38, 11337 (1988).

[47] J. Rodriguez-Carvajal, M. Fernandez-Diaz, and J. Martinez,
J. Phys.: Condens. Matter 3, 3215 (1991).

[48] P. Liu, B. Kim, X.-Q. Chen, D. D. Sarma, G. Kresse, and C.
Franchini, Phys. Rev. Mater. 2, 075003 (2018).

[49] Z. Ergonenc, B. Kim, P. Liu, G. Kresse, and C. Franchini, Phys.
Rev. Mater. 2, 024601 (2018).

[50] A. Seidl, A. Gorling, P. Vogl, J. A. Majewski, and M. Levy,
Phys. Rev. B 53, 3764 (1996).

[51] J. P. Perdew, W. Yang, K. Burke, Z. Yang, E. K. Gross, M.
Scheffler, G. E. Scuseria, T. M. Henderson, I. Y. Zhang, A.
Ruzsinszky et al., Proc. Natl. Acad. Sci. USA 114, 2801 (2017).

[52] J. Varignon, M. Bibes, and A. Zunger, Nat. Commun. 10, 1658
(2019).

[53] Y. Sakurai, M. Itou, B. Barbiellini, P. Mijnarends, R.
Markiewicz, S. Kaprzyk, J.-M. Gillet, S. Wakimoto, M. Fujita,
S. Basak er al., Science 332, 698 (2011).

[54] J. Zaanen, G. A. Sawatzky, and J. W. Allen, Phys. Rev. Lett. 55,
418 (1985).

[55] P. Cudazzo, F. Sottile, A. Rubio, and M. Gatti, J. Phys.:
Condens. Matter 27, 113204 (2015).

[56] T. Sander, E. Maggio, and G. Kresse, Phys. Rev. B 92, 045209
(2015).

[57] M. Schiiler, O. E. Peil, G. J. Kraberger, R. Pordzik, M.
Marsman, G. Kresse, T. O. Wehling, and M. Aichhorn, J. Phys.:
Condens. Matter 30, 475901 (2018).

[58] D. Khomskii, Transition Metal Compounds (Cambridge Uni-
versity Press, 2014).

[59] D. 1. Khomskii, Basic Aspects of the Quantum Theory of
Solids: Order and Elementary Excitations (Cambridge Univer-
sity Press, 2010).

[60] K. I. Kugel and D. Khomskii, Sov. Phys. Usp. 25, 231 (1982).
[61] J. Van den Brink, W. Stekelenburg, D. I. Khomskii, G. A.
Sawatzky, and K. 1. Kugel, Phys. Rev. B 58, 10276 (1998).

[62] K. Wohlfeld, M. Daghofer, S. Nishimoto, G. Khaliullin, and
J. van den Brink, Phys. Rev. Lett. 107, 147201 (2011).

[63] J. Heverhagen and M. Daghofer, Phys. Rev. B 98, 085120
(2018).

[64] J. Schlappa, K. Wohlfeld, K. Zhou, M. Mourigal, M. Haverkort,
V. Strocov, L. Hozoi, C. Monney, S. Nishimoto, S. Singh ef al.,
Nature (London) 485, 82 (2012).

[65] J. Kim, M. Daghofer, A. Said, T. Gog, J. Van den Brink,
G. Khaliullin, and B. Kim, Nat. Commun. 5, 4453 (2014).

[66] D. J. Scalapino, E. Loh, Jr., and J. E. Hirsch, Phys. Rev. B 34,
8190 (1986).

155135-9


https://doi.org/10.1103/PhysRevLett.89.177003
https://doi.org/10.1103/PhysRevLett.89.177003
https://doi.org/10.1103/PhysRevLett.89.177003
https://doi.org/10.1103/PhysRevLett.89.177003
https://doi.org/10.1103/PhysRev.136.B864
https://doi.org/10.1103/PhysRev.136.B864
https://doi.org/10.1103/PhysRev.136.B864
https://doi.org/10.1103/PhysRev.136.B864
https://doi.org/10.1103/PhysRev.140.A1133
https://doi.org/10.1103/PhysRev.140.A1133
https://doi.org/10.1103/PhysRev.140.A1133
https://doi.org/10.1103/PhysRev.140.A1133
https://doi.org/10.1103/PhysRevB.57.1505
https://doi.org/10.1103/PhysRevB.57.1505
https://doi.org/10.1103/PhysRevB.57.1505
https://doi.org/10.1103/PhysRevB.57.1505
https://doi.org/10.1103/PhysRevB.52.R5467
https://doi.org/10.1103/PhysRevB.52.R5467
https://doi.org/10.1103/PhysRevB.52.R5467
https://doi.org/10.1103/PhysRevB.52.R5467
https://doi.org/10.1103/PhysRevB.84.085104
https://doi.org/10.1103/PhysRevB.84.085104
https://doi.org/10.1103/PhysRevB.84.085104
https://doi.org/10.1103/PhysRevB.84.085104
https://doi.org/10.1103/PhysRevB.49.14211
https://doi.org/10.1103/PhysRevB.49.14211
https://doi.org/10.1103/PhysRevB.49.14211
https://doi.org/10.1103/PhysRevB.49.14211
https://doi.org/10.1080/00018732.2014.940227
https://doi.org/10.1080/00018732.2014.940227
https://doi.org/10.1080/00018732.2014.940227
https://doi.org/10.1080/00018732.2014.940227
https://doi.org/10.1002/pssb.200642053
https://doi.org/10.1002/pssb.200642053
https://doi.org/10.1002/pssb.200642053
https://doi.org/10.1002/pssb.200642053
https://doi.org/10.1103/PhysRevLett.101.186403
https://doi.org/10.1103/PhysRevLett.101.186403
https://doi.org/10.1103/PhysRevLett.101.186403
https://doi.org/10.1103/PhysRevLett.101.186403
https://doi.org/10.1103/RevModPhys.78.865
https://doi.org/10.1103/RevModPhys.78.865
https://doi.org/10.1103/RevModPhys.78.865
https://doi.org/10.1103/RevModPhys.78.865
https://doi.org/10.1103/PhysRev.126.1691
https://doi.org/10.1103/PhysRev.126.1691
https://doi.org/10.1103/PhysRev.126.1691
https://doi.org/10.1103/PhysRev.126.1691
https://doi.org/10.1103/PhysRevB.88.235127
https://doi.org/10.1103/PhysRevB.88.235127
https://doi.org/10.1103/PhysRevB.88.235127
https://doi.org/10.1103/PhysRevB.88.235127
https://doi.org/10.7566/JPSJ.88.024701
https://doi.org/10.7566/JPSJ.88.024701
https://doi.org/10.7566/JPSJ.88.024701
https://doi.org/10.7566/JPSJ.88.024701
http://arxiv.org/abs/arXiv:1708.02270
https://doi.org/10.1103/PhysRevB.95.104510
https://doi.org/10.1103/PhysRevB.95.104510
https://doi.org/10.1103/PhysRevB.95.104510
https://doi.org/10.1103/PhysRevB.95.104510
https://doi.org/10.1038/s41598-017-01538-1
https://doi.org/10.1038/s41598-017-01538-1
https://doi.org/10.1038/s41598-017-01538-1
https://doi.org/10.1038/s41598-017-01538-1
https://doi.org/10.1103/PhysRevLett.27.262
https://doi.org/10.1103/PhysRevLett.27.262
https://doi.org/10.1103/PhysRevLett.27.262
https://doi.org/10.1103/PhysRevLett.27.262
https://doi.org/10.1103/PhysRevB.5.1180
https://doi.org/10.1103/PhysRevB.5.1180
https://doi.org/10.1103/PhysRevB.5.1180
https://doi.org/10.1103/PhysRevB.5.1180
https://doi.org/10.1103/PhysRevB.58.13520
https://doi.org/10.1103/PhysRevB.58.13520
https://doi.org/10.1103/PhysRevB.58.13520
https://doi.org/10.1103/PhysRevB.58.13520
https://doi.org/10.1103/PhysRevB.65.205118
https://doi.org/10.1103/PhysRevB.65.205118
https://doi.org/10.1103/PhysRevB.65.205118
https://doi.org/10.1103/PhysRevB.65.205118
https://doi.org/10.1103/PhysRevLett.103.187401
https://doi.org/10.1103/PhysRevLett.103.187401
https://doi.org/10.1103/PhysRevLett.103.187401
https://doi.org/10.1103/PhysRevLett.103.187401
https://doi.org/10.1103/PhysRevB.66.035111
https://doi.org/10.1103/PhysRevB.66.035111
https://doi.org/10.1103/PhysRevB.66.035111
https://doi.org/10.1103/PhysRevB.66.035111
https://doi.org/10.1021/ic801266q
https://doi.org/10.1021/ic801266q
https://doi.org/10.1021/ic801266q
https://doi.org/10.1021/ic801266q
https://doi.org/10.1103/PhysRevB.54.R3780
https://doi.org/10.1103/PhysRevB.54.R3780
https://doi.org/10.1103/PhysRevB.54.R3780
https://doi.org/10.1103/PhysRevB.54.R3780
https://doi.org/10.3367/UFNr.0101.197006a.0185
https://doi.org/10.3367/UFNr.0101.197006a.0185
https://doi.org/10.3367/UFNr.0101.197006a.0185
https://doi.org/10.3367/UFNr.0101.197006a.0185
https://doi.org/10.1103/PhysRevB.7.1020
https://doi.org/10.1103/PhysRevB.7.1020
https://doi.org/10.1103/PhysRevB.7.1020
https://doi.org/10.1103/PhysRevB.7.1020
https://doi.org/10.1007/BF01317238
https://doi.org/10.1007/BF01317238
https://doi.org/10.1007/BF01317238
https://doi.org/10.1007/BF01317238
https://doi.org/10.1016/0921-4534(89)91032-0
https://doi.org/10.1016/0921-4534(89)91032-0
https://doi.org/10.1016/0921-4534(89)91032-0
https://doi.org/10.1016/0921-4534(89)91032-0
https://doi.org/10.1103/PhysRevB.38.4584
https://doi.org/10.1103/PhysRevB.38.4584
https://doi.org/10.1103/PhysRevB.38.4584
https://doi.org/10.1103/PhysRevB.38.4584
https://doi.org/10.1103/PhysRevLett.115.036402
https://doi.org/10.1103/PhysRevLett.115.036402
https://doi.org/10.1103/PhysRevLett.115.036402
https://doi.org/10.1103/PhysRevLett.115.036402
https://doi.org/10.1103/PhysRevB.98.125140
https://doi.org/10.1103/PhysRevB.98.125140
https://doi.org/10.1103/PhysRevB.98.125140
https://doi.org/10.1103/PhysRevB.98.125140
https://doi.org/10.1038/s42005-018-0009-4
https://doi.org/10.1038/s42005-018-0009-4
https://doi.org/10.1038/s42005-018-0009-4
https://doi.org/10.1038/s42005-018-0009-4
https://doi.org/10.1073/pnas.1910411116
https://doi.org/10.1073/pnas.1910411116
https://doi.org/10.1073/pnas.1910411116
https://doi.org/10.1073/pnas.1910411116
https://doi.org/10.1103/PhysRevB.101.155110
https://doi.org/10.1103/PhysRevB.101.155110
https://doi.org/10.1103/PhysRevB.101.155110
https://doi.org/10.1103/PhysRevB.101.155110
https://doi.org/10.1103/PhysRevB.100.035119
https://doi.org/10.1103/PhysRevB.100.035119
https://doi.org/10.1103/PhysRevB.100.035119
https://doi.org/10.1103/PhysRevB.100.035119
http://arxiv.org/abs/arXiv:1906.06467
https://doi.org/10.1103/PhysRevB.59.1758
https://doi.org/10.1103/PhysRevB.59.1758
https://doi.org/10.1103/PhysRevB.59.1758
https://doi.org/10.1103/PhysRevB.59.1758
https://doi.org/10.1103/PhysRevB.54.11169
https://doi.org/10.1103/PhysRevB.54.11169
https://doi.org/10.1103/PhysRevB.54.11169
https://doi.org/10.1103/PhysRevB.54.11169
https://doi.org/10.1103/PhysRevB.48.13115
https://doi.org/10.1103/PhysRevB.48.13115
https://doi.org/10.1103/PhysRevB.48.13115
https://doi.org/10.1103/PhysRevB.48.13115
https://doi.org/10.1103/PhysRevB.38.11337
https://doi.org/10.1103/PhysRevB.38.11337
https://doi.org/10.1103/PhysRevB.38.11337
https://doi.org/10.1103/PhysRevB.38.11337
https://doi.org/10.1088/0953-8984/3/19/002
https://doi.org/10.1088/0953-8984/3/19/002
https://doi.org/10.1088/0953-8984/3/19/002
https://doi.org/10.1088/0953-8984/3/19/002
https://doi.org/10.1103/PhysRevMaterials.2.075003
https://doi.org/10.1103/PhysRevMaterials.2.075003
https://doi.org/10.1103/PhysRevMaterials.2.075003
https://doi.org/10.1103/PhysRevMaterials.2.075003
https://doi.org/10.1103/PhysRevMaterials.2.024601
https://doi.org/10.1103/PhysRevMaterials.2.024601
https://doi.org/10.1103/PhysRevMaterials.2.024601
https://doi.org/10.1103/PhysRevMaterials.2.024601
https://doi.org/10.1103/PhysRevB.53.3764
https://doi.org/10.1103/PhysRevB.53.3764
https://doi.org/10.1103/PhysRevB.53.3764
https://doi.org/10.1103/PhysRevB.53.3764
https://doi.org/10.1073/pnas.1621352114
https://doi.org/10.1073/pnas.1621352114
https://doi.org/10.1073/pnas.1621352114
https://doi.org/10.1073/pnas.1621352114
https://doi.org/10.1038/s41467-019-09698-6
https://doi.org/10.1038/s41467-019-09698-6
https://doi.org/10.1038/s41467-019-09698-6
https://doi.org/10.1038/s41467-019-09698-6
https://doi.org/10.1126/science.1199391
https://doi.org/10.1126/science.1199391
https://doi.org/10.1126/science.1199391
https://doi.org/10.1126/science.1199391
https://doi.org/10.1103/PhysRevLett.55.418
https://doi.org/10.1103/PhysRevLett.55.418
https://doi.org/10.1103/PhysRevLett.55.418
https://doi.org/10.1103/PhysRevLett.55.418
https://doi.org/10.1088/0953-8984/27/11/113204
https://doi.org/10.1088/0953-8984/27/11/113204
https://doi.org/10.1088/0953-8984/27/11/113204
https://doi.org/10.1088/0953-8984/27/11/113204
https://doi.org/10.1103/PhysRevB.92.045209
https://doi.org/10.1103/PhysRevB.92.045209
https://doi.org/10.1103/PhysRevB.92.045209
https://doi.org/10.1103/PhysRevB.92.045209
https://doi.org/10.1088/1361-648X/aae80a
https://doi.org/10.1088/1361-648X/aae80a
https://doi.org/10.1088/1361-648X/aae80a
https://doi.org/10.1088/1361-648X/aae80a
https://doi.org/10.1070/PU1982v025n04ABEH004537
https://doi.org/10.1070/PU1982v025n04ABEH004537
https://doi.org/10.1070/PU1982v025n04ABEH004537
https://doi.org/10.1070/PU1982v025n04ABEH004537
https://doi.org/10.1103/PhysRevB.58.10276
https://doi.org/10.1103/PhysRevB.58.10276
https://doi.org/10.1103/PhysRevB.58.10276
https://doi.org/10.1103/PhysRevB.58.10276
https://doi.org/10.1103/PhysRevLett.107.147201
https://doi.org/10.1103/PhysRevLett.107.147201
https://doi.org/10.1103/PhysRevLett.107.147201
https://doi.org/10.1103/PhysRevLett.107.147201
https://doi.org/10.1103/PhysRevB.98.085120
https://doi.org/10.1103/PhysRevB.98.085120
https://doi.org/10.1103/PhysRevB.98.085120
https://doi.org/10.1103/PhysRevB.98.085120
https://doi.org/10.1038/nature10974
https://doi.org/10.1038/nature10974
https://doi.org/10.1038/nature10974
https://doi.org/10.1038/nature10974
https://doi.org/10.1038/ncomms5453
https://doi.org/10.1038/ncomms5453
https://doi.org/10.1038/ncomms5453
https://doi.org/10.1038/ncomms5453
https://doi.org/10.1103/PhysRevB.34.8190
https://doi.org/10.1103/PhysRevB.34.8190
https://doi.org/10.1103/PhysRevB.34.8190
https://doi.org/10.1103/PhysRevB.34.8190

CHRISTOPHER LANE AND JIAN-XIN ZHU

PHYSICAL REVIEW B 101, 155135 (2020)

[67] D. J. Scalapino, Rev. Mod. Phys. 84, 1383 (2012).

[68] D. J. Scalapino, Phys. Rep. 250, 329 (1995).

[69] V. Z. Kresin and H. Morawitz, Phys. Rev. B 37, 7854 (1988).

[70] Y. Ishii and J. Ruvalds, Phys. Rev. B 48, 3455 (1993).

[71] A. Bill, H. Morawitz, and V. Z. Kresin, Phys. Rev. B 68, 144519
(2003).

[72] J. Zaanen, A. Oles$, and L. Feiner, in Dynamics of Magnetic
Fluctuations in High-Temperature Superconductors (Springer,
1991), pp. 241-252.

[73] Y. Ma, M. Rohlfing, and C. Molteni, Phys. Rev. B 80, 241405
(2009).

[74] P. Puschnig, C. Meisenbichler, and C. Draxl, arXiv:1306.3790.

[75] M. Gruning, A. Marini, and X. Gonze, Nano Lett. 9, 2820
(2009).

[76] N. Zhou, G. Chen, H. Zhang, and C. Zhou, Physica B:
Condensed Matter 404, 4150 (2009).

[77] R. S. Markiewicz, S. Sahrakorpi, M. Lindroos, H. Lin, and
A. Bansil, Phys. Rev. B 72, 054519 (2005).

155135-10


https://doi.org/10.1103/RevModPhys.84.1383
https://doi.org/10.1103/RevModPhys.84.1383
https://doi.org/10.1103/RevModPhys.84.1383
https://doi.org/10.1103/RevModPhys.84.1383
https://doi.org/10.1016/0370-1573(94)00086-I
https://doi.org/10.1016/0370-1573(94)00086-I
https://doi.org/10.1016/0370-1573(94)00086-I
https://doi.org/10.1016/0370-1573(94)00086-I
https://doi.org/10.1103/PhysRevB.37.7854
https://doi.org/10.1103/PhysRevB.37.7854
https://doi.org/10.1103/PhysRevB.37.7854
https://doi.org/10.1103/PhysRevB.37.7854
https://doi.org/10.1103/PhysRevB.48.3455
https://doi.org/10.1103/PhysRevB.48.3455
https://doi.org/10.1103/PhysRevB.48.3455
https://doi.org/10.1103/PhysRevB.48.3455
https://doi.org/10.1103/PhysRevB.68.144519
https://doi.org/10.1103/PhysRevB.68.144519
https://doi.org/10.1103/PhysRevB.68.144519
https://doi.org/10.1103/PhysRevB.68.144519
https://doi.org/10.1103/PhysRevB.80.241405
https://doi.org/10.1103/PhysRevB.80.241405
https://doi.org/10.1103/PhysRevB.80.241405
https://doi.org/10.1103/PhysRevB.80.241405
http://arxiv.org/abs/arXiv:1306.3790
https://doi.org/10.1021/nl803717g
https://doi.org/10.1021/nl803717g
https://doi.org/10.1021/nl803717g
https://doi.org/10.1021/nl803717g
https://doi.org/10.1016/j.physb.2009.07.186
https://doi.org/10.1016/j.physb.2009.07.186
https://doi.org/10.1016/j.physb.2009.07.186
https://doi.org/10.1016/j.physb.2009.07.186
https://doi.org/10.1103/PhysRevB.72.054519
https://doi.org/10.1103/PhysRevB.72.054519
https://doi.org/10.1103/PhysRevB.72.054519
https://doi.org/10.1103/PhysRevB.72.054519

