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More than 30 years ago, Malozemoff [Phys. Rev. B 35, 3679 (1987)] hypothesized that exchange interaction at
the interface between a ferromagnet (F) and an antiferromagnet (AF) can act as an effective random field, which
can profoundly affect the magnetic properties of the system. However, until now this hypothesis has not been
directly experimentally tested. We utilize magnetoelectronic measurements to analyze the effective exchange
fields at permalloy/CoO interface. Our results cannot be explained in terms of quasiuniform effective exchange
fields but are in agreement with the random-field hypothesis of Malozemoff. The presented approach opens a
new route for the quantitative analysis of effective exchange fields and anisotropies in magnetic heterostructures
for memory, sensing and computing applications.
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I. INTRODUCTION

The exploration of ferromagnet/antiferromagnet (F/AF)
heterostructures started over 60 years ago with the discovery,
by Meiklejohn and Bean, of exchange bias (EB) effect—
asymmetry of the ferromagnetic hysteresis loop that emerges
below a certain blocking temperature TB [1]. EB can be
utilized for “pinning” the magnetization of Fs, which has
found extensive applications in magnetoelectronic sensors and
memory devices [2–5]. A recent resurgence of interest in the
fundamental properties of F/AF heterostructures has been
motivated by the emergence of AF spintronics—a research
field that aims to take advantage of the vanishing magnetiza-
tion of AFs, their high characteristic dynamical frequencies,
and weak coupling to external fields to develop efficient,
fast, and stable magnetic nanodevices [6]. While some of the
implementations of such AF-based devices rely on standalone
AFs [7–9], many others utilize auxiliary Fs, usually in F/AF
heterostructures, to generate spin currents for nanodevice
operation, detect the state of AFs, and/or directly control this
state via exchange interaction [10–16].

Extensive studies of F/AF heterostructures have revealed
complex behaviors that sensitively depend on a variety of
experimental and material parameters, which could not be
explained by naïve models assuming perfectly magnetically
ordered materials and interfaces [17]. This has lead to the
realization that inhomogeneous magnetization states are likely
formed in AF and/or F to minimize the exchange energy at
the F/AF interfaces. Several models have been developed to
account for this possibility. For instance, some of the observed
magnetic properties were attributed to the magnetic domain
walls formed in AF to reduce the interfacial exchange energy
[18,19]. It was also proposed that spin glass-like magnetically
disordered states can be formed near the F/AF interface
[20–22].

Even atomic-scale imperfections can reverse the exchange
interaction across the F/AF interface, which led Malozemoff

[23] to suggest that the effects of this interaction can be
approximated by an uncorrelated random effective field acting
on AF at its interface with F. Analysis based on the extension
of the Imry-Ma argument [24] suggested that as a result, AF
breaks up into domains. This model predicted EB magnitude
qualitatively consistent with the experimental observations.
Extending this analysis to ultrathin AF films, Malozemoff
also predicted a crossover to the “Heisenberg domain state”
(HDS), wherein AF magnetic domains shrink to sizes below
the AF domain wall width [25]. The magnetization of AF
is then envisioned to become twisted everywhere, and the
long-range magnetic ordering of AF is lost.

The implications of these predictions for the fundamen-
tal properties of F/AF heterostructures have so far received
relatively little attention [26,27]. Recent time-domain mea-
surements of magnetization states in F/AF bilayers utiliz-
ing several common AF materials have revealed universal
power law aging [28–30]. Aging was observed only for AF
films with thickness below a certain material-dependent value.
Thus, aging was attributed to the emergence of a HDS. Based
on the analysis of the dependence of aging on the magnetic
history and temperature, it was conjectured that in terms
of the dynamical properties, the HDS is a correlated spin
glass [30]. This conjecture was supported by measurements
of ac susceptibility, which demonstrated that the temperature
dependence of the dynamical response is consistent with the
glass transition at the EB blocking temperature TB [31]. In par-
ticular, the magnetization exhibited viscous dynamics above
TB and elastic dynamics below TB, with viscosity varying
by several orders of magnitude close to this temperature.
These recent results highlighted the potential significance of
the random-field effects proposed by Malozemoff, but have
not directly demonstrated the existence of random effective
exchange fields at F/AF interfaces.

If the effects of exchange interaction across the F/AF inter-
face can be described by an effective random field exerted on
AF, then its reciprocal effects on F can be similarly described

2469-9950/2020/101(14)/144427(10) 144427-1 ©2020 American Physical Society

https://orcid.org/0000-0002-6975-8878
https://orcid.org/0000-0002-6972-0300
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevB.101.144427&domain=pdf&date_stamp=2020-04-20
https://doi.org/10.1103/PhysRevB.35.3679
https://doi.org/10.1103/PhysRevB.35.3679
https://doi.org/10.1103/PhysRevB.35.3679
https://doi.org/10.1103/PhysRevB.35.3679
https://doi.org/10.1103/PhysRevB.101.144427


CHEN, COLLETTE, AND URAZHDIN PHYSICAL REVIEW B 101, 144427 (2020)

by an effective random field. Indeed, the Heisenberg exchange
interaction preserves rotational symmetry, and therefore the
local exchange torques exerted across F/AF interface on AF
should be opposite to the local torques exerted by AF on
F. Theoretical studies have shown that random fields acting
on Fs produce an inhomogeneous magnetization state, with
the magnitude of deviations from the saturated state related
to the external field by certain scaling exponents dependent
on the system dimensionality [32–35].

Here, we present experimental characterization and anal-
ysis of effective exchange fields in permalloy(Py)/CoO bi-
layers, one of the “classic” F/AF bilayer systems extensively
studied in the context of EB. In the next section, we introduce
our approach. In Sec. III, we present measurements of the
effects of the applied field on the magnetization states for
different thicknesses t of Py, and show that our results for one
of the field directions are inconsistent with the approximation
of quasiuniform effective exchange field produced by CoO.
In Sec. IV, we present an analytical model for the effects
of uncorrelated random field on 2d systems. In Sec. V, we
utilize a combination of scaling arguments and micromagnetic
simulations to extend our analysis to the thin-film geometry of
our experiment. In Sec. VI, we use the developed approach
to show that our experimental results can be explained in
terms of the uncorrelated effective random exchange field
exerted on Py at its interface with CoO. We also analyze
the temperature dependences of the characteristics extracted
from our analysis, and show that they are consistent with
prior measurements of similar systems. We conclude with a
discussion of the scientific and technological relevance of our
results.

II. OUR APPROACH

Our approach to characterizing the exchange interaction at
F/AF interfaces is based on the extension of an idea that the
spatial characteristics of effective fields acting on a magnetic
system determine the functional form of the magnetization
curves, as was demonstrated for the effective anisotropy field
by Tejada et al. [36]. We consider the interactions defining
the equilibrium state of the magnetization �M(�r) of F with
thickness t in an F/AF bilayer. We assume that �M is confined
to the film plane (the xy plane) by the demagnetizing effects.
We neglect the small magnetocrystalline anisotropy of F=Py,
which is negligible compared to the other effects discussed
here. We also neglect the effects of dipolar magnetic fields,
since the analysis of the data presented below excludes highly
inhomogeneous magnetization states where these effects may
be significant. This set of approximations is commonly re-
ferred to as the standard xy spin model.

The Zeeman interaction of �M with the in-plane external
field H is characterized by the magnetic energy density
εZ = −μ0 �M · �H , where μ0 is the vacuum permeability. The
exchange interaction within F can be described by the Heisen-
berg energy density εex = A

M2 (( �∇ �Mx )2 + ( �∇ �My)2), where A is
the exchange stiffness. Finally, our analysis must include the
effects of exchange interaction at the F/AF interface. At the
microscopic level, the Heisenberg exchange energy per atom
at the interface is Eex,F/AF = 2JF/AF〈�sF〉〈�sAF〉, where JF/AF is
the Heisenberg exchange constant characterizing the strength

of the interaction across the interface, �sF is the spin of the
F atom at the interface, and �sAF is the spin of the nearest-
neighbor AF atom. Different local atomic arrangements at the
interface introduce a correction factor of order one, which can
be absorbed in the definition of JF/AF.

The interfacial contribution to the energy density can be
interpreted, in the spirit of Weiss’s molecular field theory,
as an effective field Hint = −2JF/AF〈�sAF〉/gμB exerted on the
interfacial F spins due to the exchange interaction across
the interface. Here, g = 2 is the g factor for Py, and μB

is the Bohr magneton. This contribution can be also approx-
imated as an effective spatially varying field acting on the
entire F, if we assume that t is sufficiently small so that
the magnetic configuration of F does not significantly vary
through its thickness. This approximation is relaxed in the
computational analysis presented later in this paper. For F=Py
with fcc crystal structure characterized by the cubic lattice
constant a = 0.36 nm, the area per atom at the (111)-textured
interface is P = a2/4

√
3. The magnetic energy density asso-

ciated with the exchange interaction across the F/AF interface
can then be written as εex,F/AF = −μ0 �M(�r)�h(�r), where

h(�r) = 4
√

3JF/AF〈�sAF(�r)〉
μ0Mta2

(1)

is the effective exchange field dependent on the in-plane po-
sition �r but uniform through the thickness of F. The magnetic
energy density of F is then

ε = −μ0 �M( �H + �h) + A

M2
[( �∇Mx )2 + ( �∇My)2]. (2)

Following the notations of Garanin et al. [33], who an-
alyzed the 3d version of a similar xy model, we introduce
the angle ϕ(�r) between the magnetization and the field �H ,
and the angle φ(�r) between �h and �H . Minimizing the energy∫

ε(�r)d2r with respect to ϕ(�r), we obtain

A

μ0M
∇2ϕ(�r) − H sin ϕ(�r) = h sin(ϕ(�r) − φ(�r)). (3)

This equation can be simplified for sufficiently large H ,
when the magnetization is almost saturated, and ϕ is small.
We note that even in this limit, often described as the weak
random field approximation [33], the magnitude of h needs
not be small compared to H . In particular, the component
h sin φ parallel to �H can be large (both locally and on aver-
age), as is the case for F/AF bilayers, where this component
determines the unidirectional and the uniaxial anisotropies
associated with exchange bias [37,38]. The component h⊥ =
h sin φ perpendicular to �H may also be large if it rapidly varies
in space, since its effects on the magnetization are averaged
out by the exchange stiffness. Separating the contributions of
h‖ and h⊥ in Eq. (3), we obtain

A

μ0M
∇2ϕ − ϕ(H + h‖) = −h⊥. (4)

We assume that neither the preparation of the magnetic
system (such as field cooling) nor its magnetocrystalline
properties favor any particular in-plane direction noncollinear
with �H . The symmetry with respect to the direction of �H
implies that the average of h⊥ over a sufficiently large area
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FIG. 1. Uncorrelated vs correlated random field effects. [(a) and
(b)] Distribution of uncorrelated random field h = 50 kOe on a 2d
mesh of square 2 nm × 2 nm cells (a) and the resulting magnetization
distribution calculated using the MUMAX3 micromagnetic simulation
software for a Py(6) film (b), at H = 4 kOe. For clarity, only a
1 μm × 1 μm region of the 2 μm × 2 μm simulation region is
shown. (c) and (d) same as (a) and (b), for random field with the
correlation length lh = 18 nm.

must vanish, and therefore this quantity must vary in space,
changing sign over some characteristic length scale lh.

Malozemoff’s uncorrelated random-field approximation is
based on the assumption that effective field varies randomly
on the atomic lengthscale, i.e., lh ∼ a. While the effective
field itself is uncorrelated, the exchange stiffness of the
ferromagnet defines the magnetic correlation length lM =√

A/μ0M(H + 〈h‖〉). This is illustrated in Figs. 1(a) and 1(b)
by the micromagnetic simulations for a Py(6) film subjected to
an uncorrelated random field h = 50 kOe. Here, the number
in parenthesis is the thickness in nanometers. The statistical
properties of the magnetization state in this limit are analyzed
in Secs. IV and V. We note that because of the negligible
anisotropy of Py, the local magnetic configuration in such
a state is determined entirely by the competition between
the random field and the exchange stiffness. Therefore the
magnetization in such a state is twisted everywhere, i.e., it is
an xy version of the HDS predicted by Malozemoff.

Here, we consider the opposite limit of quasiuniform h⊥,
lh > lM , such that the first term in Eq.(4) can be neglected.
This limit may provide a good description for the exchange-
spring behaviors of thin-film polycrystalline AFs, where the
characteristic length scales for the variation of interfacial ex-
change torques, determined by the “winding” of the exchange
spring, are expected to be determined by the size of AF grains
[10,39].

In this limiting case, ϕ = h⊥/(H + h‖), i.e., �M(�r) is simply
aligned with the local net effective field �H + �h, as illustrated

by the simulations in Figs. 1(c) and 1(d). For the average
magnitude of deviation from saturation, we obtain

〈ϕ2〉 = 〈h2
⊥〉

(H + h‖)2
, (5)

where we have neglected the higher-order effects associated
with the spatial variations of h‖. This approximation is justi-
fied, for example, for H 
 h‖.

By fitting the experimentally determined dependence of
〈ϕ2〉 on H with Eq.(5), one can determine the parameters
〈h2

⊥〉 and h‖. In the discussion and figures presented in the
next section, we will for brevity use the notation h⊥ when
referring to

√
〈h2

⊥〉. For lh 
 lM , both h‖ and h⊥ are expected
to scale inversely with the thickness t of the ferromagnet [see
Eq. (1)]. Some of the data discussed below exhibit significant
deviations from this expected dependence. We will present
analysis based on a combination of analytical calculations,
simulations, and scaling, to show that these results are con-
sistent with Malozemoff’s hypothesis of uncorrelated random
effective exchange field.

III. EXPERIMENT

Multilayer films with the structure CoO(6)Py(t)Ta(5) were
deposited on 6 mm × 2 mm silicon substrates at room tem-
perature, in a high-vacuum sputtering system with the base
pressure of 5 × 10−9 Torr. The numbers in parenthesis are
thicknesses in nanometers, the thickness t of Py was varied
between 5 and 50 nm, and Ta(5) served as a capping layer
protecting the films from oxidation. The multilayers were de-
posited in 150-Oe in-plane magnetic field, which is known to
facilitate magnetic ordering in CoO. Py and Ta were deposited
by dc sputtering from the stoichiometric targets, in 1.8 mTorr
of ultrapure Ar, while CoO was deposited from a Co target
by reactive sputtering in ultrapure oxygen atmosphere, with
the partial pressure of oxygen optimized as in our previous
studies of CoO-based systems [29,31,40].

To characterize the unsaturated magnetization state of the
Py films in the studied heterostructures, we utilized elec-
tronic measurements of the variations of resistance R due to
the anisotropic magnetoresistance (AMR), using ac current
with rms amplitude of 50 μA and lock-in detection in the
four-probe van der Pauw geometry. The AMR exhibits a
180◦-periodic sinusoidal dependence on the angle between
the magnetization of Py and the direction of current, as was
verified by measurements at temperature T = 300 K above
the Neel temperature of CoO, TN = 291 K [inset in Fig. 2(a)].

Measurements described below were performed for two
orientations of the external field, one collinear and the other
perpendicular to the direction of current, so that in the satu-
rated state the AMR was maximized and minimized, respec-
tively. Any deviations from saturation resulted in resistance
decrease in the first configuration, and increase in the other.
These were the signals detected in our magnetoelectronic
measurements to characterize the inhomogeneous states. Data
analysis was limited only to resistance ranges deviating
by less than 10% of the full magnetoresistance from the
saturation value, ensuring the small-angle limit for ϕ. For the
measurements performed at T < TN , the sample was cooled
through TN in field H = 1 kOe. The cooling field was aligned
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FIG. 2. Evidence for random-field effects in Py/CoO bilayers.
(a) Magnetoelectronic hysteresis loop of Py(7.5)/CoO(6) measured
at 300 K, with the external field �H oriented in-plane perpendicular
to the current. (Inset) Dependence of resistance on the direction of
in-plane field H = 1 kOe, at T = 300 K. (b) Symbols: Magnetoelec-
tronic hysteresis loop for Py(7.5)/CoO(6) at T = 7 K, for external
field parallel to current (labeled a and c) and perpendicular to current
(labeled b and d). Curves: fits with Eq. (5). [(c)–(f)] Symbols: h‖
[(c) and (d)] and h⊥ [(e) and (f)] vs 1/t obtained from the fits as
shown in (b), for the four hysteresis branches a–d. Lines are linear
fits with zero intercept.

with the positive direction of the field H utilized in the
subsequent measurements.

At high temperature T > TN , CoO is a paramagnet, and
is not expected to significantly affect the state of Py. The
magnetization �M of Py is expected to become saturated at
small fields determined by the magnetocrystalline anisotropy
of Py. Indeed, magnetoelectronic hysteresis loop measure-
ments show negligible variations of R, aside from a sharp
peak at small H associated with the reversal of M, as shown
in Fig. 2(a) for Py(7.5)/CoO(6). In contrast, at T = 7 K, the
R vs H curves exhibit gradual variations and do not saturate
even at H = ±4 kOe, Fig. 2(b).

These data clearly indicate the presence of a large trans-
verse component H⊥ of the effective exchange field, resulting
in the deviations of magnetization from the saturated state
even at large H . The curves labeled a,c were acquired using
the field direction collinear with the current direction, such
that the resistance is maximized when M is saturated along the
field. Meanwhile, the curves labeled b,d were acquired with
the field perpendicular to the current, resulting in the resis-

tance minimum in the saturated state. These two complemen-
tary sets of measurements are necessary for the quantitative
data analysis, as discussed below.

The peaks in the hysteresis curves correspond to the mag-
netization reversal points. These points are shifted in the
negative-field direction in Fig. 2(b), as expected due to the
exchange bias effect. We note that the values of R(H ) do not
exactly coincide for two opposite directions of field sweep.
The difference can be attributed to the aging phenomena in
AF, as demonstrated by recent time-domain measurements
[29]. Aging effects were shown to be large for CoO thick-
nesses below 4 nm, and become rapidly reduced for larger
thicknesses. To minimize their possible influence on our anal-
ysis, we focus below only on the hysteresis branches obtained
with the field swept from larger to smaller magnitudes.

To directly relate our R(H ) data to the analysis presented
above, we note that AMR provides direction information
about the local deviations of the magnetization state from
saturation, according to R = Rmin + �R sin2 ϕ for �H per-
pendicular to the current, and R = Rmax − �R sin2 ϕ for �H
parallel to the current. Here, Rmin and Rmax are the minimum
and the maximum of resistance due to AMR, respectively,
�R = Rmax − Rmin, and ϕ(�r) is the angle between �H and �M.
For h⊥ characterized by a large correlation length lh, we obtain
from Eq. (5) for small ϕ

R = Rmax − �R
h2

⊥
(H + h‖)2

, (6)

for the external field direction parallel to current, and

R = Rmin + �R
h2

⊥
(H + h‖)2

, (7)

for the external field perpendicular to current. We emphasize
that Eqs. (6) and (7) are valid only in the limit of large
correlation length lh of �h, so that the magnetization locally
follows the direction of the total effective field.

The curves in Fig. 2(b) show the results of data fitting
with Eqs. (6) and (7), with h‖ and h⊥ treated as indepen-
dent parameters for each of the four branches, but with the
same fitting values of Rmin, Rmax, and �R = Rmax − Rmin. By
fitting all the four branches of the hysteresis loops obtained
for different thicknesses t of Py with Eqs. (6) and (7), the
dependence of h‖ and h⊥ on t was determined. Since both of
these quantities represent the effects of exchange interaction
at the F/AF interface averaged over the thickness t of Py, they
are expected to scale inversely with t [see Eq. (1)]. To assess
the validity of this expectation, we plot the dependences of h‖
and h⊥ on 1/t in Figs. 2(c), 2(d) and 2(e), 2(f) respectively.

The dependence h‖(1/t ) is well described by a linear fit
with zero intercept for all four branches [Figs. 2(c) and 2(d)],
consistent with our analysis. We emphasize that this result is
expected regardless of the correlation length lh of the effective
exchange field, because the spatial average of h‖(�r) is finite.
Similarly, h⊥(1/t ) is also well described by a linear fit with
zero intercept, for the hysteresis branches c,d corresponding to
the magnetization state reversed relative to the field-cooling,
Fig. 2(f). This result indicates that the correlation length lh
of the effective exchange field is large in this reversed state,
consistent with the picture of AF exchange spring “wound”
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by the reversal of magnetization, with the same “winding”
direction over a significant volume of CoO the may include
the entire grains of the polycrystalline CoO film [10,39].

In contrast, for the two branches a and b corresponding
to the magnetization aligned with the field-cooling direction,
the dependence h⊥(1/t ) is strongly nonlinear [Fig. 2(e)],
demonstrating that the correlated effective exchange field
approximation underlying Eqs. (6) and (7) is invalid. We
emphasize that the linear fits in this panel are included only
to highlight the nonlinear variations of the data. These fits are
not used in this work to determine any physically meaningful
parameters of the studied system.

The values of h⊥(1/t ) extracted from our analysis increase
superlinearly with increasing 1/t . This result can be qualita-
tively expected for the effects of random field with a small
correlation length, because at large 1/t (small t), magnetic
correlations within F are less efficient in averaging the short-
scale variations of the field. To quantitatively analyze our
results, in the next sections, we will extend our analysis of
the magnetization state of F in F/AF bilayer to include the
effects of random uncorrelated effective fields, and show that
the results of Fig. 2(d), for the field parallel to the cooling
field, are consistent with the presence of uncorrelated random
effective exchange field at the Py/CoO interface.

IV. 2D XY MODEL OF UNCORRELATED
RANDOM FIELD EFFECTS

In this section, we analyze the effects of an uncorrelated
random field on a 2d magnetic system. This analysis is ex-
pected to be applicable to magnetic films with sufficiently
small thickness t , such that their magnetization is uniform
through the thickness. In the next section, we present realistic
3d micromagnetic simulations of thin films, and show that
their results asymptotically approach our analytical predic-
tions for 2d systems in the limit of vanishing film thicknesses.

Since Py is characterized by negligible magnetocrystalline
anisotropy, and its magnetization in the studied films remains
in-plane due to the large demagnetizing field, the system can
be described by the 2d xy model. We follow the approaches
of Chudnovsky, who analyzed the effects random field on
the 2d Heisenberg model [32], and of Garanin et al., who
analyzed the 3d version of a similar random-field xy model
[33]. The system is characterized by the position-dependent
angle ϕ(�r) between the magnetization and the external field,
which is determined by the distribution of the effective field
�h(�r) according to Eq. (4). The average of the component h‖
of the effective field parallel to �H , which is nonzero in the
experimental system discussed in this paper, is absorbed into
the definition of H . Thus, in the analysis below, we assume
that both h‖ and h⊥ form the same random distributions with
zero averages. Since ϕ is small at sufficiently large H , the term
ϕh‖ in Eq. (4) can be neglected, giving

A

μ0M
∇2ϕ − ϕH = −h⊥. (8)

The random field h⊥ is assumed to be uncorrelated among
different lattice sites i, j, 〈h⊥,ih⊥, j〉 = h2δi j/2. In the mi-
cromagnetic simulations discussed in the next section, the
simulation cells play the role of the lattice sites. To capture the

effects of random field, the cubic cell size D must be smaller
than the magnetic correlation length lM . The magnitude of
the random field is then scaled between the two descriptions
according to h⊥,mmD = h⊥,at

√
P, where P is the area per

site of the 2d lattice,
√

P = a for square lattices, and
√

P =
a/4

√
3 for the (111) face of the fcc lattice. In the continuous

limit discussed in this section,

〈h⊥(�r)h⊥(�r′)〉 = h2Pδ(�r − �r′)/2. (9)

Using k = 1/lM = √
μ0MH/A, we rewrite Eq. (8) as

(∇2 − k2)ϕ = −h⊥μ0M/A. (10)

The solution in terms of the Green’s function G(k, �r) of the
operator ∇2 − k2 is

ϕ(�r) = −μ0M

A

∫
d2�r′G(k, �r − �r′)h⊥(�r′). (11)

The Green’s function can be expressed in terms of
the modified Bessel function of the second kind, K0(x) =
1
2

∫ +∞
−∞

eixt dt√
1+t2 , G(k, �r) = −K0(k|r|)/2π . The average of ϕ2

over the realizations of random field is

〈ϕ2(�r)〉 =
(

μ0M

2πA

)2 ∫
d2�r′d2�r′′K0(k|�r − �r′|) ·

K0(k|�r − �r′′|)〈h⊥(�r′)h⊥(�r′′)〉. (12)

Using the correlation relation Eq. (9), we obtain

〈ϕ2(�r)〉 = μ2
0M2h2P

8π2A2

∫
d2�r′K2

0 (k|�r − �r′|). (13)

Finally, we use the relation
∫

d2rK2
0 (kr) = π/k2 to obtain

〈ϕ2〉 = μ2
0M2h2P

8A2k2
= μ0Mh2P

8AH
. (14)

In comparison, Garanin et al. [33] obtained 〈ϕ2〉 ∝ h2/
√

H
for the 3d xy random field model, and our correlated-random-
field result, Eq. (9), is 〈ϕ2〉 ∝ h2/H2. In all cases, 〈ϕ2〉 ∝ h2.
This can be expected from the general Eq. (8) for the magneti-
zation distribution, which is invariant under the scaling trans-
formation h⊥ → αh⊥, ϕ → αϕ. Thus, this result is expected
to generally hold regardless of the system geometry or the
spatial properties of �h. On the other hand, these expressions
contain different powers of external field H , dependent on
the random field distribution and the dimensionality of the
system. All these relations can be written in an explicitly
dimensionless form as

〈ϕ2〉 = C

(
h

H

)2( P

l2
M

)d

, (15)

where the numeric coefficient C and the power-law exponent
d are dependent on the system realization. For the correlated
random field, d = 0, while for the uncorrelated random field
in 2d (3d), d = 1 (3/2). Based on the scaling arguments for
the random field, we expect d = n/2 for the uncorrelated ran-
dom field in n dimensions. In the next section, we use Eq. (15)
as an ansatz with d treated as a fitting parameter, to analyze
the micromagnetic simulations of interfacial exchange effects
in F/AF bilayers.
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V. SIMULATIONS OF UNCORRELATED
RANDOM FIELD EFFECTS

The analytical model introduced in the previous section is
expected to quantitatively describe the effects of uncorrelated
random field only for atomically-thin F. For finite thickness
of F in F/AF bilayers, magnetic moments away from the
F/AF interface experience only indirect effects of effective
exchange field averaged over their neighbors, introducing
spatial correlations that are not accounted for by the model.
In this section, we use 3d micromagnetic simulations and an
extension of the scaling arguments presented above to analyze
a more realistic model where random field is applied only to
one of the surfaces of a thin Py film. We also show that the
results are consistent with the analytical model in the limit of
ultrathin films.

We performed micromagnetic simulations with the MU-
MAX3 software [41], using the standard parameters for Py,
the magnetization μ0M = 1.0 T, Gilbert damping α = 0.01,
and exchange stiffness A = 1.3 × 10−11 J/m. The simulated
volume was 2 μm × 2 μm × t , with varied thickness t . This
volume was discretized into cubic cells, whose size D was
varied from 1 nm to 12 nm to evaluate the discretization ef-
fects, as described below. Periodic boundary conditions were
used to eliminate edge effects. Random uncorrelated field
with fixed magnitude h was generated by selecting a random
variable φ uniformly distributed over the interval [0, 2π ]. In
all the simulations discussed below, this field was applied only
to the bottom layer of the simulation mesh.

In the limit of vanishing film thickness, D → 0 and only
one layer present in the simulation mesh, this system maps
onto the analytical model described in the previous section
via D2 = P. The magnitude of h can be related to the effective
exchange field experienced by the atoms at the interface, ac-
cording to Hint = 33/42hD2/a2 for the (111)-textured surface
of fcc ferromagnet with a cubic lattice constant a.

The simulations were performed with the magnetic system
initialized in a uniform state aligned with the field �H , and
were continued until the dynamics became negligible for all
the simulation cells. The distribution was then analyzed to
determine 〈ϕ2〉. Figures 1(a) and 1(b) illustrate a represen-
tative random field distribution and the resulting magnetiza-
tion map in the equilibrium state, for t = D = 2 nm, H = 4
kOe, and h = 50 kOe. While the random field distribution is
uncorrelated, the resulting magnetization distribution exhibits
correlations on the length scale lM = √

A/μ0MH = 6 nm.
For the correlated field with the correlation length lh > lM ,
the magnetization is expected to simply follow the local
direction of the net effective field, as was verified by the
simulation using random field with correlation length lh =
18 nm [Figs. 1(c) and 1(d)].

To determine the optimal simulation cell size D that does
not significantly distort the magnetization response to the
random field, we performed simulations with different values
of D ranging from 1 to 12 nm, Fig. 3(a). To facilitate direct
comparison, the value of h was adjusted so that hD2 remained
independent of D, in accordance with the scaling relations ex-
pected for the random field. The value of 〈ϕ2〉 monotonically
decreases with increasing D, as expected due to the filtering
effect of larger cells on the short-scale random field variations.
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FIG. 3. Micromagnetic simulations of random field effects.
(a) 〈ϕ2〉 vs cell size D for a 12 nm-thick Py film, at H = 3 kOe and
μ0hD2 = 5 T nm2. (b) Symbols: 〈ϕ2〉 vs h for a 10 nm-thick Py film,
at H = 6 kOe. Curve: fit with a quadratic function. (c) 〈ϕ2〉 vs H , for
Py films with t = 2 nm and t = 20 nm, as labeled. Symbols are the
results of simulations, and curves are fits using the ansatz Eq. (15).
(d) Dependence of the power law exponent d in Eq. (15) on the Py
film thickness.

In the simulations discussed below, we use a sufficiently small
cell size D = 2 nm so that these filtering effects are small,
while keeping the simulations of thicker films manageable.

Figure 3(b) shows the dependence of 〈ϕ2〉 on h, with
all the other parameters fixed. This dependence is precisely
described by the quadratic relation expected from Eq. (15).
Thus, it is sufficient to perform simulations only for one
value of h small enough to satisfy the weak random field
approximation ϕ2 � 1.

The central goal of our simulations was to determine the
dependence of random field effects on the film thickness. To
this end, we performed simulations of the dependence of the
magnetization state on the external bias field H = 0.5–6 kOe
for thicknesses t = 2–40 nm, with h fixed at 100 Oe. In all
cases, the dependence of 〈ϕ2〉 on H could be precisely fitted
by Eq. (15), or equivalently

〈ϕ2〉 = C′ h2D4

H2−d
, (16)

with the power-law exponent d and the constant C′ =
CD−4(μ0Ma2/4

√
3A)d used as fitting parameters. In this

expression, we scaled h by the cell size, so that the constant
C′ becomes independent of D. Figure 3(c) shows the fits for
two representative thicknesses t = 2 nm and 20 nm, yielding
the best-fit values d = 1.065 and 1.57, respectively. We note
that these two representative dependences are substantially
different, demonstrating that precise fitting requires the value
of d to be varied with t .

Figure 3(d) shows the dependence of the power-law expo-
nent d on the film thickness, extracted from the 〈ϕ2〉 versus
H curves such as those shown in Fig. 3(c). This dependence
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extrapolates to d = 1 in the limit of vanishing film thickness,
consistent with the results of the analytical 2d xy model de-
scribed in the previous section. The value of d increases with
t , reaching ds = 1.57 for t = 20 nm, and becomes constant
at larger t . Qualitatively, these behaviors can be interpreted
in terms of the crossover from the effective 2d regime to the
effective “bulk” regime, where the effects of random field
become almost completely averaged out far enough from
the interface, such that increasing t simply rescales 〈ϕ2(H )〉
due to averaging over the larger volume, without changing
the functional relation. We emphasize that random field is
applied only to one of the film surfaces. Thus, this regime
is not equivalent to the 3d random-field model considered by
Garanin et al. [33]. Indeed, the saturation value ds is different
from d = 3/2 obtained in the latter case.

VI. ANALYSIS OF EXPERIMENTAL RESULTS

We now show that Eq. (15), with the power-law expo-
nent d (t ) determined from the micromagnetic simulations,
provides an explanation of our experimental data, supporting
Malozemoff’s uncorrelated random-field hypothesis.

If the effects of the exchange field at the Py/CoO interface
can be approximated by a random field uncorrelated on the
atomic scale, then the dependence of R on H can be inferred
from Eq. (16), with the power-law exponent d and the scaling
constant C′ determined from the simulations discussed above,
H offset by h‖, and h2D4 replaced by H2

inta
4/4

√
3,

R = Rmax − C′�R

4
√

3

H2
inta

4

(H + h‖)2−d
, (17)

for the external field parallel to current, and

R = Rmin + C′�R

4
√

3

H2
inta

4

(H + h‖)2−d
, (18)

for the external field perpendicular to current.
Figure 4(a) shows the same data as in Fig. 2(b), but now

fitted using Eqs. (17) and (18), with the power-law exponent
d = 1.28 for Py(7.5) determined from the micromagnetic
simulations described above. Both this fitting and the fitting
with d = 0 in Fig. 2(b) provide good fits for the data. This
shows that, in contrast to the micromagnetic simulations, the
power-law exponent d cannot be accurately determined from
the experimental data. The reason for this discrepancy is that
the values Rmin and Rmax of resistance in the saturated states
with the magnetization perpendicular and parallel to current,
respectively, as well as the parallel component h‖ of the
effective exchange field, cannot be independently determined,
and must be thus treated as additional fitting parameters. The
experimental data do not provide sufficient information to
accurately determine these parameters together with d .

While fitting the experimental R versus H curves does not
allow us to determine d , we can still establish whether the
observed behaviors are consistent with the uncorrelated ran-
dom field approximation. We use the approach similar to that
described in Sec. III, where we have shown that the correlated
effective field approximation cannot describe the magneti-
zation state for the field aligned with the cooling field [see
Fig. 2(d)]. We fit the R(H ) curves for different thicknesses t
of Py with Eqs. (17) and (18), using the thickness-dependent
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FIG. 4. Quantitative analysis of effective exchange fields.
(a) Symbols: the same magnetoelectronic hysteresis loop as in
Fig. 2(b), acquired at T = 7 K for Py(7.5)/CoO(6). Curves: fits of
branches a and b based on Eq. (15), with the power-law exponent
d = 1.28 determined from the micromagnetic simulations. (b) The
magnitude of the effective random exchange field μ0Heff vs Py
thickness, determined from fits such as shown in (a). (c) Coercivity
HC , effective exchange bias field HE , effective uniaxial anisotropy
field Hua, and unidirectional anisotropy field Hud vs T , determined
for Py(6)/CoO(6) as discussed in the text. (d) Parallel component
h‖,+ of the effective exchange field (open symbols and right scale)
and the effective random field Heff (solid symbols and right scale) vs
T for Py(6)/CoO(6), obtained from branch a of the R vs H data.

values of d (t ) and C′(t ) obtained from the micromagnetic
simulations. Each such fitting independently yields the value
of the effective exchange field Hint. The uncrorrelated random
field approximation is valid if the obtained values of Hint are
independent of t . However, if the effective exchange field is
correlated, then the values of Hint extracted from such fitting
should increase with t , because in contrast to the uncorrelated
field, the effects of the correlated field are not averaged out by
larger thickness.

Figure 4(b) shows the values of μ0Hint determined from the
fits of R(H ) for different Py thicknesses. The values exhibit
modest variations around the average value of 1 × 103 T, and
appear to slightly decrease at large t , but clearly do not in-
crease, as would be expected for the correlated field. We note
that our procedure for calculating the values of Heff involves
multiple sources of random and systematic errors, including
the uncertainty of the thicknesses of Py, slight variations of the
deposition conditions resulting in the variation of Heff among
different samples, as well as the uncertainty of the fitting
itself. These uncertainties are difficult to estimate a priori,
warranting more detailed studies of multiple similar samples
to assess them statistically. Nevertheless, the results shown in
Fig. 4(b) for five samples with different thicknesses provide
strong evidence for the validity of random-field approxima-
tion. Furthermore, the magnitude of μ0Heff of about 1 × 103 T
is about ten times smaller than the typical strength of the
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nearest-neighbor exchange interactions in magnetic materials
[42], as would be expected given that the spin flop of AF spins
at the F/AF interface results in their partial alignment [37,38].

Our approach to quantifying the effective exchange fields
in F/AF bilayers is validated by the analysis of the rela-
tionship between these fields and the essential characteristics
of the magnetic hysteresis loop, the coercivity HC = (H1 −
H2)/2 and the exchange bias field HE = (H1 + H2)/2. Here,
H1 (H2) is the magnetization reversal field on the down (up)
sweep, signified by the sharp peaks in R vs H curves [see
Fig. 4(b)]. The exchange bias field is generally attributed to
the unidirectional anisotropy, while the enhanced coercivity is
attributed to the uniaxial anisotropy acquired by F due to the
exchange interaction at the F/AF interface.

Our approach allowed us to determine the value of h‖,
the net effective exchange field experienced by Py, separately
for the magnetization orientation parallel to the cooling field
[by fitting R(H ) branches a and b with Eqs. (17) and (18)],
and for the magnetization orientation opposite to the cooling
field [by fitting R(H ) branches c and d with Eqs. (6) and
(7)]. We label the corresponding two values h‖,+ and h‖,−.
The effective unidirectional and uniaxial anisotropy fields
can be then directly determined as Hud = (h‖,+ + h‖,−)/2
and Hua = (h‖,+ − h‖,−)/2, respectively. We emphasize that
these values are determined by fitting the R(H ) curves for
small deviations from saturation at large fields, completely
independently from HC , HE that characterize magnetization
reversal at small fields.

Figure 4(c) shows the temperature dependences of all four
characteristics HE , HC , Hud, and Hua, for the Py(6)/CoO(6)
sample at T � 200 K. At higher temperatures, the deviations
from saturation were too small to reliably determine h‖ by
fitting the R(H ) curve. The relations among HE , HC , Hud,
and Hua are consistent with the results for a similar Py/CoO
bilayer system, obtained by a completely different technique
of transverse ac susceptibility [31]. In particular, that study
showed that the unidirectional anisotropy in this system is
much smaller than the effective exchange bias field, and
does not follow the temperature dependence of the latter.
The data in Fig. 4(c) are consistent with this observation.
Transverse ac susceptibility measurements also showed that
HE and HC are about half of Hua, and approximately follow
the temperature dependence of the latter. These observations
are also confirmed by the results in Fig. 4(c). While these
results may seem surprising, they are consistent with the
analysis of Ref. [31], which suggested that the asymmetry of
the hysteresis loop for the Py/CoO bilayers is predominantly
caused not by the unidirectional anisotropy, but rather by the
different mechanisms of magnetization reversal between the
two opposite magnetization states stabilized by the uniaxial
anisotropy. We discuss the underlying mechanism in Sec. VII.

The random field Heff , determined by fitting branches a
and b of the R(H ) curve with Eqs. (17) and (18), decreases
with increasing temperature [solid symbols and right scale in
Fig. 4(d)], following the same overall trends as h‖,+ [open
symbols and left scale in Fig. 4(d)]. The similarity between
the behaviors of these two quantities is a manifestation of their
common origin from the exchange interaction at the Py/CoO
interface.

VII. SUMMARY AND CONCLUSIONS

To summarize our findings, we have developed a new
method for studying random effective exchange fields at
magnetic interfaces, which extends the previously developed
approaches to analyzing the effects of bulk random effective
fields in 2d and 3d systems [32,33,36]. Our method utilizes
measurements of deviations from saturation characterized
by 〈ϕ2〉—the average of the square of the angle between
the magnetization and the external field—which follows a
power-law dependence on the applied field with the expo-
nent dependent on the characteristics of the exchange field.
For the random effective exchange field correlated on the
length scales exceeding the magnetic correlation length, the
exponent is different from that for the uncorrelated random
field, allowing one to distinguish between these two limiting
cases. Moreover, the power-law exponent varies as a function
of the film thickness, due to the correlations associated with
averaging of the effective random field through the magnetic
film thickness. By extension, we expect that the specific value
of the power-law exponent for a given film thickness, if known
precisely, can be utilized to determine the correlation length
of random field. We leave analysis of this possibility to future
studies.

We have employed our method to study effective exchange
fields at the interfaces of permalloy/CoO bilayers, a classic
ferromagnet/antiferromagnet (F/AF) bilayer system exten-
sively studied in the context of exchange bias. We utilizied
magnetoelectronic measurements, in which resistance vari-
ations provide direct information about deviations from the
saturated magnetization state. Analysis of our measurements
required that several additional unknown parameters are deter-
mined from the data fitting, which did not allow us to directly
determine the power-law exponent characterizing the correla-
tions of random effective exchange field. Nevertheless, using
the fact that the strength of the interaction at the interface
must be independent of the film thickness, we showed that the
results for the applied field parallel to the cooling field cannot
be explained in terms of a correlated random effective field,
but are consistent with the uncorrelated field approximation.
In contrast, the results for the magnetic field direction antipar-
allel to the cooling field were in a reasonable agreement with
the correlated effective exchange field approximation.

Qualitatively, we attribute the surprising difference be-
tween the characteristics for the two opposite field directions
to the exchange-spring effects in CoO, which may produce
quasiuniform exchange torques over length scales compara-
ble to the grain sizes of polycrystalline CoO. We also note
that our surprising observations are consistent with a recent
observation, for similar permalloy/CoO bilayers, of qualita-
tively different reversal mechanisms between the two opposite
directions of Py magnetization [31]. Specifically, transverse
ac susceptibility measurements showed that magnetization
reversal from the magnetization direction opposite to the
field-cooling direction into the direction aligned with the
latter, occurs as soon as its energy becomes higher. Because
of the large magnetic anisotropy barrier, such reversal must
occur via inhomogeneus intermediate magnetization states,
for example by domain wall motion.
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On the other hand, reversal from the field-cooling direc-
tion was shown to occur only when the anisotropy barrier
was almost compensated by the external field, indicating
that the domain wall propagation is suppressed in this state,
and reversal proceeds via quasiuniform rotation. Our results
complement this picture, providing additional clues about the
underlying mechanisms. Indeed, uncorrelated random effec-
tive field is expected to result in efficient domain wall pinning,
suppressing domain wall propagation. On the other hand,
correlated random field, inferred from the analysis for the
reversed magnetization state and attributed to the formation
of AF exchange spring, may be expected to facilitate reversal
through inhomogeneous magnetization state, consistent with
the prior observations.

We now discuss the broader impact of our results on
the studies and applications of thin magnetic film systems.
First, the effective exchange field in F/AF bilayers, which
is the focus of our study, is just one specific case of many
magnetic interfacial effects extensively researched and com-
monly utilized in the existing and emerging technologies.
Those include the Ruderman-Kittel-Kasuya-Yosida (RKKY)
interaction commonly employed in magnetic multilayer sen-
sors and in artificial antiferromagnets, interfacial magnetic
anisotropies commonly utilized to induce perpendicular mag-
netic anisotropy in magnetic heterostructures, and the interfa-
cial Dzyaloshinski-Moriya interaction [2,5,42]. Understand-
ing the spatial characteristics of these effects is crucial for
the development of efficient and reproducible nanodevices.
We note that the magnetic anisotropy is equivalent to effective
fields for small-angle variations of magnetization, and there-
fore can be analyzed using the same approach as introduced
above.

Our method becomes particularly effective if the saturation
magnetization M of the studied magnetic films is known,
and if measurements of deviations from saturation utilize

magnetometry, instead of the less direct magnetic character-
ization by magnetoelectronic techniques used in our study.
For almost saturated states, magnetometry provides the value
of (1 − 〈ϕ2〉)M, which allows one to directly extract 〈ϕ2〉,
without any additional fitting parameters that were required in
our magnetoelectronic measurements. This makes it possible
to determine the power-law exponent characterizing the mag-
netic hysteresis curves, and thus the correlation length of the
effective exchange fields, for a single magnetic heterostruc-
ture with a specific thickness of the magnetic layer.

Finally, we mention some of the projected fundamental
insights that can become facilitated by our work. Our demon-
stration of uncorrelated effective random field effects in F/AF
heterostructures opens the possibility to explore important
fundamental consequences of these effects, such as topologi-
cally nontrivial magnetization states [33,34]. Such states can
profoundly affect the magnetic properties, but to the best of
our knowledge, their effects in F/AF heterostructures have
not yet been explored. Another potentially profound conse-
quence of magnetic frustration associated with uncorrelated
effective random fields is the possibility to engineer magnetic
energy landscapes whose energy scale is determined by the
exchange interaction, rather than the magnetic anisotropy as
in unfrustrated magnetic systems. The former is three to
four orders of magnitude larger than the latter, providing
a unique opportunity to develop ultrasmall thermally stable
nanomagnetic devices.
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