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Pressure tuning of the charge density wave and superconductivity in 2H-TaS2
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Both the vibrational and electrical transport properties of 2H-TaS2 have been investigated at high pressures
and low temperatures. The collapse of the charge-density-wave order at pressures above 7.3 GPa has been
verified by Raman scattering, resistivity, and Hall coefficient measurements. For pressures above the critical
pressure of 7.3 GPa, the superconducting transition temperature continues to increase and reaches its maximum
value at 11.5 GPa, suggesting that it is not a simple competition between the charge-density-wave order and
superconductivity. Through the standard resistivity fit in the normal state, the decline of the superconducting
transition temperature with increasing pressure up to 47.0 GPa is due to the decrease of interaction strength and
the increase of the impurity scattering. These results are very important in understanding the superconducting
mechanism of transition-metal dichalcogenides.
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The interplay between the charge-density-wave (CDW)
order and superconductivity has received enormous attention
for several decades in condensed-matter physics. Transition-
metal dichalcogenides (TMDs), especially the 2H polytype of
TMDs with complex electronic behaviors, present the coexis-
tence of the CDW and superconductivity at low temperature,
providing an ideal platform to investigate the interplay of
these quantum phases [1–4]. CDWs are periodic modulations
of the electronic charge density at the atomic sites, accompa-
nied by a distortion of the crystal lattice. For the CDW-bearing
TMDs, both the origin of the CDW order and the interplay
between the CDW and superconductivity play essential roles
in understanding the mechanism of superconductivity. Many
theoretical models were proposed to explain the formation of
the CDW, such as strong electron-phonon interactions [5–9],
Fermi surface nesting [10–12], exciton-phonon interactions
[13,14], and saddle points near Fermi energy [15,16]. Among
these mechanisms, strong electron-phonon interactions can
explain some of the key features of the formation of the CDW
and seemed most convincing. Conventional CDW transitions
can be understood relating to Fermi-surface nesting arising
from parallel sections of Fermi-surface sheets. Regarding
superconductivity, extensive studies found that the supercon-
ducting transition temperature (Tc) is highly dependent on
the change of the CDW. A competitive relationship between
the CDW and superconductivity has been generally observed
[17]. However, the study of phonon dispersion in 2H-NbSe2

demonstrated that the CDW transition barely contributes to
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superconductivity [18]. The angle-resolved photoemission
spectroscopy studies indicated that the presence of the CDW
order can even boost superconductivity [19]. Thus, although
a tremendous amount of research has been carried out, the
relationship between superconductivity and the CDW order
remains an ongoing puzzle.

For 2H-type TMDs, the CDW order can be tuned by
metal doping or reducing the dimensionality, yielding the
emergence of superconductivity or a pronounced enhance-
ment in superconductivity [20–22]. Besides, pressure has been
recognized as a clean and effective tool for modulation of
superconductivity and the CDW order in 2H-TMDs. In the
past few decades, extensive effort has been devoted to explore
the pressure effect on the CDW and superconducting states in
2H-NbSe2 [3,18,23]; little attention has been paid to 2H-TaS2

with similar crystal and electronic structure to 2H-NbSe2.
This is due to the relatively low Tc (0.8 K) [4]. Moreover,
2H-TaS2 has only a single transition from a conventional
metallic phase to the CDW phase located at 76 K. Recently,
Freitas et al. [24] found that superconductivity can be signifi-
cantly enhanced with the suppression of the CDW order. This
behavior is different to that in NbSe2. Thus, the high-pressure
behavior of TaS2 is also very important in understanding the
physical properties of TMDs. Interestingly, the latest studies
[25] reported that the critical pressure, a complete collapse
of the CDW, is quite different to that of Freitas’s study.
Identifying the pressure of the full suppression of CDW
order is highly needed. Addressing the interplay between
superconductivity and the CDW of TaS2 is beneficial to un-
derstand the origin work of superconductivity in TaS2 at high
pressures.
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FIG. 1. Raman spectra of 2H-TaS2 at high pressures and low temperatures. Temperature maps of Raman scattering intensity and the fitted
frequencies of CDW and two-phonon modes of TaS2 at ambient pressure (a), (e), 2 GPa (b), (f), 4 GPa (c), (g), and 6 GPa (d), (h), respectively.
Spectra at 5 K and 300 K of each pressure are displayed for clarity. All spectra are subtracted from a constant background, which is independent
on temperature. The TCDW of the E 2

2g-CDW mode at each pressure is indicated by a vertical dashed line.

In this paper, we report how pressure can efficiently tune
both the CDW and superconductivity in TaS2 though the mea-
surements of Raman spectra, electrical resistivity, and Hall
coefficient measurements at high pressures and low pressures.
We find that the CDW order shows a gradual reduction with
increasing pressure and is fully suppressed above 7.3 GPa,
while the value of Tc shows a sharp increase. The relationship
between the CDW order and superconductivity is established
by the application of pressure. The CDW-superconductivity
phase diagram of TaS2 as a function of pressure is mapped out.
The decrease in Tc with pressure is explained above 11.5 GPa.
Such studies are found to be critical in understanding the
behavior of other TMD materials.

High-quality single crystals of 2H-TaS2 were synthesized
at HQ Graphene. For the Raman experiments, all the samples
were dissociated to get the fresh surfaces before the mea-
surements. The pressure was obtained by using a diamond
anvil cell with anvils in 300 μm culet. The sample was
surrounded in the pressure-transmitting medium of neon to
ensure hydrostatic pressure conditions in a sample chamber.
The Raman scattering spectra were obtained by using a
488-nm sapphire laser beam with the power less than 0.3 mW.
The beam was focused on the samples by a ×10 objective.
The back scattering light was split by an 1800 lines/mm
grating. The low-temperature conditions were obtained by
using an in situ pressurized superfluid helium cryostat. Ad-
ditionally, the pressure can be monitored at each tempera-
ture interested. High-pressure electrical transport and Hall
coefficient measurements were performed by means of the
standard four-probe method in Quantum Design’s Physical
Property Measurement System. The pressure was applied in

a nonmagnetic diamond anvil cell [26]. The diamonds were
300 μm in diameter. c-BN was used as the insulating layer.
TaS2 single crystal was cut with the dimensions of 75 μm ∗
75 μm ∗ 10 μm. Four Pt wires were adhered to the sample
using silver epoxy and Daphne oil 7373 was employed as a
pressure-transmitting medium. Pressure was determined from
the shift of the ruby fluorescence line [27].

I. EVOLUTION OF THE CHARGE DENSITY
WAVE WITH PRESSURE

It has been reported that both the high order phonon
fluctuations and strong electron-phonon interaction may play
important roles in forming the CDW state in this system
[28,29]. Raman scattering is recognized as a direct method
to reflect the change of the phonon modes. We carried out
high-pressure Raman spectra measurements of TaS2 at differ-
ent temperatures (Fig. 1) to understand the evolution of the
CDW state with pressure. The irreducible representations for
2H-TaS2 are � = A1g + E1g + 2E2g [30,31]. Here, the E1g

mode cannot be observed from both previous reports [32,33]
and our measurements because of the near-zero component of
the light polarization along the c axis. Besides, there is an un-
usually strong two-phonon (second-order) Raman scattering
observed in Raman spectra. This mode is seen in transition
metals such as Ta and in transition-metal compounds such as
TaC, TiN, and NbSe2, etc.

Figure 1(a) (lower panel) represents the Raman spectra of
TaS2 at 5 K and 300 K. The temperature map of Raman-
scattering spectra of TaS2 at ambient pressure is shown in the
upper panel of Fig. 1(a). To analyze the vibrational modes,
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we normalized all the spectral intensities by the statistical
factor N for the Stokes side by I (ω) = I0(ω)/[N (ω, T ) + 1],
where N (ω, T ) is the Bose-Einstein distribution function eval-
uated at mode energy ω and temperature T , and I0(ω) is the
observed intensity. As temperature decreased, we found that
the two-phonon mode shifts to low frequency and disappears
at 75 K [the lock-in temperature of CDW(TCDW)], while
two new peaks appear at around 48 cm−1 (E2

2g mode) and
75 cm−1 (A1g mode), reminiscent of the Raman active am-
plitude excitations of the CDW order. Our recent work [32]
discovered that the intensity of the A1g-CDW mode is very
weak and thus cannot be distinguished for the 488-nm excited
spectra. We mainly analyzed the evolution of E2

2g-CDW mode
with pressure and temperature. Below TCDW, the newly born
CDW modes get intensities with decreasing temperature [see
Fig. 1(e)]. These findings at ambient pressure are consistent
with the previous reports [32,33].

For studying the evolution of the CDW state with pres-
sure, we performed Raman-scattering measurements at high
pressures and low temperatures. The Raman spectral maps at
different pressures and temperatures are shown in Figs. 1(b)–
1(d); we removed the background from the raw data and
normalized the data for the clarity. With applied pressure, the
CDW mode exhibits blueshift, and the intensity of the CDW
mode becomes weak gradually. When pressure is increased
to around 6.0 GPa, the CDW mode can hardly be detected,
suggesting that CDW order has a strong suppression by the
application of pressure. Additionally, the two-phonon mode
shows a loss of intensity; the change of the phonon modes
may result from the disappearance of the CDW state. A theory
presented by Klein [34] indicates that the phonon anomalies
in the materials can make important contributions to the two-
phonon amplitude. Thus the phonon anomalies result from
phonon-assisted scattering of d electrons close to the Fermi
level. To precisely analyze the evolution of the CDW mode,
Lorentzian function is used to fit the vibrational modes with
pressure. The pressure dependencies of the E2

2g CDW and two-
phonon modes are plotted out in Figs. 1(e)–1(h). It is worth
noting that the temperature dependencies of the CDW and
two-phonon modes at high pressures show almost similar be-
havior to that at ambient pressure. At 2.0 GPa, the two-phonon
mode loses its intensity with decreasing temperature and
disappears at ∼70 K. Meanwhile, the CDW modes emerge
and increase as temperature is decreased. It is clear that TCDW

drops gradually with increasing pressure. At 4.0 GPa, TCDW

goes down to 56 K. Upon further compression to 6.0 GPa,
the two-phonon mode vanishes at about 40 K, accompanied
by prodigiously suppressing the CDW modes. The results
demonstrated that the CDW order is fully suppressed, or TCDW

goes below 5 K at 6.0 GPa. The critical pressure at which
the CDW collapse is different from the previous study [24],
but there is little difference between our study results and
Grasset et al.’s report [25]. Interestingly, similar behavior was
observed in other TMDs and rare-earth tritellurides [2,18,35],
which has been speculated to result from the competition
of the superconducting state, because the same electrons are
participating in both transitions.

To investigate how pressure affects superconductivity and
the relationship between the CDW and superconductivity, we
measured the temperature dependence of the electrical trans-

FIG. 2. Electrical resistivity of TaS2 as a function of temperature
at pressures up to 11.4 GPa, TCDW is marked by an arrow. The inset
shows superconducting transition within an enlarged region at low
temperature and the criterion for determining Tc.

port properties for 2H-TaS2 up to 47.0 GPa. The evolution
of the resistivity with pressure and pressure up to 11.4 GPa
are displayed in Fig. 2. There is a conspicuous anomaly in
electrical resistivity marked by an arrow, which is clearly
associated with an incommensurate CDW [4]. As pressure is
increased, TCDW identified from the maximum of −dρ (T)/dT
drops gradually to low temperature. Above 7.3 GPa, the
CDW feature in resistivity was completely suppressed, which
is in accord with the results of Raman spectroscopy. The
resistivity behaves linearly with temperature and shows a
metallic character above TCDW. The residual resistivity, or
the resistivity in the normal state, steadily decreases with the
increase of pressure. Besides the CDW transition, TaS2 also
shows superconductivity at low temperature. To demonstrate
superconductivity with more clarity, the inset of Fig. 2 ex-
hibits the temperature dependence of the resistivity below
11.4 GPa at low temperatures. As pressure is increased, Tc

shows a continuous increase.
It has been established [32] that the Hall coefficient (RH )

is a very important parameter to investigate the CDW tran-
sition. We performed Hall resistivity measurements at 10 K
and 300 K up to 47.0 GPa. Motivated by the linear field
dependence of resistivity, a one-band Drude approximation
was adopted to yield an estimated RH . The temperature depen-
dence of RH at ambient pressure is shown in the inset of Fig. 3.
It can be seen that RH is almost independent of temperature
at the beginning, and then starts to decrease sharply and
changes its sign at a certain temperature 78 K. It has been
reported [36] that the RH in these compounds, which have
the CDW transition, is positive above TCDW, and then drops
quickly and changes its sign below TCDW. For the compound
without the CDW transition, the RH is positive over the whole
temperature region. Thus, the change of RH provides another
method to determine TCDW. The RH at 10 K and 300 K as a
function of pressure are presented in Fig. 3. We found that
the RH at 10 K is negative and the RH at 300 K is positive at
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FIG. 3. The inverted triangles and solid circles denote the RH

values of TaS2 at 300 K and 10 K, respectively. The vertical dashed
line indicates the CDW transition. Inset: temperature dependence of
RH values for TaS2 at ambient pressure.

ambient pressure. With the increase of pressure, RH at 10 K
increases remarkably, while there is almost no change in RH

at 300 K. At the pressure of 7.3 GPa, RH value at 10 K
displays a sign change from negative to positive and is almost
equal to that of 300 K, providing more supportive evidence
for the collapse of the CDW. As pressure is increased up to
47.0 GPa, it is worth noting that RH at 10 K and 300 K are
both positive, and there is a little difference between the two
values.

II. HIGH-PRESSURE PHASE DIAGRAM

Upon heavy compression, the maximum value of Tc (9.3 K)
is obtained at 11.5 GPa displayed in Fig. 4, and is nearly
eight times the initial value at ambient pressure. After that, Tc

decreases consecutively with pressure to the highest pressure
studied in the present studies. Simultaneously, the residual
resistivity is increased with pressure. This behavior is different
to those below 11.5 GPa. What is noteworthy is that the lowest
residual resistivity ρ0 at the pressure of 11.5 GPa responds
to the maximum Tc. Now we can analyze the evolution of
the electrical resistivity by using the standard resistivity fit,
ρ(T) � ρ0 + ATn, where ρ0 is the residual resistivity and the
prefactor A is related to the pairing interaction strength. The
black lines in Fig. 4 are the fitting results. Furthermore, we
measured the temperature dependence of the resistivity at dif-
ferent magnetic fields. The results at the pressure of 20.7 GPa
are summarized in the inset of Fig. 4. It can be seen that
the temperature-dependent resistivity curves gradually shift
toward low temperatures with increasing magnetic fields. It
seems likely that superconductivity is completely suppressed
at 2.5 Tesla, evidencing the superconducting transition in
nature.

We have repeated high-pressure measurements on TaS2 for
several independent runs using different samples. The results
are highly reproducible. As shown in Fig. 5, we summarized
TCDW and Tc as a function of pressure from Raman scattering
and resistivity measurements, including some points from
previous reports [24,25,37]. As can be seen, Tc of TaS2 is

FIG. 4. Temperature dependence of the resistivity of TaS2 upon
further compression to 47 GPa. Raw data were signed with open
circles. The black lines are fits to a standard resistivity formula:
ρ(T) � ρ0 + ATn. The inset shows the temperature-dependent
resistivity at pressure of 20.7 GPa with the applied magnetic fields.

very low at the beginning, accompanied by the CDW state.
A gap opens over part of the Fermi surface in the direction of
the q vectors of the CDW, which reduces the average density
of states at the Fermi surface and is unfavorable to supercon-
ductivity [38]. As the pressure is increased, TCDW drops near

FIG. 5. The phase diagram of 2H-TaS2. Solid rhombuses repre-
sent TCDW from the electrical resistivity measurements and the solid
circles correspond to Tc; the three independent runs were marked
by different colors. Triangles denote TCDW from Raman-scattering
measurements. The experimental data points from the work of Refs.
[24,25,42] were taken for comparison.
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linearly with a coefficient dTCDW/dP = 7.01 ± 0.2 K/GPa
and the CDW order is completely suppressed at pressure of
around 7.0 GPa. Meanwhile, the value of Tc has an obvious
increase. Below 7.0 GPa, there is a coexisting phase of the
CDW and superconductivity. With further increasing pressure,
Tc has a continuous increase and reaches a maximum of 9.3 K
at 11.5 GPa. At higher pressures, 11.5 < P < 47.0 GPa, Tc

has a moderate decrease but still stays above 6.3 K.
The effects of pressure on the CDW and superconductivity

has been studied in other similar TMDs such as 2H-NbSe2.
For this material, the CDW is dramatically suppressed by
the application of pressure, while Tc is insensitive to the
CDW transition; it was explained that the rapid destruction
of CDW is related to the zero mode vibrations—or quantum
fluctuations—of the lattice renormalized by the anharmonic
part of the lattice potential [18]. Unlike NbSe2, it is found
that the CDW for the studied material is suppressed gradually
with the application of pressure, while Tc exhibits a significant
increase from 1 K at ambient pressure to 8 K at 7.0 GPa.
With increasing applied pressure, Tc of TaS2 continues to
increase after the CDW collapses and reaches the maximum
at 11.5 GPa, indicating that it is not a simple competition
between the CDW and superconductivity. It is noteworthy
to mention that the behavior of TaS2 under pressure is also
different from quasi-one-dimensional systems. For the quasi-
one-dimensional materials, a superconducting phase sets in
after a CDW state has been suppressed [17], or at the critical
pressure where the CDW disappears, Tc reaches its maximum
value [39,40]. After the disappearance of the CDW, it is
possible that the vicinity of a quantum critical point near the
collapse of the CDW, and the fluctuations that accompany it,
are responsible for the enhancement of Tc.

III. UNDERSTANDING OF SUPERCONDUCTIVITY
UPON COMPRESSION

The presence of the CDW state provides the key under-
standing for the coexisting region of the CDW order and
superconductivity. Above 11.5 GPa, the standard resistivity
formula was employed to fit the resistivity in the normal
state (see Fig. 4). The resistivity exponent n, the residual
resistivity ρ0, and the prefactor A were obtained through a
fitting procedure over the low-temperature region of up to
30 K (shown in Fig. 6). For the pressure range from 11.5–
47.0 GPa, the resistivity exponent n was found to increase
from 2.3 to 3.7. Those values are different from the expected
value of n = 2 or n = 5 for electron-electron or electron-
phonon scattering [41,42], respectively. Similarly, there are
some rare cases in TiSe2 (n � 2.6) [2] and NbPt3 (n = 3) [43].
Those n values are commonly attributed to a phonon-assisted
s-d interband scattering. A report from Wilson [44] explains
how scattering from a low-mass band into a high-density band
can yield higher power-law temperature-dependent resistivity.
The prefactor A exhibits a continuous decrease in the pressure
range. Empirically, there exists a relationship between A and
Tc, the stronger the pairing interaction strength is, the higher
Tc is [42]. The gradual decrease of Tc above 11.5 GPa is
considered to obey this relationship. Meanwhile, the residual
resistivity ρ0, related to impurity scattering, shows a steady
increase upon compression. A strong correlation between

FIG. 6. Fitting parameters from the temperature-dependent re-
sistivity in normal state of TaS2 at various pressures. (a) Pressure
dependence of the residual resistivity ρ0. (b) Plot of the prefactor
A as a function of pressure. (c) The pressure-dependent resistivity
exponent n.

Tc and ρ0 was proposed in a previous study, the impurity
scattering is not in favor of Tc enhancement [45]. The decline
of Tc after passing of a maximum is due to the decrease
of the interaction strength and the increase of the impurity
scattering.

In summary, we have carried out measurements of elec-
trical resistivity, Hall coefficient, and the Raman spectra on
TaS2 at high pressures and low temperatures. The CDW order
was observed to disappear at a pressure of 7.0 GPa, which
is accompanied by the sign change of the Hall coefficient.
A strong correlation among the critical temperature, residual
resistivity, and prefactor A is uncovered by fitting resistivity
in the normal state; both the stronger impurity scattering
and weaker phonon-assisted s-d interband scattering with the
increase of pressure account for the gradual decrease in Tc

above 11.5 GPa. Our results revealed the distinct pressure-
tunable characteristics of TaS2 and addressed the relationship
between the CDW and superconductivity.
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