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Tightly bound excitons in monolayer semiconductors represent a versatile platform to study two-dimensional
propagation of neutral quasiparticles. Their intrinsic properties, however, can be severely obscured by spatial
energy fluctuations due to a high sensitivity to the immediate environment. Here, we take advantage of the
encapsulation of individual layers in hexagonal boron nitride to strongly suppress environmental disorder.
Diffusion of excitons is then directly monitored using time and spatially resolved emission microscopy at
ambient conditions. We consistently find very efficient propagation with linear diffusion coefficients up to
10 cm2/s, corresponding to room-temperature effective mobilities as high as 400 cm2/Vs as well as a correlation
between rapid diffusion and short population lifetime. At elevated densities we detect distinct signatures of
many-particle interactions and consequences of strongly suppressed Auger-type exciton-exciton annihilation.
A combination of analytical and numerical theoretical approaches is employed to provide pathways toward
comprehensive understanding of the observed linear and nonlinear propagation phenomena. We emphasize the
role of dark exciton states and present a mechanism for diffusion facilitated by free-electron hole plasma from
entropy-ionized excitons.
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I. INTRODUCTION

A key property of low-dimensional semiconductors with
spatial degrees of freedom is their inherent capability to
facilitate transport of photoexcitations [1]. In addition, effects
of quantum confinement and reduced dielectric screening can
result in exceptionally strong Coulomb interactions [2–5]. As
a consequence, propagation of photoexcited charge carriers
becomes highly correlated as electrons and holes form bound
exciton states [6,7]. The excitons can dominate the response
to external fields and lead to dramatic changes in the transport
properties of the optical excitations with immediate funda-
mental and technological implications.

Prominent representatives of low-dimensional systems
combining translational symmetry and efficient Coulomb cou-
pling are semiconducting transition metal dichalcogenides
(TMDCs) [8]. In their bulk form, TMDCs are van der Waals
crystals composed of stacked MX2 layers, typically, with M =
Mo, W and X = S, Se, Te. On the nanoscale, they can form
stable structures down to the effective two-dimensional limit
of single monolayers as thin as a few angstroms [9–11]. The
TMDC family was shown to host a rich variety of remarkable
properties associated with their peculiar electronic structure,
spin-valley locking, strong light-matter interactions, and com-
plex many-body physics [12–15], stimulating broad interest
across the research community.

*alexey.chernikov@ur.de

More recently, an increasing amount of efforts were di-
rected to explore spatial properties of photoexcitations in
TMDC monolayers [16–29] in view of robust exciton states
combined with their freedom to move in two dimensions. The
excitons were found to be mobile with diffusion lengths up
to many 100’s of nanometers at ambient conditions [16,18–
20,28], guided by strain and dielectric gradients [22,25,26],
as well as exhibiting intriguing nonlinear phenomena dur-
ing spatial propagation associated with efficient interac-
tions [17,21,23,24,27]. In heterostructures, the complex na-
ture of the exciton transport was further highlighted by the
demonstration of nontrivial diffusion of spin-valley polarized
excitations [30], interlayer exciton diffusion [31], and external
control of the exciton currents [32]. Two-dimensional TMDCs
thus emerged as a highly promising solid-state platform for
experimental and theoretical inquiries into the physics of
quasiparticle propagation in complex multicomponent sys-
tems on the nanoscale.

However, ultrathin materials such as TMDCs are partic-
ularly susceptible to environmental disorder [33], strongly
affecting both optical and transport properties. Following the
original work on graphene [34], encapsulation of individual
layers of TMDCs in hexagonal boron nitride (hBN) recently
emerged as a key technology to mitigate inhomogeneities
introduced by the materials’ surroundings [35–39]. It pro-
vided direct access to a number of inherent properties of
TMDCs including radiative broadening of optical transitions,
reliable identification of exciton complexes and their behavior,
as well as the demonstration of high electronic mobilities.
These recent advances strongly motivate to explore linear and

2469-9950/2020/101(11)/115430(20) 115430-1 ©2020 American Physical Society

https://orcid.org/0000-0002-3149-9567
https://orcid.org/0000-0002-2229-0147
https://orcid.org/0000-0002-2683-5124
https://orcid.org/0000-0003-4462-0749
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevB.101.115430&domain=pdf&date_stamp=2020-03-30
https://doi.org/10.1103/PhysRevB.101.115430


JONAS ZIPFEL et al. PHYSICAL REVIEW B 101, 115430 (2020)

nonlinear exciton propagation in light of the rapid progress
in material preparation, as exemplified by the initial reports
of efficient diffusion in hBN-encapsulated WS2 and WSe2

monolayer samples [20,28]. The improved material platform
should provide unique opportunities to access the physics
of mobile photoexcitations in monolayer semiconductors in
essentially disorder-free environments.

Here, we present the results of a joint experimental and
theoretical study of exciton diffusion in hBN-encapsulated
WS2 monolayer samples. Using spatially and time resolved
microphotoluminescence we directly monitor spatial propa-
gation of photoexcited electron-hole pairs after optical in-
jection at ambient conditions. In the linear regime, we con-
sistently find exceptionally rapid diffusion with coefficients
up to 10 cm2/s, corresponding to room-temperature effective
mobilities as high as 400 cm2/Vs. At increased densities,
we observe pronounced nonlinearities in the propagation due
to many-particle interactions, but also the consequences of
strongly suppressed exciton-exciton annihilation.

To provide comprehensive, quantitative understanding of
our findings, we employ a combination of analytical and
numerical theoretical approaches to address both linear and
nonlinear regimes of exciton diffusion. We discuss the influ-
ence of a complex exciton band structure and emphasize the
role of both bright and dark states of the excitons that are
important to understand the spatial properties of the studied
system. In addition, we discuss the consequences of the
entropy ionization of excitons that can lead to large fractions
of free-carrier populations and determine the diffusion in
the low excitation density regime. For elevated densities we
demonstrate the impact of reduced Auger-type recombination
for the propagation of optical excitations considering both
enhanced broadening of the spatial distribution and halolike
phenomena.

The paper is organized as follows. In Sec. II we out-
line the details of the material fabrication and experimental
procedures. Section III provides an overview of the main
experimental observations with an illustration of the key
properties of density-dependent exciton propagation in hBN-
encapsulated TMDCs. The analysis of the low-density regime
is given in Sec. IV, focused on the exciton diffusion in mul-
ticomponent systems and the interplay with the nonradiative
recombination dynamics, including quantitative theoretical
description of the studied processes. Nonlinear phenomena
related to Auger-type recombination are then discussed in
Sec. V, illustrating the consequences of suppressed exciton-
exciton interaction through analytical and numerical models.
The main findings and conclusions are summarized in Sec. VI.

II. EXPERIMENTAL DETAILS

The studied samples were obtained by mechanical exfo-
liation of chemically synthesized bulk crystals (WS2 from
“HQgraphene,” hBN from NIMS) onto polydimethylsiloxane
films. Subsequently, individual flakes were stamped following
the procedure from Ref. [40] onto 70 ◦C pre-heated SiO2/Si
substrates starting with a thin hBN layer, followed by a WS2

monolayer that is then capped by a thin hBN layer. The
average thickness of the hBN flakes estimated from optical
contrast and supported by atomic-force microscopy was on
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FIG. 1. (a) Schematic illustration of the spatially and time re-
solved photoluminescence microscopy on hBN-encapsulated WS2

monolayer samples. (b) Representative emission cross sections im-
mediately after the excitation at 0 ps and for 40 ps. (c) Extracted
relative change of the squared width of the luminescence profiles
as function of time after the optical injection. The data are shown
for several pump energy densities in the low-density regime, for
two representative hBN-encapsulated flakes (I and II) and for a
bare, as-exfoliated monolayer on SiO2/Si substrate (taken from
Ref. [21]). (d) Corresponding linear spectroscopy data confirming
narrow spectral lines resulting from hBN encapsulation. (e) Time
resolved PL transients from the hBN-encapsulated samples in direct
comparison with an as-exfoliated flake. Instrument response of the
experimental setup is denoted by IRF.

the order of 5 to 15 nm. The fabrication method typically
provided hBN/WS2/hBN heterostructures with an average
area of several 100’s of μm2.

The samples were first analyzed by linear reflectance and
continuous-wave photoluminescence (PL) mapping at cryo-
genic and room temperature. All measurements were per-
formed on freshly exfoliated samples that showed consis-
tent emission at the fundamental neutral exciton resonance
(Appendix C illustrates changes in the luminescence spectra
detected one year after the initial measurements). For the
subsequent experiments, sufficiently large regions in the range
of 10’s to 100 μm2 with good interlayer contact between
WS2 monolayers and the surrounding hBN flakes were identi-
fied. Key prerequisites were characteristically narrow spectral
linewidths of the exciton ground- and excited-state reso-
nances, limited to several meV at low temperatures [41,42].
These regions were then used for optical measurements of
exciton diffusion, as schematically illustrated in Fig. 1(a). A
short laser pulse from the 100-fs Ti:sapphire laser operating
at the repetition rate of 80 MHz was tightly focused on the
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sample by a 100× microscope objective. The resulting full
width at half-maximum of the laser spot was 0.6 μm. The
photon energy of the incident beam was tuned to 2.4 eV,
roughly corresponding to a nonresonant excitation of the WS2

monolayer into the flank of the spin-orbit split B exciton [43].
All measurements were performed at room tempera-

ture and ambient conditions. In this regime, the exci-
tons form rapidly in TMDC monolayers on subpicosec-
ond timescales [44,45], thermalize to the lattice temperature
within a few picoseconds [46], diffuse and finally recombine
on the timescale of 10’s to 100’s of picoseconds in typical
samples. Due to the comparatively fast formation and thermal-
ization, the radiative recombination of the small population of
bright excitons within the radiative cone allows us to follow
the dynamics of the total exciton population, as discussed
in Ref. [47]. Spatially and time resolved emission intensity
IPL(r, t ) is then monitored by imaging the luminescence cross
section onto a streak-camera detector (see Ref. [21] for addi-
tional details). Using this technique, we directly obtain time-
dependent profiles of the spatially resolved exciton emission
with the temporal resolution of a few picoseconds.

III. EXCITON DIFFUSION

A. Linear regime

Typical spatial luminescence profiles of a hBN-
encapsulated WS2 monolayer are presented in Fig. 1(b) on a
semilogarithmic plot immediately after the excitation at 0 ps
and at a later time, for 40 ps. The data already indicate rapid,
time-dependent spatial broadening of the exciton distribution.
For quantitative analysis, spatially resolved PL intensity
profiles IPL(r, t ) are fitted at each time step t by a Gaussian
function ∝ exp [−r2/w2(t )]. The squared width w2(t ) of the
spatial distribution can be then separated in two components,
according to w2(t ) = w2

0 + �w2(t ): the time-independent
broadening w2

0 determined by the initial PL profile at t = 0
convoluted with the instrument point spread function, and
the time-dependent contribution �w2(t ). We note that due
to the squared sum rule for the widths of two convoluted
Gaussians, the �w2(t ) contribution is not expected to
depend on the initial spot width and broadening from the
instrument response. Figure 1(c) shows time-dependent traces
of the increase of squared emission width obtained from two
representative samples of hBN-encapsulated WS2 monolayers
in the linear excitation regime. For comparison we also
include the data from a typical as-exfoliated WS2 flake on
SiO2/Si substrate, taken from our previous study [21]. An
effective diffusion coefficient D is then extracted from the
slope following the solution of the linear diffusion equation,
according to �w2(t ) = 4Dt . For the presented data at low
injection densities, �w2(t ) increases linearly with time and
does not depend on the pump power. We note, however,
that D can be generally both density and time dependent if
the propagation dynamics deviates from the linear diffusion
law. In addition, extraction of the diffusion coefficient can
be further influenced by density-dependent recombination
processes, as previously demonstrated for bulk Cu2O [48]
and monolayer TMDCs [21], discussed in Sec. V.

Interestingly, as illustrated in Fig. 1(c), the slope of
�w2(t ) is roughly 20 times steeper for the hBN-encapsulated

monolayers in contrast to the as-exfoliated one. That cor-
responds to an increase of the diffusion coefficient from
0.4 to 8 cm2/s. Such efficient exciton propagation in the
hBN-encapsulated samples is accompanied by characteristic
spectral properties, presented in Fig. 1(d). One of the most
important consequences of encapsulation is exemplified by
narrow spectral widths of the resonances. In general, at ele-
vated temperatures, including the room temperature where our
diffusion measurements are performed, the main broadening
mechanism of the optical transition stems from the exciton-
phonon scattering due to the thermal activation of the phonon
modes [41,42]. For the studied room-temperature conditions,
the linewidths are thus usually dominated by the homoge-
neous component with additional, weaker contributions from
the phonon-assisted sidebands at the low-energy side of the
emission spectrum [49]. In contrast, cryogenic temperatures
strongly suppress the exciton-phonon interaction by reducing
the phase space for the optical and intervalley acoustic phonon
emission and decreasing the number of available low-energy
acoustic phonons. Low-temperature conditions thus allow for
a better analysis of the inhomogeneous contributions from
disorder.

Measured room-temperature spectra from reflectance and
continuous-wave PL shown in Fig. 1(d) already exhibit ex-
citon linewidths on the order of 25 meV that correspond
reasonably well to the theoretical predictions for intrinsic
scattering in monolayer WS2 [41,50]. Most importantly,
though, both exciton ground- and excited-state resonances are
extremely narrow in the 5-K reflectance derivative data in
Fig. 1(d), as it is typically observed for successfully encap-
sulated TMDCs [35–39]. In addition, the optical response is
dominated by the neutral exciton resonance with only weak
signatures at lower energies related to the presence of free
carriers, indicating small residual doping [15].

A key prerequisite for the narrow linewidths is a homoge-
neous dielectric environment of the monolayer provided by
the encapsulation between atomically flat hBN flakes. The
procedure essentially removes dielectric disorder that other-
wise arises from local fluctuations of the external dielectric
permittivity and can dominate inhomogeneous broadening in
as-exfoliated flakes [33]. The absolute value of the nonradia-
tive linewidth of the exciton ground state extracted from the
reflectance spectrum in Fig. 1(d) is below 2 meV, already
limiting potential contributions from disorder to this very
small energy range. However, the actual residual inhomoge-
neous contribution in our samples is likely to be even less
than 1 meV since we already expect an intrinsic nonradiative
broadening in WS2 of a few meV due to the relaxation of
the K-point excitons toward dark intervalley states [41,42,50].
The impact of disorder should be thus altogether negligible at
elevated temperatures, so that the hBN-encapsulated mono-
layers can be considered as essentially disorder free for the
room-temperature propagation studies.

In this context, we emphasize that the observed miti-
gation of the spatial fluctuations in the average potential,
i.e., long-range disorder, does not generally imply complete
absence of all imperfections. For example, the presence of
deep trap states is not expected to strongly contribute to the
linewidth broadening, that is dominated by intrinsic ultrafast
exciton-phonon scattering at elevated temperatures and by
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FIG. 2. (a) Relative change of the squared width of the luminescence profiles as function of time after the excitation presented for a
number of pump energy densities from 1.4 × 101 to 5.4 × 104 nJ/cm2. The data are vertically offset for better comparison. Effective diffusion
coefficients are extracted from the slopes of the linear fits, shown as solid lines. (b) Overview of the extracted effective diffusion coefficients
from several individual measurements (open circles) on hBN-encapsulated WS2 samples together with the averaged result (solid red circles)
as function of injected electron-hole pair density. The shaded area roughly illustrates the general density dependence of the measured values.
Effective diffusion coefficients from an as-exfoliated sample on SiO2/Si substrate are added for comparison, taken from Ref. [21]. They are
plotted for the same electron-hole pair energy densities taking into account about factor of 2 higher effective absorption of the as-exfoliated
sample [the top abscissa axis should be thus understood as being shifted by factor of 2 to higher densities in this case (cf. Ref. [21])].
(c) Corresponding PL decay times of the hBN-encapsulated samples for several representative flakes.

radiative recombination at liquid-helium temperature, limiting
the exciton polarization lifetime (dephasing time) [41,42].
Instead, propagation of the photoexcited carriers toward the
traps and the subsequent capture strongly influences the total
population lifetime of the photoexcited electron-hole pairs and
the overall quantum yield of the material [51]. In contrast to
the phonon-induced polarization dephasing, these processes
typically occur on much longer timescales from a few up to
100’s of picoseconds. As a consequence, the decay of the PL
transients is usually considered to be limited by such non-
radiative recombination mechanisms, in particular, at higher
temperatures.

Interestingly, the PL lifetime of the studied samples seems
to consistently decrease upon hBN encapsulation, from many
100’s to a few 10’s of picoseconds, as illustrated by represen-
tative transients in Fig. 1(e). Moreover, the observed change
of the characteristic decay constants is roughly proportional to
the difference of the diffusion coefficients. A possible mech-
anism for this behavior originating in the interplay between
propagation and nonradiative capture is discussed in detail in
Sec. IV.

B. Density dependence

To study the influence of interactions between photoexcited
electron-hole pairs, exciton diffusion experiments were per-
formed across a broad range of pump densities, from a few

nJ/cm2 to 10’s of μJ/cm2. Representative time-dependent
squared widths �w2(t ) of the spatial emission profiles are
shown in Fig. 2(a). Overall, the exciton expansion �w2(t ) is
found to change both strongly and nonmonotonously between
low- and high-density regimes. From the linear fits we extract
density-dependent effective diffusion coefficients during the
time interval of 0–40 ps after the excitation, roughly corre-
sponding to the lifetime of more than 90% of the injected
population. The corresponding individual values are presented
in Fig. 2(b) for varying flakes and measurement positions
together with the arithmetic average. The results from an
as-exfoliated sample on SiO2/Si substrate are added for direct
comparison. The upper abscissa axis indicates the average en-
ergy density per pump pulse within the width of the excitation
spot and the lower abscissa axis corresponds to the estimated
injected total electron-hole density Ntot. For the latter we
used the absorption coefficient of 5% at the chosen pump
energy, as obtained from the linear reflectance measurements
combined with the analysis of the dielectric function and local
field effects from multilayer interference in hBN-encapsulated
samples. We note that all excitation densities (up to several
1012 cm−2) used in our experiments are estimated to be well
below the Mott threshold [5,52] of exciton ionization that
should be close to 1013 cm−2 or above [53,54].

For the exciton propagation, three characteristic regimes
are identified, roughly indicated by (1), (2), and (3) in
Fig. 2(b). At electron-hole pair densities below 1010 cm−2 we
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observe a constant diffusion coefficient in the range between
5 and 10 cm2/s within experimental spread. These values
are much higher than in the as-exfoliated samples and rather
close to those recently reported for a hBN-encapsulated WSe2

monolayer [20]. In the intermediate density regime between
1010 and 1011 cm−2 the diffusion coefficient first decreases
down to values of about 1 to 3 cm2/s. Finally, it increases
again for densities above 1011 cm−2 and reaches up to 30
cm2/s at 6 × 1011 cm−2. Interestingly, the population lifetime
exhibits only a weak density dependence across the studied
excitation range, as illustrated by PL decay times presented
in Fig. 2(c), in good agreement with a previous paper [55].
Here, we note that the density-dependent increase of the
effective diffusion coefficient is also observed in as-exfoliated
WS2 samples, albeit at much lower excitation densities [blue
points in Fig. 2(b)]. It is a common observation for systems
exhibiting superlinear density-dependent recombination chan-
nels [21,48,56], as discussed in detail Sec V.

In the following, we focus on the individual aspects of
these experimental observations in the exciton propagation,
discuss the underlying mechanisms, and relate our findings
to the properties of the interacting many-particle system of
electron-hole states in the studied monolayers.

IV. LINEAR REGIME ANALYSIS

In this section we discuss the exciton propagation in the
low-density regime, where nonlinearities are unexpected, and
for densities where the first transition toward a nonlinear
behavior occurs. These regions are marked by (1) and (2)
in Fig. 2(b), respectively. First, we focus on the mechanisms
determining the diffusion of excitons within a complex mul-
tivalley band structure and illustrate the influence of dark
states and the electron-hole plasma on the spatial properties of
the photoexcited carrier system. Subsequently, we discuss the
observation of short population lifetimes in hBN-encapsulated
samples that accompanies rapid diffusion. We outline poten-
tial mechanisms of this relationship and illustrate a model
scenario for the interplay of propagation and nonradiative
capture.

A. Multivalley exciton diffusion

First, we address a basic question: What determines room-
temperature exciton diffusion in the studied TMDC monolay-
ers? Immediately, one could consider the total scattering time
τs of about 30 fs obtained from the spectral broadening of the
bright exciton resonance on the order of 25 meV from exciton-
phonon interaction [41,42,50]. As discussed in the literature
also for TMDCs [17,21], one could approximately use the
relation D = kBT (τs/mX ) to estimate the diffusion coefficient,
where kB is the Boltzmann constant, T is the exciton tem-
perature, and mX is the total mass of the exciton. Due to the
fast cooling of excitons expected at elevated temperatures [46]
compared to much longer population lifetimes, the exciton
temperature should be close to that of the lattice. Depending
on the choice of the mass parameter mX , e.g., between 0.5 and
1 of the free-electron mass m0, the scattering time of 30 fs
yields diffusion coefficients between 1 and 2 cm2/s. Notably,
this simple relation severely underestimates measured values

of the diffusion coefficient in the range of 5 to 10 cm2/s [cf.
Fig. 2(b)], motivating a more detailed analysis.

The initial step is to accurately consider the role of the dark
exciton states that are particularly important in tungsten-based
TMDCs such as the studied WS2 monolayers. Both the spin
splitting of the conduction band and the presence of the �

valley (also labeled as Q in the literature) between � and K
combined with influence of the Coulomb interaction results
in a manifold of exciton states that are relevant at room
temperature. These can be labeled by the respective electron
transitions: intravalley K − K singlets and triplets, intervalley
K − K ′ and K − � singlets, and K − �′ triplets as well as
the corresponding permutations for the electronic transitions
from the K ′ valley. The terms “singlet” and “triplet” relate to
the conventional electron-hole picture and correspond to the
total exciton spin of 0 (electron and hole spins are antiparallel)
and 1 (electron and hole spins are parallel), respectively. The
relevant parts of the exciton band structure for monolayer WS2

are schematically illustrated in Fig. 3(a).
In the experiment, the detected luminescence arises from

the bright exciton states at K − K and K ′ − K ′ with the
center-of-mass momentum close to zero, i.e., those within
the radiative cone. The majority of the population, however,
that also determines the diffusion dynamics on the studied
timescale of several 10’s of picoseconds resides in lower-lying
states [47,57]. The energy separation of intravalley K − K
triplets and intervalley K − K ′ singlets with respect to the
bright K − K state is well established for W-based TMDC
monolayers [58,59]. Taking the single-particle conduction-
band splitting [60] and electron-hole interaction into account
by solving the Wannier equation in the thin-film limit, one
obtains the corresponding splitting of about 50 meV for hBN-
encapsulated WS2. Here we also note that as long as the
value is larger than the thermal energy at room temperature of
about 26 meV, these exciton states should be predominantly
populated. In contrast, the precise energy offset for the K − �

states is less clear due to more challenging experimental
access. Recently, conduction-band offsets for MoSe2 and
WSe2 were reported that were obtained for electron doping
in the 1013 cm−2 range [61]. The values that we use for WS2,
however, rely on the conduction-band offsets obtained from
ab initio calculations that can vary within many 10’s of meV
for WS2 in particular [60,62,63].

In the context of the band structure depicted in Fig. 3(a),
the symmetry between triplet and singlet states with the same
energy and effective masses results in the same scattering and
diffusion efficiency. As a consequence, the overall exciton
population in triplet states diffuses in the same way as the
population in the corresponding singlet states. In addition, the
impact of spin-flip exciton-phonon scattering on the overall
diffusion should be very small due to the long scattering
times [64] compared to the ultrafast spin-conserving scatter-
ing [41]. We can thus neglect spin-flip processes in our model.
In this situation, the phonon modes involved in the exciton
scattering are the in-plane longitudinal and transversal acous-
tic (LA, TA) and optical (LO, TO) modes and the symmetric
out-of-plane A1 mode at the �, �, M, and K points [65].

To microscopically calculate exciton diffusion, we scan
across a relevant range of the K − � exciton energy split-
ting with respect to the bright K − K exciton state and
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exciton population at room temperature is approximately indicated
by the filled areas. The energy offset of the threefold-degenerate
K − � and K − �′ states is denoted by �K−�. (b) Theoretically
calculated total exciton diffusion coefficients at room temperature
as function of the energy offset of the K − � exciton relative to the
bright K − K singlet state. The exciton diffusion calculated including
only the K − K and K − K ′ states is added for comparison. Gray area
indicates the estimated splitting of the K − � exciton states based on
the conduction-band offsets from Ref. [60].

compute the total diffusion of the distributed exciton popu-
lation. Following our previous work [47], we set up equations
of motion for the exciton occupation in different valleys by
exploiting the Heisenberg equation with the many-particle
Hamilton operator in the excitonic basis, including carrier-
light, carrier-phonon, and carrier-carrier interactions. We use
ab initio parameters for the electronic [60] and phononic [65]
properties of monolayer WS2 and calculate the time, space,
and energy resolved dynamics of the exciton occupation in the
Wigner representation. We then extract the exciton diffusion

coefficient from the slope of the temporal evolution of the
squared width of the exciton spatial distribution.

Theoretically computed exciton diffusion coefficients are
presented in Fig. 3(b) as function of the energy offset of
K − � exciton states with respect to the bright K − K states.
Intravalley and intervalley scattering processes are included
for the K − K , K − K ′, and K − � valley configurations and
the diffusion coefficient of the overall exciton population
is extracted from the numerical simulations. As a limiting
case, we also include the result for the exciton diffusion
coefficient while neglecting K − � states for comparison. In
addition, the approximate range of energy positions of the
K − � exciton state based on different ab initio values of the
conduction-band splitting of the � valley from single-particle
band structures [60] are indicated by the gray area. Altogether,
our theoretical results show that one can, in principle, expect
exciton diffusion coefficients in the range of 1 to 4 cm2/s,
depending on the relative energy of the K − � state. As a
consequence of a complex exciton band structure, the dif-
fusion coefficients can thus indeed deviate from the initial
simplified estimations that were based only on the scattering
time of the bright state. Nevertheless, the values are still below
experimentally obtained coefficients in the 5 to 10 cm2/s
range, especially for more realistic splitting parameters of the
K − � exciton.

Here, we emphasize again that we can largely exclude po-
tential contributions from nonthermalized hot excitons since
the room-temperature cooling should occur extremely fast,
within the first few picoseconds [46,47] in contrast to the stud-
ied range of many 10’s of picoseconds. In addition, measure-
ments of consistently high, constant diffusion across roughly
an order of magnitude of excitation densities indicate that
hot-phonon related phenomena [24,27,66] should not play a
role under these conditions. Since the finding of diffusion
coefficients (or effective mobilities) that are much higher than
the theoretical limit is rather uncommon, we need to consider
alternative sources that may facilitate efficient propagation of
the optical excitations. In the following, we argue that a finite
population of free-electron–hole plasma with comparatively
high diffusion coefficients can indeed provide such a source.

B. Influence of the electron-hole plasma

In TMDC monolayers it is commonly understood that the
excitons are stable under a broad range of density and temper-
ature conditions due to their high binding energies [15]. While
it is indeed often the case, there are nevertheless a number of
scenarios where large populations of free electrons and holes
can be expected [54]. For example, at high excitation densities
beyond the Mott-transition threshold, the excitons cease to be
bound states due to screening and Pauli blocking [52–54,67]
leading to the emergence of a dense electron-hole plasma.
Interestingly, also at sufficiently low densities the occupation
of free-carrier states can be favored and the formation of the
excitons suppressed.

This phenomenon, known as “entropy ionization” from the
literature [68], can be qualitatively understood by considering
the free energy F = U − ST of the system that is minimized
at thermal equilibrium. The exciton contribution to the inter-
nal energy U is lower than that of the free carriers due to
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the finite binding energy, favoring their formation at lower
temperatures T . On the other hand, the entropy S is higher
for an unbound electron-hole pair in contrast to the exciton
due a larger number of microstates available for uncorrelated
charge carriers. At elevated temperatures and sufficiently low
densities the entropy term becomes dominant, leading to the
preferential occupation of free-electron and hole states instead
of the excitons.

For TMDC monolayers at room temperature, it was pre-
dicted [54] that one can expect significant population of free
carriers already for electron-hole pair densities of 1010 cm−2

and below, depending on the dielectric environment determin-
ing the value of the exciton binding energy. These densities
can be relevant for a broad range of realistic experimental
condition both for continuous wave and pulsed excitation, as
used in our study, motivating the necessity to examine the
exciton-plasma equilibrium more closely. In the following,
we use a simplified approach of neglecting any Coulomb
renormalization effects and treating the excitons and free
charge carriers in our system as classical gases. This should
be well justified by comparatively high temperatures and
low occupation densities between 108 and 1010 cm−2 in the
studied excitation regime (kBT � np/Dp, see below). We
estimate that the upper applicability limit should be on the
order of several 1012 cm−2 at room temperature.

The free-energy density can be then presented in the fol-
lowing form:

F =
∑

p

npkBT

(
ln

np

DpkBT
− 1

)
+ npEp, (1)

where np is the density of the pth type of particle with the
subscript p running through all relevant free-electron and
hole states at K , K ′, and � valleys as well as the excitons,
taking into account the respective degeneracies. Ep denotes
the relative energy of the state including band offsets and
binding energies, and Dp represents the density of states in
two dimensions, according to

Dp = gp
mp

2π h̄2 , (2)

with the center of mass mp and the degeneracy factor gp. In
addition, we set conditions for the conservation of the total,
photoinjected electron-hole pair density Ntot in the system1

Ntot =
∑

k
(excitons)

nX,k +
∑

j
(holes)

nh, j ≡ n̄X + n̄h, (3)

and for the charge neutrality

0 =
∑

j
(holes)

nh, j −
∑

i
(electrons)

ne,i ≡ n̄h − n̄e. (4)

Here, the densities of the individual exciton (nX ), hole (nh),
and electron (ne) states are enumerated by k, j, and i, re-
spectively. The bar on top denotes the total density. These

1For the estimation of the exciton-plasma equilibrium of photoex-
cited charge carriers, we disregard any thermal activation of electrons
and holes across the band gap.

expressions are derived under the conditions of negligible
doping in the system (see the discussion below and in the
Appendix A). From Eqs. (1)–(4) we obtain a set of equations
for the individual densities np that are solved numerically
as function of the total density Ntot for a fixed temperature.
The equations and their solutions are presented in detail in
Appendix A.

Interestingly, one can also show that the results for any
complex multiband scenario with parabolic bands can be
obtained from a single equation for the total densities of
excitons n̄X , free holes n̄h, and free electrons n̄e (commonly
known as Saha equation or mass action law [68]) with an
appropriately chosen parameter S:

n̄en̄h

n̄X
= S, (5)

and the analytical solution for the exciton fraction αX :

αX ≡ n̄X

Ntot
= 1 + S

2Ntot
−

√(
S

2Ntot

)2

+ S

Ntot
. (6)

The derivation of the mass action law from Eq. (1) and the
comparison between the full multiband solution and the Saha
equation are given in Appendix A.

Using the band-structure parameters from the litera-
ture and evaluating the exciton energies of the studied
hBN-encapsulated WS2 monolayers, we obtain S = 2.5 ×
108 cm−2. The corresponding exciton fraction is presented in
Fig. 4(a) by the dotted line. To provide an example illustrating
the sensitivity with respect to the key parameters we also show
the result for slight adjustments of the fixed values (within
10% to 30%): �mX = +0.3m0, �Ebind = −20 meV, �T =
+15 K, �E� = +23 meV. This yields S = 13 × 108 cm−2

and the corresponding exciton fraction is shown by the solid
line in Fig. 4(a). In both cases, the exciton fraction strongly
decreases below the total density of 1010 cm−2, with the
majority of the population forming free-electron–hole plasma.
Hence, it is indeed necessary to examine the diffusion proper-
ties of a composite system in the presence of sizable densities
for both bound and unbound charge carriers.

For this purpose, we consider a set of two coupled diffusion
equations for the total densities of excitons n̄X and electron-
hole plasma n̄eh since free electrons and holes should diffuse
together to conserve electroneutrality:

∂ n̄X

∂t
= DX �rn̄X + D′

X �rn̄eh − n̄X

τX
− n̄X − νX n̄eh

τi
, (7a)

∂ n̄eh

∂t
= Deh�rn̄eh + D′

eh�rn̄X − n̄eh

τeh
+ n̄X − νX n̄eh

τi
. (7b)

Here, DX is the exciton diffusion coefficient and Deh is
the electron-hole plasma diffusion coefficient, i.e., the average
diffusion coefficient of the free electrons and holes. D′

X and
D′

eh are the transdiffusion coefficients related to the exciton
current driven by the plasma gradient and vice versa. The
recombination times of excitons and electron-hole pairs in the
plasma are denoted by τx and τeh, respectively. The exciton
ionization rate is represented by τi and νX ≡ n̄(eq)

X /n̄(eq)
eh is the

ratio of the exciton density to the density of unbound pairs in
thermal equilibrium. The Laplace operator is denoted by �r,
defined with respect to the radial in-plane coordinate r.
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FIG. 4. (a) Calculated fraction of the combined exciton popu-
lation as function of the total electron-hole pair density for two
different values of the Saha parameter S, given in units of 108 cm−2.
(b) Corresponding density dependence of the composite diffusion
coefficient of propagating excitons and free charge carriers. Experi-
mental data in the low-excitation regime from Fig. 2(b) are presented
for direct comparison. (c) Calculated exciton fractions for varying
electron doping densities as function of the photoexcited electron-
hole pair density.

In the following, we assume that the ionization equilibrium
is established sufficiently fast as compared to the population
lifetime, i.e., τi � τX , τeh. On the other hand, τi should be
slower than the total momentum relaxation times of exci-
tons and of plasma since the latter include both processes
associated with τi but also additional exciton-phonon and
electron/hole-phonon scattering events that are very efficient
in TMDCs at room temperature. For simplicity, we further
assume that the densities of excitons and of electron-hole pairs
are sufficiently low so that plasma-driven exciton currents
and exciton-driven plasma currents can be neglected. Hence,
we set D′

X = D′
eh = 0 in the following and consider only the

diffusion of the individual constituents DX and Deh.2

As a consequence, in the equation set (7) there is a fast
mode associated with the relaxation toward the equilibrium
n̄X − νX n̄eh that quickly relaxes to zero and a slow mode

2Transdiffusion is related to the collisions between the free charge
carriers and the excitons. The rate of these collisions is negligible
compared to the rate of phonon-assisted processes at low densities
studied here.

corresponding to the total density of the particles Ntot = n̄X +
n̄eh that is relevant for the combined diffusion. Following from
the relations n̄eh = Ntot/(1 + νx ) and n̄x = νxNtot/(1 + νx ) for
fast ionization processes, the total particle density Ntot obeys
a simple diffusion equation

∂Ntot

∂t
= �(D̄Ntot ) − Ntot

τ̄
(8)

with

D̄ = αehDeh + αX DX , (9a)

τ̄−1 = αehτ
−1
eh + αX τ−1

X . (9b)

Here, αeh = n̄eh/(n̄X + n̄eh ) and αX = n̄X /(n̄X + n̄eh ) denote
the respective fractions of plasma and excitons. It follows
that the combined diffusion coefficient of the electron-hole
population is composed of the individual coefficients of
plasma and excitons weighted by their relative densities. Here,
we emphasize that both fractions αeh = αeh[Ntot (r, t ), T ] and
αX = αX [Ntot (r, t ), T ] are functions of temperature and lo-
cal density, rendering the diffusion equation (8) generally
nonlinear.

To describe the experimentally studied scenario, we then
combine the description of exciton-plasma equilibrium with
that of the multicomponent diffusion. The individual diffusion
coefficients of excitons and plasma are fixed to the results
of the microscopic calculation via Bloch-equations approach
outlined further above and to the ab initio calculations from
Ref. [65], respectively, i.e., to DX = 1 cm2/s and Deh =
11 cm2/s (using literature parameters for the electron and
hole properties as well as �K−� = −26 meV). As an initial
condition at time t = 0 we fix the total density distribution
to the excitation spot profile and the estimated injected den-
sities from the experiment. Subsequently, we solve Eq. (8)
numerically with D̄ depending on Ntot via Eqs. (9a) and (6)
and the population lifetime calculated after Eq. (9b) using a
similar approach. In this way, we obtain Ntot (r, t ). From these
we extract an effective diffusion coefficient for each excitation
density to compare with the experiment.

Theoretically obtained density dependence of the effective
diffusion coefficient is presented in Fig. 4(b). The results
correspond to the two choices of the Saha parameter shown
in Fig. 4(a) and include the experimental data both from
the individual measurements and the average. Considering
the spread of the data and potential variations of the system
parameters, the quantitative agreement is very reasonable.
Importantly, the model captures both the high values of the
diffusion coefficient found at low densities but also naturally
explains the subsequent decrease observed at higher densities,
marked by the distinct regimes (1) and (2) in Fig. 2(b),
respectively. We may thus conclude that sizable populations
of the electron-hole plasma in the low-density regime due to
entropy ionization of the excitons can indeed drive the overall
propagation efficiency of the photoexcited charge carriers. As
the density increases, the relative fraction of plasma decreases
and the diffusion coefficient approaches the intrinsic value
for the excitons. We also emphasize that the reduced value
of the exciton binding energy in hBN-encapsulated samples is
the main reason to expect entropy ionization in the studied
density range. In as-exfoliated samples on SiO2 substrates,
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however, the exciton binding energies are more than 100 meV
higher than in the encapsulated ones due to reduced dielectric
screening so that entropy ionization should occur at much
lower densities (see Fig. 8 in Appendix A).

We note, however, that the proposed model is subject to
an important limitation. Realistic TMDC materials, even after
encapsulation in hBN, often exhibit a small residual amount
of doping. It is usually relatively low, as in the case of the
studied samples, where we can only estimate it to be of n
type and below 1011 cm−2 from reflectance measurements
at cryogenic temperatures. To analyze the implications of
doping, the above analysis can be readily extended to allow for
the presence of resident carriers (see Appendix A for details).
Calculated exciton fractions for the doping densities between
108 and 1011 cm−2 are presented in Fig. 4(c) as function
of the photoexcited electron-hole-pair density. We see that
already for relatively low densities on the order of 109 cm−2,
the equilibrium is shifted to favor the exciton population. A
finite doping density of free electrons would thus stabilize
the exciton formation. One can roughly understand that by
considering that it is much easier for a photoexcited hole to
find an electron to form an exciton in the presence of resident
electrons.

Importantly, such free-carrier densities can not be unam-
biguously excluded in the experiment, even if one might ex-
pect nonuniform distribution of dopants, localized in smaller
puddles and leaving undoped areas in-between governing the
diffusion. In addition to that, bright and dark trion states
should form and further affect the specific ratios of the
electron-hole pair distributions in the equilibrium. Here, we
note that the additional formation of trion states is omitted in
the simplified analysis presented above and in Fig. 4(c) that is
aimed to illustrate the general influence of residual carriers on
the equilibrium between free and bound electron-hole pairs.
However, the correction to the total internal energy of a trion
state of about 20 to 30 meV is rather small (about 10%)
in comparison to that of the neutral exciton on the order of
200 meV. Thus, we do not expect the free-carrier fraction to
be strongly affected by redistribution of the exciton population
between the neutral and charged composite states. Moreover,
significant populations of the trions could affect the diffusion
in the linear and nonlinear regimes. The higher total mass of
the trion should already slow down the propagation, similar to
the observed interplay between trions and free carriers [69]
as well as affect the scattering rates, in particular with the
phonons. While the emission in the studied samples is dom-
inated by neutral excitons, the simplified analysis presented
in Fig. 4(c) should be still considered as an illustration of
the general influence of residual doping on the equilibrium
exciton fractions. The actual experimental scenario is likely
to be more complex, strongly motivating further investigations
into the subject. These would ideally combine precise deter-
mination and control of the doping down to very low densities
as well as direct observations of the electron-hole plasma by
intraband, interband, or photocurrent spectroscopy.

To summarize, the following can be concluded with respect
to the initial question regarding the mechanisms determin-
ing room-temperature linear diffusion in the studied hBN-
encapsulated WS2 monolayers. In general, it is necessary
to consider the presence of dark states in tungsten-based

materials for accurate description of the exciton propagation.
Importantly, the resulting effective exciton diffusion coeffi-
cient can strongly vary depending on the relative valley align-
ment in the conduction band. The exciton diffusion alone,
however, does not seem to fully account for the experimental
findings, underestimating the measured values by a factor of
at least 2 and up to 10. A promising hypothesis involves
the presence of sizable plasma populations in the system
due to the entropy ionization of excitons at low excitation
densities, providing a reasonable quantitative description of
the experiment. Photoexcited, thermally stabilized free elec-
trons and holes are expected to diffuse much faster than
the excitons. They can thus dominate the propagation of the
total photoexcited population, even as the role of the residual
doping remains an important consideration for the validity of
this scenario.

C. Recombination dynamics

In the previous section we discussed possible origins of
the observed efficient diffusion in hBN-encapsulated samples.
Notably, in addition to determining the diffusion coefficients,
we also find a strong correlation between rapid propagation
and carrier lifetime dynamics that we address in the following.
As we demonstrate, the experimental findings are rather ro-
bust across many sample positions and individual flakes both
in our data and in the literature [55]. The relationship between
population lifetime and diffusion coefficients is presented in
Fig. 5(a). Here, the PL lifetime is plotted as function of the
linear diffusion coefficient for a sufficiently large number of
studied flakes and measurement positions. The data illustrate
consistent differences between the as-exfoliated (on SiO2/Si
substrates and freestanding) and hBN-encapsulated samples
as well as within the individual sample sets.

Considering the underlying mechanisms, room-temper-
ature recombination is typically limited by nonradiative pro-
cesses associated with defects. This is further supported by
measurements of the total PL intensity which decreases for
the sample sets with shorter lifetimes on a similar scale as the
lifetimes themselves, as illustrated in the inset of Fig. 5(a).
Thus, a number of possible scenarios involving changes in
the exciton trapping efficiency and a variety of nonradiative
recombination pathways may occur as a consequence of
encapsulation. It is nevertheless instructive to examine the
following basic model. As a limiting case, we can assume
that the nonradiative recombination is provided by a finite
trap density that is of the same order of magnitude in as-
exfoliated and encapsulated samples. This proposition could
be reasonable considering that many of the trap states are
likely to already reside within the material itself [70], at least
in the studied WS2 samples, and are not necessarily associated
with the choice of the substrate. Only moderate increase of
the exciton lifetime from about 0.5–0.7 ns in SiO2-supported
samples to 0.8–1 ns in freestanding flakes [21] are consistent
with this assumption.

Since the excitons have to propagate and reach the re-
gions of nonradiative traps to be captured, as schematically
illustrated in Fig. 5(b), we could expect that the capture rate
may be indeed dependent on the diffusion efficiency. That
would mean that the faster the excitons or free charge carriers
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FIG. 5. (a) Measured PL lifetimes of as-exfoliated and hBN-
encapsulated WS2 monolayer samples as function of the experi-
mentally obtained diffusion coefficients in the linear regime. The
as-exfoliated samples include those placed on SiO2/Si substrates
and freestanding flakes were suspended across 5 × 5 μm2 holes cut
into SiN membranes (see Ref. [21] for details). The inset shows the
comparison of total PL intensities measured for constant excitation
power in the linear regime. (b) Schematic illustration of a propagat-
ing exciton in a drift-diffusion model reaching a region facilitating
nonradiative recombination. (c) Free-exciton density in the vicinity
of nonradiative trap region obtained from the model according to
Eq. (12).

travel across the material, the sooner they will encounter
nonradiative centers and recombine. For a quantitative de-
scription of the diffusion-limited nonradiative capture, we
extend the model of the carrier capture used for bulk mate-
rials [71] to two-dimensional semiconductors. The details of
the model are presented in Appendix B and we summarize the
main results in the following.

Here, we consider the case where the characteristic radius
r0 of the traps is large compared with the mean-free path

 of the excitons, i.e., r0 � 
 = 〈v〉τ with τ being exciton
momentum relaxation time and 〈v〉 being the exciton thermal
velocity. We note that this approach works analogously both
for excitons and plasma diffusion. In order to determine the
capture rate, we solve the diffusion equation for the steady
state (setting ∂nX /∂t = 0) in the vicinity of the trap:

D�nX = 0, (10)

with the boundary condition

nX (r0) = 0. (11)

The condition (11) means that all excitons which reach the
trap are captured and recombine nonradiatively. In the axially
symmetric geometry, the solution of Eqs. (10) and (11) takes
the form

nX (r) = n0 ln (r/r0), r > r0 (12)

where n0 is the characteristic density of excitons between the
traps. The radial dependence of the free-exciton density nX (r)
from Eq. (12) is illustrated in Fig. 5(c). We note that formally
the density n(r) would diverge at r → ∞. This is, however,
an artifact of the two-dimensional case. More importantly,
for realistic scenarios there are always other traps at finite
distances that would compensate the increase of nX (r).

The total flux � of the excitons toward the trap is then
readily found from the continuity equation

|�| = 2πr0DX
dn

dr

∣∣∣∣
r=r0

= 2πDX n0 (13)

obtaining the recombination rate from the flux according to

1

τr
≡ Ntr�

n0
= 2πDX Ntr. (14)

Here, Ntr represents the density of nonradiative recombination
traps, so that 1/(DX Ntr ) is associated with the typical time
which takes for exciton to diffuse between the traps.

Notably, Eq. (14) corresponds to the experimentally ob-
served correlation τr ∝ D−1

x [see Fig. 5(a)], and could thus
be a reasonable interpretation of our findings. For the typi-
cal parameters of the studied hBN-encapsulated WS2 mono-
layer samples in the low-density regime, τr = 25 ps and D =
8 cm2/s, the effective density of the nonradiative trap regions
would be on the order of 109 cm−2. The corresponding aver-
age separation between the traps of several 100’s of nanome-
ters would then limit the diffusion length in the studied
samples. Here, we emphasize that, according to our model, Ntr

represents an equivalent trap density assuming 100% capture
probability. For more realistic scenarios of finite capture cross
sections, the actual density of these regions could be much
higher. Their origin could be related either to regions with
high concentrations of point defects or, alternatively, to pud-
dles of doping [72], promoting nonradiative recombination.
We also note that if the effective size of an individual trap
center is much smaller than the exciton mean-free path, the
capture time should be independent of the diffusion coef-
ficient, as discussed in Appendix B. Finally, we emphasize
that one can not rule out that the number of effective traps
may be affected by the encapsulation, through changes either
in their density or their passivation state, depending on the
nature of the traps. The analysis presented above is thus
primarily intended to demonstrate that a higher diffusivity of
the excitons alone can strongly impact the overall efficiency
of the nonradiative capture even for a constant trap density.

V. NONLINEAR REGIME ANALYSIS

In this section we discuss the regime of high excita-
tion densities, indicated by (3) in Fig. 2(b), and the associ-
ated influence of Auger-type exciton-exciton scattering. We
demonstrate the effect of suppressed Auger recombination in
hBN-encapsulated WS2 samples on the exciton propagation
and illustrate the absence of halolike shapes in the spatial
distribution of excitons as a consequence of comparatively
slow Auger processes.

115430-10



EXCITON DIFFUSION IN MONOLAYER SEMICONDUCTORS … PHYSICAL REVIEW B 101, 115430 (2020)

0.0 2.0x1012 4.0x1012 6.0x1012
0

10

20

30

40

Electron-hole pair density N (cm-2)

Ef
f. 

di
ffu

si
on

 c
oe

ff
. D

 (c
m

2 /s
)

(a)

slope ~ 4x10-12    

cm4 s-1

slope ~ 1.7x10-10 cm4 s-1

hBN-encapsulated 
as-exf. on SiO2/Si

3.0x1012 6.0x10123.0x1010 6.0x1010
0

1x1010

2x1010

3x1010

Electron-hole pair density N (cm-2)
0 0

A
ug

er
 ra

te
 (1

/s
)

(d) (e)

RA = 0.4 cm2/s RA = 0.004 cm2/s

To
ta

l P
L

(a
rb

. u
.)

(b) (c)

RA = 0.4 cm2/s
RA = 0.01 cm2/s

hBN-encapsulatedas-exfoliated

FIG. 6. (a) Linear increase of the effective diffusion coefficient in
hBN-encapsulated and as-exfoliated samples at elevated excitation
densities (1010 to 1012 cm−2). The respective slopes of increasing
effective D and the corresponding ratio are indicated. (b), (c) Auger
coefficients estimated from time and spatially integrated total PL
intensity as function of injected electron-hole pair (exciton) density
for as-exfoliated and hBN-encapsulated samples, respectively. The
fits with a bimolecular Auger model with a fixed decay time in
the low-density linear regime (τexf = 700 ps and τhBN = 30 ps) are
shown by solid lines together with the extracted Auger coefficients
RA. (d), (e) Extraction of the Auger coefficient from time resolved
data: density-dependent increase of the recombination rate is plotted
as a function of the exciton density. In the bimolecular approxima-
tion, the Auger coefficient corresponds directly to the slope. Note the
two orders of magnitude difference in the densities on the abscissa
axes for as-exfoliated (b), (d) and hBN-encapsulated (c), (e) data.

A. Suppressed Auger recombination

A key observation at high pump power conditions is
a linear increase of the effective diffusion coefficient with
the excitation density, presented in Fig. 2(b) in a double-
logarithmic plot and illustrated in more detail in Fig. 6(a) on
a linear scale. The absolute values of the extracted diffusion
coefficients are found to increase up to 30 cm2/s and beyond
both for hBN-encapsulated and as-exfoliated WS2 samples.
The slope, however, is more than 200 times smaller in case
of hBN encapsulation, indicating a pronounced quantitative
change in the efficiency of the underlying processes with
respect to the injected densities.

As demonstrated in previous studies [21,27], a linearly
increasing effective diffusion coefficient is attributed to the

impact of nonradiative Auger-type scattering in TMDC mono-
layers, commonly observed and often labeled as exciton-
exciton annihilation in the literature [16,17,19,29,38,55,73–
75]. When two excitons interact, one of them can nonradia-
tively recombine and transfer the excess energy to the other
that is excited to higher-energy states or dissociated. In the
context of exciton diffusion, faster Auger recombination in the
center of the spot leads to a flattening and additional broaden-
ing of the exciton distribution and thus to an apparent increase
of the extracted diffusion coefficient [21,48]. In addition, due
to finite timescales of exciton relaxation and cooling, it can
cause local heating of the exciton population, contributing to
increasingly rapid propagation [27,29].

Interestingly, while the Auger scattering of the excitons
was initially shown to be rather efficient in as-exfoliated
TMDC monolayers at room temperature [16,17,73], it was
found to be strongly suppressed upon hBN encapsulation [55].
The measurements of the Auger rates in our samples fully sup-
port these observations. The effective Auger coefficient RA,
defined via density-dependent recombination rate rA = RA ×
nX in a simple bimolecular model, can be extracted either from
spatially and time integrated total luminescence intensities as
shown in Figs. 6(b) and 6(c) or from the relative increase of
the PL decay rates plotted in Figs. 6(d) and 6(e) [21]. The lat-
ter method should be slightly more accurate and provide more
reliable numbers since it is directly based on time resolved
traces of the emission, while the former is rather sensitive on
the lifetime parameter fixed to the linear regime. Nevertheless,
for bimolecular nonradiative recombination, both approaches
should lead to similar conclusions.

Altogether, we find strongly suppressed Auger recombi-
nation as a consequence of encapsulation, with RA being
as low as 0.004 cm2/s in contrast to RA = 0.4 cm2/s for
the as-exfoliated samples. At the current stage, we can only
speculate about the underlying reasons of such drastic changes
of RA since an accurate microscopic description of the Auger
recombination is extremely challenging. In principle, one can
suggest several possible origins. The overall reduction of the
Coulomb interaction due to enhanced dielectric screening
from the hBN encapsulation should already reduce Coulomb-
mediated Auger scattering. The expected decrease should
roughly scale with the inverse square of the effective dielectric
constant and thus be on the order of 4. In addition, presence
of disorder [33] in as-exfoliated samples may enhance the
Auger rate either due to the relaxation of the momentum
conservation rule leading to a larger phase space for scattering
or due to the funneling of the excitons toward smaller local
regions with lower potentials. Alternatively, the shift in the
band structure from the renormalization induced by additional
dielectric screening from hBN would affect resonance condi-
tions that may facilitate the efficiency of the exciton-exciton
scattering, as it was discussed for WSe2 monolayers [38,76].

Most importantly, however, the reduction of the Auger
coefficients by two orders of magnitude between as-exfoliated
and hBN-encapsulated materials matches the observed de-
crease of the slope of the effective diffusion coefficients
illustrated in Fig. 6(a). We can thus conclude that exciton-
exciton Auger recombination remains the main origin of the
nonlinear diffusion at elevated densities in the studied hBN-
encapsulated WS2 monolayers. Due to the strong suppression
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of the Auger recombination, however, the effect prominently
appears at about two orders of magnitude higher excitation
densities in contrast to the as-exfoliated samples.

B. Absence of exciton halos

An important additional consequence of the Auger recom-
bination is the accumulation of excess energy in the center of
the excitation spot, as briefly mentioned in the previous sec-
tion. For each nonradiative exciton-exciton scattering event,
the remaining electron-hole pair gains the energy equivalent
to that of the optical transition, that is, about 2 eV in case of
WS2. The energy is then subsequently released in a cascade of
emitted phonons promoting carrier relaxation toward the re-
spective band minima and exciton formation. For sufficiently
high densities, efficient Auger scattering thus leads to a local
heating of the nonequilibrium phonon and exciton systems.
The associated processes are discussed in detail in recent
papers [24,27].

Notably, significant nonequilibrium populations of hot
phonons and excitons can lead to the appearance of ringlike
halo shapes in the sample emission with strongly suppressed
luminescence in the center of the spot. This phenomenon
was previously observed in as-exfoliated WS2 and WSe2

monolayers exhibiting efficient Auger recombination [21].
As presented further above and illustrated in Fig. 6, Auger
scattering is strongly suppressed in hBN-encapsulated sam-
ples by about two orders of magnitude. Further considering
the efficient diffusion counteracting exciton drift currents and
shorter lifetime effectively limiting the observation window in
hBN-encapsulated WS2 monolayers, one may thus not expect
a rapid evolution of the exciton distribution into halos.

A direct comparison of spatially and time resolved streak
images from hBN-encapsulated and as-exfoliated WS2 sam-
ples is presented in Figs. 7(a) and 7(b), respectively. Both
images were recorded at the same estimated electron-hole
pair density, taking into account differences in the effective
absorption of the two structures at the pump laser energy.
For the as-exfoliated sample, the detected luminescence cross
section clearly illustrates the evolution of a Gaussian profile
into a double-peak structure, that would correspond to a ring
in a two-dimensional distribution. In stark contrast to that, the
emission of the hBN-encapsulated sample retains the initial
shape of a peak during decay and does not exhibit hallmarks
of a halo formation.

For a quantitative support of the proposed interpretation
of our findings, we employ the theoretical model outlined
in Ref. [27] for the two studied cases, fixing the Auger co-
efficients and exciton lifetimes to experimentally determined
values to directly illustrate the associated consequences. This
microscopic model is similar to the Bloch-equation approach
briefly outlined in Sec. IV A and described in more detail in
the corresponding references [27,47]. The method is further
extended to account for Auger recombination and the subse-
quent emission of hot optical phonons, which are reabsorbed
by the excitons, heating them up and leading to the formation
of halos in the exciton spatial profile. For the discussion of
the additional phonon-induced contributions to the exciton
currents that can also lead to the formation of halos, please
refer to Ref. [24] (also see Ref. [77] for phonon-assisted
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FIG. 7. Spatially and time resolved images of the emitted lumi-
nescence at elevated excitation density of 0.6 × 1011 cm−2 electron-
hole pairs per pulse for a hBN-encapsulated WS2 monolayer (a) and
an as-exfoliated sample on SiO2/Si substrate (b). The data are shown
on the same spatial and temporal axes for direct comparison. The
emission intensity is presented in false color on logarithmic scale
in arbitrary units; the scale is multiplied by factor of 4 in (a).
Corresponding results of the theoretical calculations using the model
and key parameters from Ref. [27] are presented in (c) and (d),
with the experimentally determined Auger coefficients of 0.004 and
0.4 cm2/s, respectively.

processes in exciton transport in bulk semiconductors). Here,
these contributions are omitted due to slow phonon velocities
compared to the average velocity of excitons [65].

The microscopic processes result in an unconventional
diffusion that can be described with a modified Fick’s law
for the exciton current density j(r, t ) as function of density
nX (r, t ) and exciton temperature TX (r, t ), that reads as

j(r, t ) = −D∇rnX (r, t ) − σ s∇rTX (r, t ), (15)

115430-12



EXCITON DIFFUSION IN MONOLAYER SEMICONDUCTORS … PHYSICAL REVIEW B 101, 115430 (2020)

with the diffusion coefficient D, the effective conductivity
σ , and the Seebeck coefficient s that can be calculated mi-
croscopically taking into account exciton-phonon scattering.
Note that the coefficients D and σ s implicitly depend on nX

and TX , respectively, as shown in detail in Ref. [27]. The first
term of Eq. (15) corresponds to the conventional diffusion law
and the second one appears for a nonuniform exciton tempera-
ture distribution TX (r, t ) driving the excitons from “hotter” to-
ward “colder” regions. The local increase of the exciton tem-
perature is caused by the reabsorption of hot optical phonons
that are emitted by high-energy Auger-scattered excitons. We
trace these complex processes by numerically solving the
spatiotemporal Bloch equations described in Ref. [27].

The results of the calculations are presented in Figs. 7(c)
and 7(d) for two different Auger coefficients of 0.004 and
0.4 cm2/s, respectively. While the PL decay in as-exfoliated
samples is already well described by Auger recombination
due to much slower low-density lifetime, a decay time of 20 ps
is included in the model for hBN-encapsulated samples to
account for a more efficient exciton trapping, as discussed in
Sec. IV C. Overall, the model accurately reproduces the main
features observed in the experiment. In particular, the experi-
mentally determined decrease of the Auger coefficient by two
orders of magnitude is found to be sufficient to completely
suppress halo formation for the case corresponding to hBN-
encapsulated sample, confirming our main interpretation. We
note that while halo formation may still appear at even higher
densities, the exciton ionization at the Mott transition at about
1013 cm−2 estimated from Ref. [54] should provide a natural
upper limit. Overall, we conclude that all nonlinear phenom-
ena in the exciton propagation driven by Auger recombination
are found to be strongly suppressed upon hBN encapsulation.

VI. CONCLUSIONS

In this work we have explored linear and nonlinear diffu-
sion of excitons in hBN-encapsulated WS2 monolayer ma-
terials at room temperature and ambient conditions. The en-
capsulation suppresses dielectric disorder that is otherwise
inherent for typical as-exfoliated samples strongly affecting
propagation of the photoexcitations [33]. Exciton diffusion
was experimentally studied by the means of spatially and
time resolved photoluminescence imaging microscopy, vary-
ing excitation densities across many orders of magnitude. The
observations were analyzed using a combination of numerical
and analytical theoretical approaches providing insight into
the underlying microscopic mechanisms. In summary, we
arrive at the following main conclusions:

(i) Exciton diffusion is highly efficient in the linear regime
with diffusion coefficients on the order of 5 to 10 cm2/s, that
correspond to an effective mean-free path of about 20 nm
at room temperature (Sec. III). For an accurate description
of the exciton propagation, we demonstrate the influence of
the complex exciton band structure of WS2 and the particular
importance of spin- and momentum-dark states (Sec. IV A).

(ii) Free-electron–hole plasma can facilitate rapid diffu-
sion at sufficiently low excitation densities due to entropy ion-
ization of excitons in hBN-encapsulated samples with binding
energies on the order of 200 meV. We show that already at
injection densities below 1010 cm2 we could expect sizable

fractions of free charge carriers leading to faster effective
diffusion of the total population (Sec. IV B).

(iii) Short population lifetime accompanies increased dif-
fusion upon encapsulation, as we demonstrate through con-
sistent observations based on a large number of individual
measurements. We provide a pathway to understand these
findings by illustrating a possible relationship between rapid
propagation and fast capture into nonradiative trap regions
(Sec. IV C).

(iv) Propagation phenomena driven by Auger recombi-
nation are strongly suppressed in contrast to as-exfoliated
samples. While we observe a linear increase of the effective
diffusion coefficient at elevated excitation densities due to
Auger processes in analogy to the behavior of as-exfoliated
monolayers, the slope is lower by about two orders of mag-
nitude (Sec. V A). It is directly proportional to the strongly
reduced efficiency of the Auger scattering that influences
measured effective diffusion coefficients [21,48]. As a con-
sequence, all phenomena associated with the excitonic Auger
processes [24,27] are far less efficient or largely suppressed,
including ring-shaped halo formation in the exciton emission
(Sec. V B).

Overall, we find rich and nontrivial exciton propagation
dynamics in monolayer samples with suppressed disorder and
present pathways toward microscopic understanding of the ex-
perimental observations. Notably, the phenomena associated
with complexities of the electronic and excitonic band struc-
ture, presence of both excitons and free charge carriers, as well
as interexcitonic interactions, are shown to be of particular im-
portance. In conclusion, a better understanding of the inherent
properties of van der Waals monolayer semiconductors should
strongly motivate fundamental investigation, manipulation,
and control of interacting quasiparticles in ultrathin materials,
stimulating future research.
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APPENDIX A: EXCITON ENTROPY IONIZATION

Here, we present a more detailed discussion of the mass
action law. It is followed by the application for a multiband
scenario in thermodynamic equilibrium including a full set of
equations for the studied case of WS2 monolayer and their
numerical solutions. Finally, we show that an arbitrary multi-
band scenario can be reduced to an effective two-component
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model when only the total electron, hole, and exciton densities
are considered.

1. Derivation of the mass action law

The mass action law was originally proposed in the 19th
century to describe ratios of chemical reaction components in
the steady state. It was subsequently adopted for the descrip-
tion of exciton quasiparticles in semiconductors formed from
free electrons and holes [68,78]. Here we recall the derivation
of the mass-action law to motivate its subsequent expansion
for a more complex multivalley scenario used to describe the
studied case of hBN-encapsulated WS2 monolayers.

First, we consider the free-energy density of a two-band
system consisting of free electrons, free holes, and excitons
with the respective densities ne, nh, and nX . For elevated
temperatures and moderate to low densities (kBT � n/D, see
below), we can use the classical gas approximation for exciton
and free charge-carrier statistics. For the typical parameters of
TMDC monolayers it should be valid up to the densities of
several 1012 cm−2 at room temperature. The free energy then
reads as

F = nekBT

(
ln

ne

DekBT
− 1

)
+ nhkBT

(
ln

nh

DhkBT
− 1

)

+ nX kBT

(
ln

nX

DX kBT
− 1

)
− EbnX . (A1)

Here, T is the carrier temperature, De,h,X are the respective
densities of states (in two dimensions equal to gm/2π h̄2 with
center of mass m and degeneracy g), and Eb > 0 is the exciton
binding energy. In order to determine the densities of the
particles, we need to minimize the free energy under the
following conditions:

Ntot = nX + nh, (A2)

ne = nh + n(0)
e . (A3)

The first condition means that the total density Ntot of op-
tically excited electron-hole pairs is redistributed between
the excitons and plasma. The second condition implies that
the total density of electrons in the system is equal to the
density of photogenerated electrons (given by the density
of free holes) plus the resident electrons n(0)

e provided by
doping. Introducing the Lagrange multipliers λ1 and λ2 and
minimizing

L(ne, nh, nX ; λ1, λ2) = F + λ1(Ntot − nX − nh)

+ λ2
(
ne − nh − n(0)

e

)
(A4)

by using the conditions ∂L/∂ne = 0, ∂L/∂nh = 0, and
∂L/∂nX = 0 we obtain the following set of equations:

0 = kBT

(
ln

ne

DekBT

)
+ λ2, (A5a)

0 = kBT

(
ln

nh

DhkBT

)
− λ1 − λ2, (A5b)

0 = kBT

(
ln

nX

DX kBT

)
− EB − λ1. (A5c)
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FIG. 8. Exciton fractions calculated from the Saha equation for
two different values of exciton binding energies that are typical for
WS2 monolayer samples.

Excluding λ1 and λ1 from Eqs. (A5a)–(A5c) we obtain the
mass action law, also known as the Saha equation:

nenh

nX
= DeDh

DX
kBTe−Eb/kBT ≡ S. (A6)

Here, one can use the parameter S for the right-hand side
of Eq. (A6), that becomes a constant in units of density for
a given set of material parameters and fixed temperature.
Introducing the exciton fraction αX = nX /(nX + nh), i.e., the
ratio of exciton density to the total number of photoexcited
electron-hole pairs (excluding residual electrons from dop-
ing), we obtain the analytical solution of Eq. (A6):

αX = 1 + S + n(0)
e

2Ntot
−

√√√√(
S + n(0)

e

2Ntot

)2

+ S

Ntot
. (A7)

Exemplary cases are illustrated in Fig. 8 using parame-
ters typical for bright K − K excitons in hBN-encapsulated
and SiO2-supported, as-exfoliated WS2 monolayers [15,79].
Density-dependent exciton fractions are obtained from
Eqs. (A6) and (A7) by setting the reduced exciton mass to
0.18m0, the temperature to 290 K, and the exciton bind-
ing energies either to 180 or 320 meV. The corresponding
Saha parameters S are 7 × 108 cm−2 and 2.6 × 106 cm−2,
respectively.

2. Multiband 2D semiconductor

We now consider a more complex multivalley band struc-
ture of the studied WS2 monolayers. Following the previous
section we include all relevant electron, hole, and exciton
states in the free-energy density in analogy to Eq. (A1).
The single-particle electron band structure is schematically
illustrated in Fig. 9(a). For the electrons the bands are upper
and lower spin-split bands at K and K ′ (with densities nuK

e
and nlK

e ) as well as threefold-degenerate � and �′ valleys
(summarized by n�

e ). For the holes we include only the upper
valleys at K and K ′ (nK

h ) due to a very large spin splitting in
the valence band.
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FIG. 9. Schematic representations of the electron (a) and exciton (b) band structures of hBN-encapsulated WS2 monolayer. The excitons
are labeled according to the respective electronic transitions from K or K ′ in the valence band to K , K ′, �, or �′ in the conduction band.
Corresponding parameters of the relevant states are given in Tables I and II.

The exciton band structure is schematically presented in
Fig. 9(b). The exciton states are composed from combinations
of the holes at K and K ′ with electrons in upper and lower K
and K ′ as well as in � and �′ valleys [see Fig. 3(a) in the main
text]. They are denoted by the respective electronic transitions
and grouped according to their masses and relative energies.
The terms “singlet” and “triplet” correspond to the exciton
total spin from the combined electron and hole constituents.
The exciton states are K − K , K ′ − K ′ singlet and K − K ′,
K ′ − K triplet excitons with the electron in the upper K and K ′
conduction bands (nuK

X ), K − K , K ′ − K ′ triplet and K − K ′,
K ′ − K singlet excitons with the electron in the lower K and
K ′ conduction bands (nlK

X ), as well as threefold-degenerate
K − �, K ′ − �′ singlets and K − �′, K ′ − � triplets (sum-
marized by n�

X ) with the electrons in the � and �′ valleys.
The relevant parameters of the electron, hole, and exciton

states are summarized in Tables I and II. Included are total
masses m (in units of free-electron mass m0), energy offsets
� with respect to the upper state at K , binding energies
for the excitons Eb, and the degeneracy factors. The values
for the single-particle conduction- and valence-band states
are taken from ab initio literature results [60]. The exciton
binding energies are calculated in the effective mass ap-
proximation using two-dimensional model for the Coulomb
interaction [2,3] with hBN as a dielectric screening medium.
We note that while the resulting electron and exciton band
structures should be realistic and representative, the specific
values for the conduction-band structure of the TMDCs are
still under discussion in the community, both from theoretical

TABLE I. Electron band-structure parameters for the electron
states in conduction (CB) and upper valence (VB) bands.

Electron state m/m0 �e (meV) Deg.

CB, upper K , K ′ 0.27 0 2x
CB, lower K , K ′ 0.36 −31 2x
CB, �, �′ 0.64 27 6x
VB, upper K , K ′ 0.36 2x

and experimental perspectives. Thus, one could generally
expect deviations from the numbers given in Tables I and II.
Nevertheless, as we also discuss in the main text, the key
conclusions appear to be robust with respect to reasonable
variations of these parameters.

The resulting expression for the free-energy density then
reads as

F = nuK
e kBT

(
ln

nuK
e

DuK
e kBT

− 1

)

+ nlK
e kBT

(
ln

nlK
e

DlK
e kBT

− 1

)
+ nlK

e �K
e

+ n�
e kBT

(
ln

n�
e

D�
e kBT

− 1

)
+ n�

e ��
e

+ nK
h kBT

(
ln

nK
h

DK
h kBT

− 1

)

+ nuK
X kBT

(
ln

nuK
X

DuK
X kBT

− 1

)
− nuK

X EuK
b

+ nlK
X kBT

(
ln

nlK
X

DlK
X kBT

− 1

)
+ nlK

X

( − ElK
b + �K

e

)

+ n�
X kBT

(
ln

n�
X

D�
X kBT

− 1

)
+ n�

X

( − E�
b + ��

e

)
.

(A8)

Here, Eb and �e with corresponding superscripts are the
exciton binding energies, and conduction-band energy offsets

TABLE II. Exciton band-structure parameters for the excitons
with the hole in the upper K and K ′, labeled according to the states
of the electron (e) constituents.

Exciton state m/m0 Eb (meV) �X (meV) Deg.

e: upper K , K ′ 0.63 183 0 4x
e: lower K , K ′ 0.72 202 −50 4x
e: �, �′ 1.0 236 −26 12x
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relative to the upper K valley state, respectively. Note that
for the exciton contributions, one can alternatively also use
the exciton energy offsets �X relative to the K − K singlet
state minus the exciton binding energy of the latter (EuK

b ) [cf.
Fig. 9(b)]. The densities of states, denoted by D, depend on
the values of the total mass m and are proportional to the
degeneracy of the corresponding state. They are given by

DuK
e = 2

muK
e

2π h̄2 , DlK
e = 2

mlK
e

2π h̄2 , D�
e = 6

m�
e

2π h̄2 ,

DK
h = 2

mK
h

2π h̄2 , DuK
X = 4

muK
X

2π h̄2 , DlK
X = 4

mlK
X

2π h̄2 ,

D�
X = 12

m�
X

2π h̄2 . (A9)

The conservation of the total particle density Ntot and charge
neutrality condition read as

Ntot = nK
h + nuK

X + nlK
X + n�

X , (A10)

nuK
e + nlK

e + n�
e + n(0)

h = nK
h + n(0)

e . (A11)

In Eq. (A11) one can include residual electron and hole doping
densities n(0)

e and n(0)
h , respectively. In the following, they are

set to zero to illustrate the case of an undoped system.
In analogy to the derivation of the mass action law for the

two-band scenario discussed in the previous section, we com-
bine Eqs. (A8), (A10), and (A11) using Lagrange formalism
and obtain the following set of equations:

0 = kBT

(
ln

nuK
e

DuK
e kBT

)
+ λ2, (A12a)

0 = kBT

(
ln

nlK
e

DlK
e kBT

)
+ �K

e + λ2, (A12b)

0 = kBT

(
ln

n�
e

D�
e kBT

)
+ ��

e + λ2, (A12c)

0 = kBT

(
ln

nK
h

DK
h kBT

)
− λ1 − λ2, (A12d)

0 = kBT

(
ln

nuK
X

DuK
X kBT

)
− EuK

b − λ1, (A12e)

0 = kBT

(
ln

nlK
X

DlK
X kBT

)
+ �K

e − ElK
b − λ1, (A12f)

0 = kBT

(
ln

n�
X

D�
X kBT

)
+ ��

e − E�
b − λ1. (A12g)

Equations (A12a)–(A12g) are numerically solved for the
carrier temperature of T = 300 K. The resulting individual
densities of electrons, holes, and excitons are presented in
Fig. 10(a) for the range of total densities between 108 and
1011 cm−2. At elevated densities beyond 1010 cm−2 the ma-
jority of the carriers are indeed bound to excitons, formed by
the holes at K and K ′ and the electrons either at the lower
spin-split K and K ′ or at � and �′ valleys. At lower densities,
relative populations of the free-charge carriers increase. In
particular, free holes have the highest relative occupation for
densities of 109 cm−2 and below.
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FIG. 10. (a) Numerical results of the multiband calculation of the
individual equilibrium densities of free electrons, holes, and excitons
with the band-structure and exciton parameters of hBN-encapsulated
WS2 at T = 300 K. (b) Total exciton fraction from the multiband
calculations and the corresponding fit by the two-band Saha model
[Eq. (A6)] with S = 2.5 × 108 cm−2.

The total exciton fraction can be evaluated by computing
the sum of the nuK

X , nlK
X , and n�

X densities divided by the total
density as shown in Fig. 10(b). The obtained fraction can be
then described by a simpler, analytical case of a two-band
Saha model using Eq. (A6) and a Saha parameter S (here,
S = 2.5 × 108 cm−2). As illustrated in the main text, this
can be advantageous for the subsequent implementation and
estimation of the exciton fraction that we then use to analyze
the combined diffusion dynamics of the exciton and free-
carrier mixtures. Below, we demonstrate that such a descrip-
tion is indeed possible for an arbitrary multiband system.

3. Saha parameter for an arbitrary multiband scenario

Following the above arguments, we show that any multi-
band scenario with an arbitrary number of electron (ne,i), hole
(nh, j), and exciton (nX,k) states can be reduced to a simple
Saha equation for the total densities. The general form of the
free energy density reads as

F =
∑

i

ne,ikBT

(
ln

ne,i

De,ikBT
− 1

)
+ ne,iEe,i

+
∑

j

nh, jkBT

(
ln

nh, j

Dh, jkBT
− 1

)
+ nh, jEh, j

+
∑

k

nX,kkBT

(
ln

nX,k

DX,kkBT
− 1

)
+ nX,kEX,k, (A13)

where D and E are the densities of states and energy dif-
ferences of the corresponding states, respectively (the latter
include the binding energies for excitons with a negative
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sign). The total particle number Ntot and the charge neutrality
conservation conditions are

Ntot =
∑

j

nh, j +
∑

k

nX,k, (A14)

∑
i

ne,i =
∑

j

nh, j . (A15)

With the Lagrange multipliers λ1 and λ2 we thus obtain

L(ne,i, . . . , nh, j, . . . , nX,k, . . . ; λ1, λ2)

= F + λ1

⎛
⎝Ntot −

∑
j

nh, j −
∑

k

nX,k

⎞
⎠

+ λ2

⎛
⎝∑

i

ne,i −
∑

j

nh, j

⎞
⎠. (A16)

Minimizing L using conditions ∂L/∂ne = 0, ∂L/∂nh = 0,
and ∂L/∂nX = 0 provides a set of equations with the same
structure for each i, j, and k:

0 = kBT

(
ln

ne,i

De,ikBT

)
+ Ee,i + λ2, (A17a)

0 = kBT

(
ln

nh, j

Dh, jkBT

)
+ Eh, j − λ1 − λ2, (A17b)

0 = kBT

(
ln

nX,k

DX,kkBT

)
+ EX,k − λ1. (A17c)

In analogy to Eq. (A6) we thus obtain a Saha-type equi-
librium equation for any combination of i, j, and k in the
form of

ne,inh, j

nX,k
= S(i, j; k), (A18)

where we introduced the partial Saha parameters

S(i, j; k) = De,iDh, j

DX,k
kBTe(−Ee,i−Eh, j+EX,k )/kBT .

Our ultimate goal is to present a compact expression for
the ratio n̄en̄h/n̄X . To that end, one can readily obtain

n̄en̄h

nX,k
=

∑
i j

S(i, j; k). (A19)

Next, we sum the inverse of Eq. (A19) over excitonic states k:

n̄X

n̄en̄h
=

∑
k

⎡
⎣∑

i j

S(i, j; k)

⎤
⎦

−1

. (A20)

As a result, we arrive at an effective two-band Saha equation

n̄en̄h

n̄X
= S̄ (A21)

with

S̄−1 =
∑

k

⎛
⎝∑

i, j

De,iDh, j

DX,k
kBTe

−Ee,i−Eh, j +EX,k
kBT

⎞
⎠

−1

. (A22)

Then, the analytical solution from Eq. (A7) can be readily
used to compute density- and temperature-dependent total ex-
citon fractions for any arbitrary number of individual electron,
hole, and exciton bands.

APPENDIX B: EXCITON RECOMBINATION
LIMITED BY DIFFUSION

In this Appendix we present the general case of the exciton
capture into nonradiative trap regions and discuss two limiting
cases with respect to ratio of the trap size and the exciton
mean-free path. First, let us assume that the trap creates
the potential field V (r) < 0, i.e., an attractive potential for
excitons. We then solve the set of the continuity equations for
the particle density n (omitting hereafter all subscripts X and
eh because the consideration below is valid regardless of type
of particles we consider):

∂n

∂t
+ ∇ · j = 0, (B1)

where j is the exciton current density. The drift equation for
the j [cf. Eq. (15) and Ref. [24]] takes the following form in
the vicinity of a trap:

j = jrer + jφeφ, (B2)

with

jr = D
dn

dr
+ τ

m

dV

dr
n, jφ = 0. (B3)

Here, the subscripts r and φ denote the radial and azimuthal
components of the current density, respectively (er is the radial
and eφ is the azimuthal unit vector). The momentum scattering
time of the particles is denoted by τ and their translational
mass is represented by m. Due to the continuity equation,
the total radial component of the flux � = 2π jr does not
depend on r and is a constant. We can thus represent � = cn0,
where c is the capture rate to the trap and n0 is the average
exciton density far from the trap. Making use of the relation
D = kBT τ/m, Eq. (B3) can be readily solved as

n(r) = n0 exp

(
−V (r)

kBT

)[
1 − c

2πD

∫ ∞

r
exp

(
V (r)

kBT

)
dr

r

]
.

(B4)

In order to calculate the capture rate c and the nonradiative
lifetime, we need to impose the boundary condition at the trap.
To that end, we follow Ref. [71] and assume that the total flux
is given by

� = βn(r0), (B5)

where β is the parameter of the trap which can be related
to its geometrical capture rate, i.e., β ∼ πr0〈v〉) with 〈v〉
representing the thermal velocity of the incoming particles.
As a result, we obtain

� = cn0 = βe−V (r0 )/kBT

1 + β

2πD

∫ ∞
r0

exp
(V (r)−V (r0 )

kBT

)
dr
r

n0. (B6)
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As discussed in the main text we define the recombination
time of the excitons in the traps according to

1

τr
≡ Ntr�

n0
(B7)

with Ntr being the density of the traps. From Eq. (B6) and the
realistic limiting case |V (r)| � kBT for r > r0 (i.e., between
the traps) we find

τr = 1

βNtr
+ 1

2πDNtr
ln

(
1

r0
√

Ntr

)
. (B8)

Here, we cut off the divergent integral at r ∼ 1/
√

Ntr , cor-
responding to the mean distance between the traps. The first
term in Eq. (B8) can be related to the geometric capture time
by the trap

τcap ∼ 1

πr0〈v〉Ntr
. (B9)

The second term describes the capture limited by the diffusion
and agrees up to the logarithmic factor with the estimate in the
main text from Eq. (14):

τD = 1

2πDX Ntr
. (B10)

As one would also expect from qualitative arguments, the
capture time is thus controlled by the longest process that is
either the capture time τcap directly at the trap or the particle
diffusion time τD to the trap. Then, the ratio of the capture
times is roughly given by the ratio of the mean-free path l to
the trap radius r0:

τcap

τD
∼ 


r0
. (B11)

Thus, for comparatively small traps with r0 � 
, the capture
time at the trap τcap limits the lifetime and the nonradiative
recombination rate thus does not depend on diffusion. In

1.9 2.0 2.1

PL
 (n

or
m

.)

Energy (eV)

 as-prepared, fresh sample
 measured after 1 year

FIG. 11. Luminescence spectra of a hBN-encapsulated WS2

sample measured after the preparation and one year later for
continuous-wave illumination in the linear regime.

contrast to that, for sufficiently large traps r0 � 
, the capture
is limited by diffusion, as discussed in the main text.

APPENDIX C: LONG-TERM EFFECTS IN
hBN-ENCAPSULATED WS2 SAMPLES

All measurements reported in this study were per-
formed on freshly prepared hBN-encapsulated WS2 samples
exhibiting dominant emission from the neutral exciton res-
onance. Measured about one year after the preparation, the
samples showed aging effects resulting in a more pronounced
low-energy shoulder in the PL, as illustrated in Fig. 11, that
is likely to stem from additional doping that increased over
time.
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