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Quantum control of nonlinear thermoelectricity at the nanoscale
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We theoretically study how one can control and enhance nonlinear thermoelectricity by regulating quantum
coherence in nanostructures such as a quantum dot system or a single-molecule junction. In nanostructures, the
typical temperature scale is much smaller than the resonance width, which largely suppresses thermoelectric
effects. Yet we demonstrate one can achieve a reasonably good thermoelectric performance by regulating
quantum coherence. Engaging a quantum-dot interferometer (a quantum dot embedded in the ring geometry)
as a heat engine, we explore the idea of thermoelectric enhancement induced by the Fano resonance. We develop
an analytical treatment of fully nonlinear responses for a dot with or without strong interaction. Based on the
microscopic model with the nonequilibrium Green function technique, we show how to enhance efficiency
and/or output power as well as where to locate an optimal gate voltage. We also argue how to assess nonlinear

thermoelectricity by linear-response quantities.
DOI: 10.1103/PhysRevB.101.115404

I. INTRODUCTION

Thermoelectricity is a phenomenon that can directly con-
vert between heat and electric power [1-5] to make heat
engines or refrigerators possible. Though the effect has long
been known, it has recently been attracting wider interest
by its capacity to realize thermoelectric generators or energy
harvesters that convert waste environmental heat into electric
energy. Despite a few decades of extensive studies, materials
suitable for these applications are still scarce, and the de-
mand for new materials with better thermoelectricity is ever-
increasing. Thermoelectric ability is commonly characterized
by the figure of merit

ZT = S* GT /K, ()

where T is the temperature, S is the thermopower (or Seebeck
coefficient), G is electric conductance, and K is thermal
conductance. The index ZT is a linear-response quantity that
comes in handy for quantifying thermoelectricity. The larger
value anticipates the better thermoelectric performance. The
linear-response estimate of the achievable maximal efficiency

max

n** regarding the Carnot efficiency 7 is given by

e NZT +1-—1 )
ne  NZT +1+1

In addition to electrons, phonons (or photons) may also con-

tribute to the thermal conductance K without causing any

charge conduction. Because of it, heat conduction due to

phonons or photons is always harmful to high efficiency. Most

thermoelectric materials available today exhibit ZT ~ 1-2.

Yet a larger value of ZT is preferable for viable thermoelectric
applications [6—8].

Since the ratio GT /K empirically remains almost constant

as stated by the Wiedemann-Franz law, a common strategy to

enhance ZT is to find a material with a large S, and nanoscale
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or low-dimensional materials have been seen as a promising
candidate [9]. Typically, one places a nanostructure (a quan-
tum dot or a single-molecule junction) between two thermal
reservoirs with different temperatures and electrochemical po-
tentials. The sharp resonance by their discrete levels provides
energy filtering effects, which makes nanostructures work as
either a heat engine or a refrigerator by exchanging particles
between the reservoirs [10]. Without any moving parts, one
could easily scale down such solid-state machines. They are
suitable for applications where “cost and energy efficiency
were not as important as energy availability, reliability, pre-
dictability and the quiet operation of equipment” [9]. With
biocompatible quantum dots [11], they could possibly act as
an on-chip micropower supply for medical applications in the
future. Moreover, it has been theoretically suggested that if the
DOS has an extremely sharp peak width like the & function,
the figure of merit ZT may get huge almost unlimitedly
[12-14]. One may argue, however, that such a situation is
rather unrealistic and unphysical because the peak width of
nanostructures usually exceeds the temperature scale, largely
suppressing ZT much smaller than unity. Nevertheless, by
taking advantage of great freedom in fabrication, we expect
that wisely and effectively designed nanoscale devices may
overcome those difficulties to realize much improved thermo-
electric performance.

The purpose of the paper is to examine and demonstrate
how one can control thermoelectric transport through a nanos-
tructure by regulating quantum coherence. Unlike intrinsic
properties in bulk materials, properties of coherent transport
at the nanoscale are largely determined by the type of a
junction, which one can engineer. In this paper, taking a
quantum dot interferometer [Fig. 1(a)], we explore the idea of
thermoelectric enhancement by the Fano resonance, focusing
on the nonlinear transport regime. The idea has been pushed
forward within the linear-response theory both theoretically
[15-21] and experimentally (see Ref. [22] and references
therein), as well as regulating quantum coherence [23,24]
or the effect caused by the transmission node [25-28]. In
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FIG. 1. (a) A schematic of a quantum-dot interferometer. The
hopping along the direct conducting channel between the two reser-
voirs (the gray region) can be adjusted. (b) The setting of electrical
and thermal voltages for a heat engine: 7, > T and p; < pug.

nanostructures, however, thermoelectric phenomena usually
occur in the nonlinear regime, where the reliability of linear-
response estimates such as Eq. (2) remains uncertain [29,30].
To examine and demonstrate the viability of enhanced thermo-
electricity, we need to investigate nonlinear transport. Based
on the microscopic model of a quantum-dot interferometer,
we analyze nonlinear flows using nonequilibrium Green func-
tions, by ignoring phonon or photon contributions to the heat
conduction. Unlike the scattering theory approach, the method
allows us to incorporate strong correlation effect on the dot.
By developing analytical treatments, we will demonstrate
how one can control both linear and nonlinear transport for
better thermoelectricity. To our knowledge, this is the first of
showing such effect in nonlinear transport. Furthermore, by
comparing linear and nonlinear results, we will argue what
kind of criteria is appropriate to adjust optimal parameters, for
achieving better efficiency or power in the nonlinear regime.

The Fano resonance has been revealed in many nanos-
tructure systems (see Ref. [31] and references therein). Ex-
perimental realizations of tunable Fano resonances include
semiconductor quantum dots [32-35] or molecular junctions
[36] as well as engineered graphenes or nanoribbons [37—42].
It is noteworthy that quantum coherence in some single-
molecule junctions remains not only at low temperatures but
also at room temperature [43—49]. Our microscopic model of
the quantum-dot interferometer [Fig. 1(a)] can serve as an
effective description for those systems with asymmetric res-
onances. Many aspects of how the Fano resonances enhance
linear-response thermoelectricity have been theoretically in-
vestigated in the literature [15-21,50]. We develop an ana-
lytical treatment in both linear and nonlinear thermoelectric
responses, to provide a simple picture of how to improve
thermoelectric performance.

It is possible to manipulate quantum coherence to achieve
a better performance by amplifying either positive or negative
thermopower, but we need a different discipline of optimiza-
tion. As a concrete illustration, we focus on a setup for a
heat engine where temperature gradient drives the current flow
against the bias voltage [Fig. 1(b)]. For this case, we improve
thermoelectricity by amplifying negative thermopower by
tuning the bias voltage up to the stopping bias voltage.

In addition, we are particularly concerned with the situ-
ation where the temperature scale is much smaller than the
resonant peak width of the dot. Although this is a typical

FIG. 2. The figure of merit ZT at kg7 = 0.2y, as a function of
i — €4 by changing (a) x =0 (g = 00), (b) x =0.01 (g =4.95),
() x=0.1 (g =1.42) and (d) x = 0.3 (¢ = 0.64). Red and blue
indicate corresponding thermopower is positive or negative. Green
lines show ZT at the zero-temperature limit. Dotted lines correspond
to the normalized conductance.

situation for semiconductor quantum dots, it makes the sys-
tem nonthermoelectric with ZT ~ 0.1 if it is simply coupled
with the reservoirs, disconnecting the gray line in Fig. 1(a)
[see Fig. 2(a) below]. We demonstrate that with a small
tweaking in designing a nanostructure, one can turn such a
nonthermoelectric system into being thermoelectric, i.e., by
making and adjusting a direct conducting channel between
the reservoirs. This thermoelectric enhancement occurs in
both efficiency and output power and remains effective in the
nonlinear regime.

The paper is organized as follows. We start in Sec. II
by giving a phenomenological discussion of how the Fano
resonance can enhance the figure of merit. Section III intro-
duces the microscopic model of a quantum-dot interferometer
in nonequilibrium. The correspondence between phenomeno-
logical parameters introduced in Sec. II and microscopic
parameters is presented. In Sec. IV we review how to obtain
exactly Landauer-type formulas of nonlinear flows using the
nonequilibrium Green function approach, as well as how
to incorporate strong Coulomb interaction on the dot in a
simple, analytical way. Sections V and VI constitute our main
results: Sec. V summarizes analytical expressions of nonlinear
flows of particle, energy, and heat; Sec. VI demonstrates
and discusses how the efficiency and the power output get
enhanced by the Fano resonance in both linear and nonlinear
transport for a quantum dot with or without strong correlation.
We discuss further in Sec. VII the criteria on where in the
parameters we should look for better efficiency and output
power. Finally we conclude in Sec. VIII. In Appendices A
and B we present one integral formula and summarize linear-
response quantities for convenience.

II. PHENOMENOLOGY OF THERMOELECTRIC
ENHANCEMENT

We start by making a pedagogical exposition of how
transport affects and possibly enhances thermoelectric
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performance, especially the figure of merit Z7. One can
gain an invaluable insight into the Fano effect by examining
the linear response theory at low temperature [18], ignoring
phonon contribution and Coulomb interaction. In that case,
the scattering matrix theory can connect various transport
quantities with the transmission spectrum 7 (¢) at the electro-
chemical potential i (see also Appendix B). Among them, the
Cutler-Mott formula [51] gives an estimate of thermopower
via the temperature-dependent conductance G(u, T') by S ~
—(72k3T /3e)d log G(u, T)/dv. Therefore, in the low tem-
perature, we can directly connect the figure of merit Z7 with
the transmission spectrum as

7{2

dl 2
7T ~ = kBTM .
3 du

The formula shows that to enhance Z7', one needs to find
materials with the transmission spectrum 7 (¢) whose loga-
rithmic slope is sufficiently large—with strongly and asym-
metrically energy-dependent resonances around jt.

When a single level E,; of the dot coupling with reservoirs
acquires finite resonance width I, the transmission spectrum
usually takes a Breit-Wigner form,

al?

le — E4 +il|?’
where o is the asymmetric factor [see Eq. (10)]. Then,
putting it into Eq. (3), we find ZT bound from above by
(7r%/3)(kgT /T)?, which occurs at u = E; & I". Since a typ-
ical resonant width I' in nanostructure is larger than the
temperature scale, it is quite hard to achieve ZT of the order
of unity, except for a system with an extremely sharp peak like
the Kondo resonance.

One finds the situation drastically different if 7 (¢) has a
node such as T (&) o (& — €nodge)* (for k > 0) [25,26]. Then
Eq. (3) suggests the figure of merit diverges at low temper-
ature when the electrochemical potential crosses the node
energy €node as ZT (kgT)*/(i — €noge)?. Such divergence
turns out to be cut off by finite temperature effect so that this
leads to a universal mechanism of providing an order of unity
ZT,evenif I' is much larger than kT .

A great advantage of nanoscale systems is that one can
make such a transmission node or nodify the spectrum 7 (¢) of
any materials by manipulating how a nanostructure connects
with the surroundings, i.e., by the Fano effect [15,18,19,21].
One can control the effect by changing gate voltages along
the direct conducting channel of a quantum-dot interferometer
or rotating the side group of a single-molecule junction. This
contrasts with bulk materials whose 7 (¢) is seen as intrinsic,
being always proportional to the local DOS. The transmission
spectrum subject to the Fano effect is expressed by the so-
called Fano formula [52] (see also Ref. [31] and references
therein),

3

Tew(e) = “

e—E;+ql' \2
& — Ed + ir

where constant 7y describes the transmission of conducting
channel and the Fano parameter ¢, which may be either com-
plex or real, accounts for the asymmetry of the transmission
profile. The Fano effect is an outcome of the quantum inter-
ference between the two transport channels via discrete and

7I:an0(8) = 76| ’ (5)

continuum levels. The node of 7 (¢) is located at E; — I'Re g,
so that we expect an order-of-unity ZT when we set © around
this Fano resonance dip even for k3T < T

Although the above phenomenological argument is quite
useful to draw a rough picture of how we may expect the Fano
effect to improve thermoelectric performance, we should bear
in mind that the above is based on the linear response theory,
not to mention on the low-temperature expansion. To gauge
thermoelectric performance in nanostructures, we need to take
account of two additional factors: nonlinear transport and
interaction [30,53-56]. In the next section, we will work out
the microscopic model of a quantum-dot interferometer and
show how these phenomenological parameters constituting
Trano(€) can be controlled in practice.

III. MICROSCOPIC MODEL

A. Microscopic Hamiltonian

As a concrete microscopic realization of a system with
the Fano resonance effect, we consider a quantum-dot inter-
ferometer [see Fig. 1(a)], a quantum dot embedded in the
ring geometry and coupling with two reservoirs (the left
and right reservoirs a = L, R) with different electrochemi-
cal potentials u, and temperatures 7,. To operate it as a
heat engine, we arrange 7y > Tz and p; < ug to make the
temperature voltage drive the heat flow against the potential
bias [Fig. 1(b)]. We assume a single spin-degenerate discrete
level of the dot predominantly contributes to transport. With
interaction on the dot, the model is essentially the single-
impurity Anderson model augmented by the direct hopping
between the reservoirs [53,57]. A similar model has also
been studied in examining the Rashba spin-orbit interaction
effect [58-60].

The total Hamiltonian is H = Hp+ Hy + Hy +
Za:L g Ha, where Hp represents the dot Hamiltonian;
Hr, the hopping between the dot and the leads; and Hy, the
direct hopping between the left and right leads. They are
given by

Hp =) €ihs +Uhyhy, (©)
Hr = Z Z(Vdaa d;Caka + Vado Czkgda)s (N
a=L,R k,o
Hy = Z(VLR CkuCRka + Ve C£kGCLko)s 3
k.o

where 7, = dj,'d(, is the dot electron number operator. The
Hamiltonian H, describes noninteracting electrons on the
lead a = L, R, which can be characterized by the DOS p,
in the wide-band approximation. One may incorporate the
Aharonov-Bohm effect by introducing the phase factor ¢ of
Vo VaorVir = |VraVarVirl €®. We will present all of our
analytical results including this effect, but we will choose
¢ = 0 for numerical presentation.

B. Connection with the Fano formula

To effectively regulate quantum coherence via the Fano
resonance effect, we need to identify phenomenological
parameters introduced in Sec. II in terms of microscopic
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parameters of the Hamiltonian [60]. We here summarize those
connections without waiting for details that we will present in
the next section.

Our convention of the relaxation rates y, due to the leads
a=L,Ris

y=v+v Ve=7IVial P )

o = 4yLyr/v (10)

where o is the asymmetric factor regarding the dot-lead
couplings. The most important parameter we utilize to con-
trol quantum coherence is the dimensionless parameter x,
defined by

x = 47 p pg| Ve |- (11)

The parameter x describes how much the direct conducting
channel contribute to transport. In the absence of the electron
correlation on the dot, we can exactly evaluate transmission
spectra T (¢) (see Sec. IV C 1 below), which confirms the
Fano formula (5). This enables us to identify phenomenologi-
cal parameters in Eq. (5) as

q= \/%(e"ﬁ — xe ), (12)

E; =¢; — '\Jaxcos ¢, (13)
I'=y/(1+x), (14)
To = 4x/(1 4+ x)°. (15)

The limit x — O corresponds to a Breit-Wigner resonance
where E; — €¢; and ' — y. Another interesting limit is when
the dot-lead couplings are extremely asymmetric. In this case,
transmission 7 (¢) becomes an antiresonance, which means
the dot is side-coupled to the conducting channel.

In the presence of strong interaction on the dot, the role
of the Fano parameter as characterizing the asymmetric trans-
mission profile become obscure, because T (¢) gets deformed
also by the interaction. Accordingly, we make a point of using
Eqgs. (12)—(15) as the definitions of our controlling parameters
(see also the argument in Sec. IV C).

IV. NONLINEAR FLOWS OF PARTICLE,
ENERGY, AND HEAT

A. Current formulas

One can evaluate nonlinear flows of the particle, the energy,
and the heat (denoted by I, J&, and J9), using nonequilib-
rium Green functions techniques along the standard line of
treatment [53,57,61,62]. Expressions of these flows usually
involve the lesser Green function of the dot as well as the
retarded one. However, in the case where the dot-reservoir
couplings are proportional to each other, one can safely
eliminate the lesser Green function by using the conservation
laws of particle and energy [61]. Accordingly, we can express
those flows only by using the retarded Green function even
if the strong interaction is present on the dot. Choosing the
left reservoir as the reference, we can write those nonlinear

inflows (per spin) to the dot as
d
I = / ETEUe) ~ fale) (16)
d
JE = 2—;T<s>e[fL(s) — fa(®)], (17

d
I = f TST(S)(S — polfe(e) — fr(e)], (18)

where & is the Planck and f,(e) =

[e€—Ha/ksTe £ 177" is the Fermi distribution on the lead
a with T, and p,. They take exactly the same forms as
the Landauer-Biittiker formulas by using the effective
transmission function 7 (¢), which is defined in terms of the
exact retarded Green function GR(s). For the present case of
a quantum-dot interferometer, we find 7 (¢) as [60]

constant

T(e) = To — Im[T, G*(e)I], (19)
Ty ="To(qg—i)(q" — ). (20)

We emphasize that while one usually derives the Landauer-
Biittiker formula assuming the one-particle scattering theory
[63-66], the above Landauer-like description of nonlinear
flows is exact, whether with or without the interaction on
the dot. All the correlation effect is encoded in 7 (¢), and its
validity goes beyond the one-particle approximation.

B. Efficiency and output power

To assess the nonlinear thermoelectric performance as a
heat engine, we mainly use two benchmarks: the output power
P and the thermal efficiency 7. Because of our configura-
tion A = ugr — up > 0 and AT = T, — Tx > 0, the output
power P and the efficiency n are defined by

P= ZJaQ = (g — 1o, 21

— up)l
_ EQ _ (ke QML) L (22)

Jr Jr
The system works as a heat engine for a positive out-
put power P > 0 with a positive heat inflow from the left
reservoir JLQ > 0.

Since the nonlinear flows are expressed by the Landauer-
like formulas (16)—(18), its nonlinear transport is fully con-
sistent with thermodynamics, namely, the positive entropy
flow (the second law of thermodynamics). This means
the efficiency 7 is bound from above by the Carnot ef-
ficiency nc = AT /T;. Moreover, quantum mechanics also
bounds the power output P from above [56]: P should
be smaller than A¢(wkgAT)?/h (with Ay ~ 0.0321) for the
two-terminal single-level dot. Later, in Sec. VI, we make a
point of normalizing the output power P by Par = k3(T;, —
T)?/4h. In this unit, this quantum upper bound corresponds
to 47%A ~ 1.267.

C. Evaluating the retarded Green function

To find nonlinear flows of a quantum-dot interferometer
according to Egs. (16)—(18), we need the dot’s retarded Green
function GR(¢) out of equilibrium, connecting with the leads
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with different temperatures and electrochemical potentials.
While we can obtain it exactly for a noninteracting dot, we
can no longer do so if the dot involves strong interaction. For
the latter case, we will make a simple yet effective analytical
approximation suitable to describe charge-blocking physics
that the strong correlation induces.

1. Noninteracting dot

For a noninteracting dot, one finds exactly the retarded
Green function [57] to be

1
g —E;+il’
where E; and I were given in Egs. (13) and (14) (see also
derivations by the diagram approach [53], the equation of
motion [59], or the Kelshy path integral [60]). Indeed, such

connections were established by using the above into Eq. (19).
The effective transmission 7 (¢) becomes the Fano formula,

T (&) = Trano(€), 24
with parameters given in Eqs. (12)-(15).

GR(e) = (23)

2. Strong correlation on the dot and Coulomb blockade

It has been known that the strong correlation out of equi-
librium is quite hard to treat systematically. One-particle
approximations such as the Hartree-Fock theory are valid
only for weak interaction, failing to explain strong correlation
effects. Moreover, it is somewhat embarrassing to find that a
nonequilibrium perturbation calculation regarding the interac-
tion sometimes gives results that disrespect fundamental laws
such as the current conservation [67,68]. To make a sensible
assessment of the efficiency, it is crucial to abide by the
conservation laws. Below, we will use a simple yet effective
analytical approximation that conforms to the conservation of
the particle and the energy as well as the spectral sum rule of
the dot spectral function —~' Im [ de GR(¢g) = 1.

We focus on the strongly correlated case where the in-
teraction U is much larger than the resonant peak width
or temperature. This is a typical situation of a quantum
dot where charge blocking physics (the Coulomb blockade
effect) dominates. Due to the strong Coulomb repulsion on
the dot, the dot energy increases by the presence of another
electron and depends on its occupation. Therefore, we may
well view its energy as €; + Ufi; (with & = —o). When we
ignore dynamical fluctuations of the dot number operator, this
leads to the following approximation of the retarded Green
function [69]:

1
GR(e) ~ 25
-(6) <5—Ed—Uﬁ(—,+iF> 23)
1 — (5 il
_ (7 >. (f5) . 26)
e—E;+il’ e—E;,—U+il

The treatment corresponds to the Hubbard I approximation,
which one can also derive within the equation-of-motion
method by decoupling higher-order correlators [70,71]. Un-
like the treatment of Ref. [72], it ignores the correlation effect
on the resonant width and the Kondo correlation that become
prominent at extremely low temperature (below the Kondo
temperature). The approximation has been shown to capture

quite well the essence of correlation effects in nonlinear
responses above the Kondo temperature, and it was recently
used to successfully explain strongly nonlinear thermal volt-
age observed in interacting quantum dots [55].

To complete the approximation, we still have to deter-
mine the average occupation (fi;). This is done by requiring
self-consistently the particle conservation out of equilibrium,
which we can solve analytically. For a quantum-dot interfer-
ometer, one can write the particle conservation as [60,68]

1 -
(g) = ——/ds f(&)Im G (e), (27)
b4
where f is the weighted Fermi distribution defined by
- r,
= —a 2
fey= "2 ), (28)
a=L,R
= Ya + XYa + 2/XYaYa sin d’a’ 29)
(1+x)?
with the convention ¢p = —¢, = ¢ and L = R, etc. Since

our problem is spin-independent, by putting Eq. (26), we can
readily find the solution ny = (fiy + 1) of the self-consistent
Eq. (27). (One can easily extend the treatment to the spin-
dependent case as well.) We prefer organizing the solution as

_ 2no(Eq)
1+ no(Ey) — no(Eq + U)’

where ng(E,) is the average occupation of a noninteracting dot
per spin as a function of E,;. Using Eq. (A1), we can obtain its
explicit form as

r'ri 1 1
no(Ed)ZZFa[E—;Imw<E +Za>]a (31)

where W(% + z,) is the digamma function with the argument
Z2q = 2(Bas g — E4) defined by

ng (30)

2(B.¢) = %(C +il); ¢=pn—Eq. (32)

Combining all the above enables us to obtain a closed ana-
Iytical approximation for a quantum-dot interferometer with
strong interaction.

Let us briefly discuss the immediate consequence of this
approximation. Using n; of Eq. (30) in Eq. (19), we find
that the effective transmission 7 (¢) in the Coulomb blockade
regime becomes essentially a superposition of the two Fano
resonances Trano of Eq. (5), around E; (with weight 1 — n,/2)
and E; + U (with weight n;/2):

T(e)= (1 - %)ﬁano(é‘) + r%d Trano(e — U). (33)

One needs to choose phenomenological parameters according
to Egs. (9)—(12). The form indicates that the effective trans-
mission 7 (¢) depends on temperatures and electrochemical
potentials of the leads through n,;. Numerically speaking,
however, the dependence of n; on the thermal and electrical
bias, kAT and Ap, is often negligible when the system is
set up for a heat engine. This is because to make it work
as a heat engine, the bias Au must be of the same order of
kg AT and usually much smaller than I". The major role of
strong interaction in a quantum-dot interferometer is to make
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the effective transmission split into two Fano resonances with
reduced weights.

V. ANALYTICAL EXPRESSIONS OF NONLINEAR FLOWS

Having obtained the effective transmission 7 (¢) for either
a noninteracting or interacting dot [as in Eq. (24) or Eq. (33)],
we are now in a position to write down nonlinear flows
defined by Egs. (16)—(18). We can reach their explicit forms
by completing the energy integrals by using the formula (A1)
in Appendix A.

A. Noninteracting quantum dot

By applying Eq. (A1) to Egs. (16)—(18), it is straightfor-
ward to obtain analytical formulas for I, JLE, and JLQ . With
Ca = Wq — E4, we organize the results as

I =Z(Br, tr) — Z(Br. Lr), 34

Jf = Eqlp + T (BL. &) — T (Br. &r)s (35)

and heat flow is JLQ =JLE — uplp. Functions Z(B, u) and
J (B, 1) describe contributions from each leads and involve
Euler’s digamma function:

hI(B.¢)="Tot —TIm{T,¥(%+z2) —logpT']}, (36)

2 2

hT(B.0) ='To<% + 6”—/32) -rlm{Tq;

—iFE[W(%—i—z) —logﬂr‘]}, (37

with z = z(B, ¢) in Eq. (32). When one disconnect the direct
hopping between the reservoirs (x — 0), they reduce (with
E;—> €e;and " — y)to

hZI(B.¢)=—alIm[y(}+2)]. (38)

hT(B.¢)=al*[Rey(s+2)—InBy].  (39)

B. Quantum dot with interaction

In the presence of strong correlation on the dot, Eq. (33)
tells us that the effective transmission 7 (&) becomes a super-
position of the two Fano resonances, around E; and E; + U.
Hence nonlinear flows are also expressed by a superposition
of these two contributions:

ng
I = <1 - 7)[1(,3L’ ¢r) — Z(Br, ¢r)]
+ %[I(ﬁb G —U)—TBr.tr—U).  (40)
JE = Eg + (1 . %)[J(ﬂb ) — T (Br. &)l

n ”Edw(m, 0 —U)—TBr e — U (41)

Using these I, and JE  the heat current becomes
J2 =JF — .

VI. NUMERICAL RESULTS AND DISCUSSION

In this section, we present numerical results to support
how one can greatly improve nonlinear thermoelectric per-
formance by regulating quantum coherence via the Fano
resonance effect. Based on the analytical results in Sec. III,
we now make a fully nonlinear analysis, focusing on the
thermal efficiency and the output power as benchmarks. For
a better heat engine, we will intend to amplify a nega-
tive thermopower, which makes us choose g > 0 and ¢ =0
[see Eq. (12)]. If we aim to enhance a positive thermopower,
we have to choose g < 0 instead.

We choose to fix the temperature and electrochemical po-
tential of the left reservoir as a reference while changing those
of the right reservoir, assuming the symmetric dot-reservoir
couplings & = 1. In addition, for most calculations, we take
the temperature much smaller than the resonant width (setting
kgT;, = 0.2y). Such a situation common in nanostructures
is certainly unfavorable to achieve high thermoelectricity
[ZT ~ 0.1 without the Fano effect as in Fig. 2(a) below].
Nevertheless, we will demonstrate that we can improve the
thermoelectric performance 10 times as much, by adjusting
the Fano resonance effect.

We deliberately present all the results in a way that one
can easily compare between linear and nonlinear responses.
For convenience, we summarize the explicit forms of linear-
response quantities as well as the Onsager coefficients in
Appendix B.

A. Noninteracting quantum dot
1. Linear responses

We start by examining linear-response quantities, focusing
the figure of merit ZT of Eq. (B8). Figure 2 shows the
figure of merit ZT at kgT = 0.2y as a function of u — ¢4
by changing the parameter x (or the Fano parameter g). Red
(blue) shade corresponds to a negative (positive) thermopower
region. The zero-temperature limit of ZT (green lines) as well
as the normalized conductance (dotted lines) is also shown
in the same figure. Because kg7 is much smaller than the peak
width y, ZT is small (*0.11) at x = 0, but it quickly reaches
more than unity by introducing a small amount of x (ZT =
1.07 for x = 0.01, 1.64 for x = 0.1, and 0.94 for x = 0.3).
Figures 3(a) and 3(b) show the density plot of ZT as a function
of u — E; and x. We see, if we choose a larger value of k3T,
ZT can get even larger. We find the value of ZT exceeds
5 at kgT = y (not shown), though such a situation may be
hard to realize in nanostructure systems except for extremely
low-temperature Kondo regime. As argued in Sec. II, we
anticipate such enhancement around the Fano resonant node
u — E; ~ —qT", which we depict by the green dashed lines
in Fig. 3. The optimal x that achieves the largest ZT (hence
the efficiency) is around x = 0.1 for kg7 = 0.2y and around
x = 0.01 for kgT = y. The optimal value of x depends on
kgT /y and decreases with increasing kgT'/y .

Figures 3(c) and 3(d) show the density plot of the linear-
response estimate of the maximal output power Pp,x in
the unit of Par = (kg AT )?/4h. The quantity is nothing but
hGS?/kz = K2 /Ko, discussed in Appendix B [see Eq. (B11)].
We find the maximal achievable power Py.x is less sensitive
to the value of kzT/y. Comparing Figs. 3(a) and 3(c) or
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Power

(d)

FIG. 3. Density plots of the figure of merit ZT and the linear-
response estimate of the maximal power Py, as a function of u —
€; and x. (a) ZT at kgT = 0.2y, (b) ZT at kgT =y, (¢) Pmax at
kgT = 0.2y, (d) Pmax at kgT = y. Green dashed lines specify the
location of the Fano node.

3(b) and 3(d), we see that the optimal sets of parameters
(x, €4 — () to maximize (ZT) or Py differs, but they are
not so far apart when x is finite. We can recapitulate the
linear-response performance by drawing the power-efficiency
diagram in Fig. 4. We see that introducing x helps drastically
enhance it in both cases kg7 = 0.2y and kgT = y.

2. Nonlinear responses

We now examine how nonlinear thermoelectric perfor-
mance can be possibly improved by utilizing the Fano effect
or the parameter x. The analysis of linear-response quantities
tells us what parameter range we should look at to improve
it. Seeing Figs. 3(a) and 3(c), we choose to examine mainly
the setting kpT; = 2kgTg = 0.2y with x =0.01 and x =
0.1, where the corresponding Carnot efficiency is n¢c = 0.5.
Figures 5 shows density plots of nonlinear efficiencies n

00930 -25-20 -15 -1.0 -05 0.0 05

HL—€d

(b)

b€ Hi-€g

(c) (d)

FIG. 5. Evolution of nonlinear efficiencies n/n¢ and the output
powers P by changing gate and bias voltages. The setting is kzT; =
2kgTg = 0.2y (with n¢ = 0.5). We normalize P by Par. (a) n/nc at
x =0.01; (b) n/nc atx = 0.1; (c) P atx = 0.01; (d) P atx = 0.1.

(modulo 7n¢) and output powers P (modulo Pa7) for x = 0.01
(a, ¢) and x = 0.1 (b, d). We find the maximal values of the
efficiencies reaches 0.20n¢ (for x = 0.01) or 0.25n¢ (for x =
0.1), exceeding their linear-response estimates. For the case of
x = 0.01, one sees that the settings of gate and bias voltages
for maximizing either the efficiency or the output power are
irreconcilable. For instance, at the gate voltage achieving the
highest efficiency, its output power almost vanishes, as was
argued in Ref. [73]. For the case of x = 0.1, however, the
two conditions are more compatible, and both a higher n
and a larger P are achieved in comparing with x = 0.01.
The power-efficiency diagrams in Fig. 6 clearly show this
difference in their behaviors. We see that for the case of
x = 0.1, the efficiency and the output power are well balanced
for a finite range of the gate voltage 1.

i

o

>
ninc

= 0.

ninc

0.0 1
Bo 01 02 03 04 05 06 07
Power

(a)

FIG. 4. Linear-response estimate of the power-efficiency dia-
gram at (a) kg7 = 0.2y and (b) kgT = y, by changing x: x = 0.0

| — x=03
I — =01
1 x=001

| — x=00

Power

(b)

(red), x = 0.01 (green), x = 0.1 (blue), and x = 0.3 (orange).

. |
80 01 02 03 04 05 06 07

Power

(a)

00800 0.2 03 0.4
Power

(b)

FIG. 6. Power-efficiency diagrams of Fig. 5. Color lines corre-

spond to the evolution by changing bias voltage with a fixed gate
voltage, and dashed lines correspond to the one by changing the gate

voltage with a fixed bias voltage. (a) x = 0.01; (b) x = 0.1.
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x=0.3

ninc

1 — x=01
T — x=001

1 —x=00

OO%O 01 02 03 04 05 06 0.3 04

Power

(a)

FIG. 7. Comparison of the power-efficiency diagrams at different
kgTg. Other parameters are the same with Figs. 5 and 6. The power
output is normalized by Par for both cases. (a) Tz = 0.57; (nc =
0.50); (b) Tk = 0.05T;, (nc = 0.95).

To attain even higher efficiency and output power, one
may place a system subject to a larger temperature difference,
because the linear-response theory predicts the efficiency pro-
portional to n¢ and the power output, to 72, though nonlinear
effects may well suppress such behavior. We expect, however,
the present thermoelectric enhancement is likely to survive
for a large temperature difference because it is a universal
mechanism due to the Fano resonance effect (see Sec. II).
Figures 7(a) and 7(b) compare the power-efficiency diagrams
between the two settings: (a) kgTy = 2kgTr = 0.2y (with
nc = 0.5), and (b) kg1, = 20kgTg = 0.2y (with ne = 0.95).
By normalizing the efficiency 1 by n¢, and the output power
P by Par, we can directly compare those diagrams with
Fig. 4(a). We first notice that the linear-response estimate
reasonably captures the overall tendency for each x in this
fully nonlinear regime. There is a noticeable saturation in
the highest efficiency and a severe reduction of the output
power though. We can attribute those to nonlinear thermal
effects, which we will discuss further in Sec. VII. Comparing
with the thermoelectric performance at x = 0, the enhance-
ment effect due to finite x is significant. For the case of
ne = 0.5, the power efficiency improves from (Pmax, max) =
(0.11PA7,0.02n¢) at x =0 to (0.40Pa7,0.25nc) at x =
0.1 or (0.54Pxr,0.20nc) at x = 0.3; for the case of nec =
0.95, from (Pmax, Nmax) = (0.06Par, 0.015n¢) at x =0 to
(0.21Pa7,0.200¢) at x = 0.1 or (0.31Pa7, 0.18n¢) at x =
0.3. The efficiency improves more than 10 times, while the
output power gets amplified nearly five times.

B. Quantum dot with interaction

As argued in Sec. IV C 2, we incorporate the strong
interaction on the dot in the effective transmission by Eq. (33).
Figure 8 illustrates how 7 (¢) describes the Coulomb block-
ade peaks around u — e¢; = E; and E; + U [Fig. 8(a)] and
its deformations by the Fano resonances [Fig. 8(b)]. Since
nonlinear flows become a superposition of two Fano-type
contributions, as in Egs. (40) and (41), we can still apply
much of the previous argument given for a noninteracting
dot to an interacting dot. That means we expect enhanced
thermoelectricity by the Fano resonance in an interacting dot
as well.

Figures 9 show the density plots of the efficiency and
the output power as a function of gate and bias voltages by
changing U/y = 2, 4. For a better comparison, we use the

-4 -2 0 2 4 6 8

FIG. 8. Effective transmission 7 (x) for an interacting dot as a
function of u — ¢; by changing U: U/y = 0 (dashed gray lines), 2
(red lines), and 4 (blue line). The results are shown for (a) x = 0 and
(b)x =0.1.

same color scheme for different values of U. As one sees in
Fig. 9, the Fano resonance dominantly affects only one of the
two Coulomb blockade peaks to enhance both the efficiency
and the output power there (see also Fig. 10). Simultaneously,
we notice that the highest efficiency decreases with increasing
U, suggesting strong interaction is rather detrimental to
efficiency. The power-efficiency diagrams (Fig. 10) clarify
this point. For a fixed U, we see both the efficiency and the
output power greatly enhanced by introducing finite x, as in
a noninteracting dot. With U = 2y, we have (Pnax, Mmax) =
(0.08Pa7,0.025¢) to  (0.24Par,0.12nc) at x=0.1
[Fig. 10(a)]. However, the efficiency at x = 0.1, which is
most enhanced, gets suppressed by increasing U. One may
understand it from the form of the effective transmission
(33). Since the transmission peak is split into two and and
the average occupation around the Fano resonance gets

0 002 004 006 008 0.10 012 0 002 004 006 008 0.10 012

L | 0.12 L |

-2 -1 0 1 2 3 4 1 2 3 4
HL—€d HL—€d
(a) (b)
020 o o 10 015 020 o
3 4 1 2 3 4
HL—€d HL—€d
(©) (d)

FIG. 9. The evolution of the efficiency n/nc and the power
output P at x = 0.1 by changing U at kgT; = 2kgTz = 0.2y with
nc = 0.5. The power P is normalized by Par. (a) n/nc at U = 2y;
®)yn/ncatU =4y;(c)PatlU =2y;(d)PatlU = 2y.
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FIG. 10. Power-efficiency diagram by changing U/y = 2, 4, 8.
Other parameters are the same as in Fig. 9. Shaded regions corre-
spond to the evolution for x = 0 (red), x = 0.01 (green), x = 0.1
(blue), and x = 0.3 (orange). (a) U =2y; (b)U =4y; (c) U = 8y.

smaller by increasing U, the Fano enhancement plays a less
prominent role with a larger U. Such interaction-induced
suppression is also seen in the output power, but its reduction
is much more gradual.

VII. ASSESSING NONLINEAR THERMOELECTRICITY

In taking advantage of quantum control to achieve better
thermoelectricity, it is important to find an optimal set of
relevant parameters. With a fixed x, we find it crucial to
adjust the gate voltage for attaining a full enhancement due
to the Fano effect. To assess its performance in the nonlinear
transport regime, we would be better off with a quantity
that can characterize nonlinear thermoelectric performance
without delving into a detailed analysis of nonlinear flows.
The figure of merit ZT loses its authenticity beyond the
linear transport [29,30]. We here address this issue with some
speculations, based on our results.

To be concrete, we take the results of a noninteracting dot
with x = 0.01 and 0.1 (Fig. 5), where we evaluated nonlinear
flows exactly. Figure 11 shows the corresponding bias voltage
characteristic of the particle and heat flows at x = 0.1. One
finds that the particle flow depends almost linearly while
the heat flow, highly nonlinearly. We intend to exploit the
former characteristic of the particle flow in asses nonlinear
thermoelectricity.

A. Output power

Since the particle flow is almost linear regarding the bias
voltage, we can use much of the linear response theory to
investigate the output power P. For instance, we imme-
diately see that P takes its maximum regarding the bias

0.04
0.006
3 002
& 3 0.004
S 0.00 — %
K 2 0.002
< -0.02
—
-0.04
02 -01 00 01 02 02 -01 00 01 02
eV eV

(a) (b)

FIG. 11. Nonlinear flows of the particle and the heat at x = 0.1
as a function of bias voltage. Parameters are the same as in Fig. 5.
Different colored lines correspond to different values of the gate
voltage from u; — &, = —2.0y to +0.5y. (a) Particle flow I;; (b)
Heat flow JZ.

FIG. 12. Comparison of the linear thermopower at T, with
(a) nonlinear efficiency of Fig. 5(b) and (b) the case where the
dot-reservoir couplings are highly asymmetric. (a) y, = yx = 0.5y;
(b) y = 0.05y, yr = 0.95y.

voltage around half the stopping potential, Ay = g — pp =
Apgop/2 as in the linear response theory. What is more
important in applications is the location of the optimal gate
voltage to maximize the power. With other parameters fixed,
we can roughly estimate it by the low-temperature expansion:
P o [T'()?/T () (with u < i < ug). For a real g, we
can find an analytical solution to maximize P at

p=Eg—ql; g= Y002 (42)
By choosing i = u, this provides an estimate of the optimal
gate voltage u; — €5 & —0.66y in Fig. 5(c), or u; — €4 =
—0.61y in Fig. 5(d). We see that these estimates give a
reasonable agreement in both cases.

B. Nonlinear efficiency

We now consider how we find the optimal gate voltage
to achieve the highest nonlinear efficiency. As was discussed
in Sec. II, we expect the enhancement for the efficiency to
occur near the Fano node E; — I'Req (the green dashed
line in Fig. 3), which gives —5.0y for x = 0.01 [Fig. 5(a)]
or u —é€g =~ —1.58y for x = 0.1 [Fig. 5(b)]. Since one can
deduce the value of g from the observed transmission profile,
this helps us locate the optimal gate voltage.

We can make a more quantitative argument and speculate
about how it connects with a linear response quantity by
using the almost linear characteristic of I;. As one notices
immediately in Figs. 5(a) and 5(b), the gate voltage optimal
for efficiency almost coincides with what maximizes the
boundary line. The latter boundary line defines the stopping
potential Ajgop When the particle flow vanishes. This implies
that the (dimensionless) nonlinear thermopower A pigop/kKAT
may well characterize the nonlinear efficiency. Furthermore,
as was demonstrated numerically for the single-impurity
Anderson model [30], one can somehow predict nonlinear
thermopower well by using the linear-response estimate at the
“operating temperature” Ty, = (Tp + Tg)/2. Therefore, we
may conjecture that we can use the linear-response estimate
of the thermopower at T, to assess the nonlinear efficiency.
Figure 12(a) supports this speculation: the linear-response
estimate of Apgop at Top (red line) is compared with the
nonlinear efficiency of Fig. 5(b). We see that the maximum
of the red line detects well the location of the gate voltage
optimal for efficiency.
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x=03 0.15] 1 x=03
— x=0.1
x=0.01 0.10]

— x=00
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FIG. 13. Linear-response estimate of the power-efficiency dia-
gram using T, for (a) nc = 0.50 and (b) nc = 0.95. Parameters are
chosen to correspond with Fig. 7. (a) nc = 0.50; (b) nc = 0.95.

One way to understand this unexpected role of T is due
to a low-temperature expansion of /;. The lowest order of the
temperature correction takes a form of [>T ()k3/61(T? —
TRz) o Top AT (with pup < i < ug). The argument suggests
that the using T, may not be limited for the symmetric
dot-bath couplings case considered in Ref. [30]. In Fig. 12(b)
we support the view by taking a look at a dot with highly
asymmetric couplings, y;, = 0.05y and yg = 0.95y witha =
0.19. In spite of high asymmetry, we see the linear-response
estimate at 7g, can tell reasonably well the location of the gate
voltage optimal for nonlinear efficiency.

C. Power-efficiency diagram

Figure 13 illustrates how using the operating temperature
Top = T (1 — n¢/2) helps improve a linear-response estimate
of the power-efficiency diagram for the parameters chosen in
Fig. 7: (a) kgTy, = 2kgTg = 0.2y (with nc = 0.5) and kg7, =
20kpTgr = 0.2y (with ne = 0.95). Comparing with Fig. 4(a)
(with n¢ = 0), we see the linear-response estimate with using
Ty, (Fig. 13) much improved in predicting the behavior of
Fig. 7, especially regarding the output power. We find this
way of the linear-response estimate of nonlinear thermoelec-
tricity useful for finding an optimal setting of nonlinear ther-
moelectric performance, even in the fully nonlinear regime
nc = 0.95.

VIII. SUMMARY

We have developed a theory for enhancing the thermoelec-
tric performance (efficiency and power) when a nanostructure
acts as a heat engine. We have demonstrated that even if the
temperature is much smaller than the resonant width, which is
unfavorable for good thermoelectricity, one can still achieve
a reasonably good thermoelectric performance by regulating
quantum coherence via the Fano effect. Such thermoelectric
enhancement stays effective in fully nonlinear regimes. We
have shown that such thermoelectric enhancement is viable
in fully nonlinear responses. With appropriate parameters, the
efficiency improves up to 10 times and the power nearly 5
times (Figs. 7 and 10). We have also estimated the optimal
gate voltage that maximizes nonlinear efficiency or power.
Furthermore, we argued the significance of the linear ther-
mopower at Ty, along assessing nonlinear efficiency (Fig. 13).
We believe quantum control by the Fano effect is a promising,
universal approach that helps thermoelectric materials exhibit

an even better thermoelectric performance, as well as turn
mediocre materials into thermoelectric.
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APPENDIX A: INTEGRAL FORMULA

We use the following integral formula to evaluate the
energy integrals that appear in nonlinear flows:

& de
/_m (6 — Eq + D) 4 1]
" de 1
:/mm"‘W(z“r‘Z)—lOgZ, (Al)

where 1//(% + z) is Euler’s digamma function and the parame-
ter z is defined in Eq. (32). One can derive Eq. (A1) in various
ways, e.g., by summing up the Sommerfeld expansion up to
infinite order (see also Ref. [74], Appendix D). The first term
on the right-hand side corresponds to the zero-temperature
contribution. It diverges logarithmically but will be canceled
out in evaluating flows.

APPENDIX B: LINEAR RESPONSE QUANTITIES

In this Appendix, we collect the results of the linear-
response theory and connect them with the Onsager coef-
ficients. They can be obtained by expanding our nonlinear
results regarding small bias and thermal gradient. Let us
introduce the dimensionless Onsager coefficients C,, (for n =
0, 1, 2), which are defined by

K, = " / deTe)e —p) [-f©)]. (Bl

Within the linear response theory, one can express flows of
particle and heat as

I Ko Ki\{( nir
h = , B2
(,BJLQ> (Kl Kz) (kBTLR (B2)
if MILR = ML — UR and TLR = TL — TR are small. We can read-
ily evaluate /C, as

r 1
Ko=To+ 5 Re [7:,1%(5 +z)} (B3)
K =—ﬁr1m{7;[1—zw’(%+1)“v (B4)
7'[2 2.7 1
Kzz?%-i-ZnﬁFRe{ﬁ[Z—zK”(E‘f‘z)“' (BS)

We note that we straightforwardly restore the results of
the Sommerfeld expansion by seeing Ko~ T (u), Ky =

”Tz(kBT)’T’(,u), and IO, ~ ”TZT(M) at low temperatures.
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In terms of these dimensionless Onsager coefficients /C,,,
standard linear-response quantities are given by

2 2T K2
G=-""IK, K=-=3B </C2 - —‘>, (B6)

2h ~ 2nh Co
kg K kgT K,
S=————, N=——. B7
e IC() e K:() ( )
Therefore the figure of merit ZT becomes
GT K3
T = —8=——1—. (B8)
K KokCr — K5

When one uses the above linear response theory with
choosing Apu = pugy > 0 and AT = Ty g > 0, one finds the
stopping bias potential (or the open circuit potential) that
makes the particle flow vanish is given by

K
Afigop = —€ SAT = —kgAT. (B9)
Ko
According to Eq. (21), the output power P becomes

A
P=IAu= (—/COAMHCIkBAT)T“, (B10)

which we can maximize at A = Apigop/2 as

2 2 2
GS® \pye  (sATY K]

= Sl Bll
P 4 ah Ko ®G11

By introducing v = Ap/Ajpgop, ONe can simply write the
ratio as P/Pmax = 4v(l — v).

The linear-response efficiency 7 is also defined by
Eq. (22). After some manipulation, we can write it as

no_ v(l —v)

e T @n v ®1

Accordingly, the efficiency at the maximal power (v = 1/2)
is equal to

Nc ZT

L (Pmax) = TZT T2

(B13)

We can maximize n; by changing 0 < v < 1. The maxi-
mal value n"* is given by Eq. (2), when one chooses v =

(T 4ng™/nc)/2.
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