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We present a theoretical study of the interplay between topological p-wave superconductivity, orbital magnetic
fields, and quantum Hall phases in coupled wire systems. First, we calculate the phase diagram and physical
observables of a fermionic ladder made of two coupled Kitaev chains and discuss the presence of two and four
Majorana zero modes. Second, we analyze hybrid systems consisting of a Kitaev chain coupled to a Luttinger
liquid. By tuning the magnetic field and the carrier density, we identify quantum Hall and charge density wave
phases, as well as regimes in which superconductivity is induced in the second chain by the proximity effect.
Finally, we consider two-dimensional systems made of weakly coupled ladders. There we engineer a p + ip
superconductor and describe a generalization of the v = 1/2 fractional quantum Hall phase. These phases might

be realized in solid-state or cold-atom nanowires.

DOI: 10.1103/PhysRevB.101.085116

I. INTRODUCTION

The quest of topological phases has attracted much atten-
tion in the last few decades, starting from the quantum Hall
effect [1,2] and evolving towards variants on the honeycomb
lattice with effectively a zero magnetic flux in a unit cell [3].
These quantum Hall systems are characterized by a robust,
unidirectional charge flow at the sample boundaries [4,5], as
well as by the emergence of fractional charges in the case of
Laughlin states [6-9].

More recently, superconducting analogues of quantum Hall
phases have also been focus of interest [10-12]. These are
p-wave superconductors hosting chiral (unidirectionally prop-
agating) Majorana modes at the edges. One theoretical ap-
proach to study the connections between quantum Hall phases
and topological superconductors is to view two-dimensional
systems as arrays of coupled one-dimensional wires [13—15].
This so-called wire construction approach comes with the
benefit that it allows one to investigate interaction effects
(such as fractionalization) [16—18] that go beyond mean-field
theory, via the Luttinger liquid paradigm [19,20].

Below, we study a multiwire system in the low-energy
subspace, where each wire is described by a topological
p-wave superconductor [21]. We address the interplay be-
tween intrawire and interwire tunneling and superconducting
pairing terms, including orbital magnetic field effects. Such
orbital magnetic field effects have been realized in coupled
nanowires [22] through the application of a magnetic field
perpendicular to the plane of the wires. Similar efforts are
underway in cold-atom systems [23-25], where quantum Hall
phases have been observed in ladder geometries [26,27]. The
possibility of engineering fractional quantum Hall phases
in these ladders has stimulated a vigorous research activity,
focused on both bosonic and fermionic systems [28-34].
Orbital magnetic field effects have also started to attract some
theoretical interest in the case of two coupled Kitaev chains
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[16,35]. Our building block is a two-leg ladder Kitaev system.
One scope of our work is to show that coupling such ladder
systems together will allow us to realize a (p + ip) topological
superconductor, through the engineering of space-dependent
magnetic fields.

We start by studying the phase diagram of two coupled
wires in the bonding-antibonding band representation, which
allows us to access the strong-tunneling limit [36,37] between
the wires. Afterwards, we introduce hybrid (spinless) systems
coupling a chain of free fermions with a Kitaev chain and
study the effect of Andreev processes. An Andreev process
allows the transfer of a Cooper pair from a superconducting
system into a normal metal (here the other wire). Such a
process leads to superconducting correlations in the normal
wire. In the case of spin-1/2 fermions, Andreev processes
have already been shown to influence the properties of cuprate
superconductors near the Mott insulating regime [38]. They
also give rise to a fractional quantum Hall phase at filling fac-
tor v = 1/2 in the case of hybrid spin-1/2 wire systems [29].

We show that the aforementioned hybrid systems can
stabilize various phases: topological superconducting phases
with four and two Majorana fermions, Abelian quantum Hall
phases at v =1 and v = 1/3, and a charge density wave.
The charge density wave occurs when the lowest band is
completely filled and the upper band is empty. It is anal-
ogous to the the rung-Mott phase identified in the two-leg
bosonic ladder system [39,40]. Here the system hosts one
particle and one hole per rung, with phase coherence between
different particle-hole pairs. We discuss observables in the
different phases, the stability of Majorana zero modes, and
the robustness towards interaction effects. We also propose
various probes of the phases, such as a Meissner-Majorana
current to reveal the presence of four Majorana zero modes in
a ladder and a Thouless charge pump geometry to study the
bulk response in the quantum Hall phases.
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In the later part of this work, we apply the wire construction
method [14,15] to engineer, in coupled-ladder geometries, the
p + ip superconductor (and more precisely, an ip, + py super-
conductor) with spinless fermions [10] as well as a fractional
quantum Hall state at v = 1/2 [29,30] for spin-1/2 fermions
[29]. The p + ip superconducting proposal is implemented
with two different Peierls phases acting on the intrawire and
interwire hopping terms [23,24] corresponding to a proper
choice of space-dependent magnetic field. We identify three
phases for our system: a strong-paired phase with no Majo-
rana mode, a quasi-one-dimensional phase with 2N Majorana
fermions where N is the number of two-leg ladders, and a
Moore-Read phase [10,11] with a chiral Majorana fermion
flowing along the edge of the two-dimensional sample. A
square unit cell in the lattice allows us to reveal one Majorana
fermion. It has been recently shown that one can also realize
a topological (p, &= ip,) superconductor on the honeycomb
lattice with Rashba spin-orbit interaction, as a result of the
interplay of geometric phase and electron correlation [41].

This wire construction could be engineered in solid-
state systems. More precisely, a one-dimensional topological
p-wave superconductor has been realized through a semi-
conducting nanowire with spin-orbit coupling in the vicinity
of an s-wave superconductor [42,43] following theoretical
predictions [44—46]. We assume here that the intrawire and in-
terwire pairing channels come from the vicinity of a common
(s-wave) superconducting reservoir. The presence of a Rashba
spin-orbit coupling of the form —ixo,d, [44-48] shifts the
band structure associated to the o, = +1 state compared to the
band structure associated to the o, = —1 state in momentum
space. The band structure of a given wire shows four Fermi
points. The application of a magnetic field perpendicular to
the spin-orbit field, e.g., in the z direction, will then open a
gap in the band structure at the crossing region between the
two bands, canting slightly the spins at the remaining two
Fermi points along the z direction [47,49]. The spin-polarized
nature of the fermions in the low-energy model comes from
the fact that the system has now only two remaining gapless
(spin-polarized) Fermi points. The coupling with an s-wave
superconducting reservoir induces pairing terms, as long as
the spins are oriented differently at the two Fermi points.
Coupled-wire spin-1/2 systems with Rashba spin-orbit cou-
pling have been studied, for instance, in Ref. [50], without
orbital magnetic field effects. In our work, (chiral) effects will
be included directly in the spinless fermion model through
Peierls phases, which are also induced by the magnetic field
in the z direction. To realize the p + ip superconductor, we
engineer magnetic fields B, which are staggered along the y
direction. In this realization, the magnetic field vanishes at
the locations of the wires. Thus, in order to realize spinless
fermions, one could resort to an additional uniform magnetic
field in the perpendicular (say, x) direction.

Similar efforts are realized in ultracold atoms with syn-
thetic spin-orbit interactions [23,51-54]. It is also important
to mention the current efforts in implementing cold-atom
spin-polarized p-wave superfluid states, that would then allow
one to realize the spinless fermion model without spin-orbit
coupling [55,56].

The organization of the paper is as follows. In Sec. II
we introduce the model with the different flux situations to

be studied. In Sec. III we address both analytically and nu-
merically the ladder system comprising two coupled spinless
fermionic wires, in the bonding-antibonding band representa-
tion, which allows us to access the strong-tunneling limit [37].
In Sec. IV we introduce magnetic flux effects and generalize
the analysis to the case of hybrid systems, with one wire being
a topological p-wave superconductor and the other wire a free
fermion model or a Luttinger liquid, taking into account the
physics of Andreev processes [57]. In Sec. V we design and
study two-dimensional topological phases hosting chiral edge
modes from coupled ladder geometries. We show how mag-
netic field effects can turn the one-dimensional topological
superconductor (which belongs to the symmetry class BDI)
into a two-dimensional topological p + ip superconductor
(which belongs to the symmetry class D) by coupling the
ladders to the same (s-wave) superconducting reservoir [58].
We study the stability of the Majorana zero modes in the dif-
ferent phases in relation with symmetry-protected topological
(SPT) phases in wire constructions [59,60]. We also discuss a
realization of a v = 1/2 Laughlin phase in coupled (hybrid)
ladders comprising spin-1/2 fermions, in the presence of a
uniform magnetic field. The v = 1/2 Laughlin phase belongs
to the SPT class A in terms of the edge K-matrix structure
[60]. In Sec. VI we summarize our main findings. In the
Appendixes, we present a further analysis on the derivation of
Andreev processes and higher-order processes, induced by the
interwire tunneling. We also provide additional information
on the edge theory and Thouless charge pump geometry [61]
for the quantum Hall phases and discuss Coulomb interaction
effects.

II. PRELIMINARIES

A. Model and definitions

We begin by illustrating the building block of our coupled
wire construction: a flux-assisted two-leg ladder system of
spinless fermions, captured by the Hamiltonian (see Fig. 1,

top)
H=H +HL+Har+Ha, 2.1

which includes tunneling terms along and between the wires

Hy=— > Y [uci(ea(i) +te (e + 1)
j a=12
+ 142l (j)ea(j + 1) + Heell,

Hi= =) t1e™c](jea)) + He,
J

(2.2)

as well as pairing interactions induced by the proximity to the
superconducting (superfluid) reservoir

Ha= Y > Auch(ef(j+1)+He,

a=12 j

Hay =Y Aoc] (e} (j) + He.
J

(2.3)

We denote the lattice spacings of the wires as a and o
for the horizontal x and vertical y directions. For a square
ladder, @’ = a. The positions of the sites along each wire are
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FIG. 1. (Top) Two-leg ladder lattice comprising spinless
fermions; we introduce the different flux situations discussed in
the article through x and ¢ such that the total flux per plaquette is
Oy = (x — ¢) assuming @ = a’ = 1. (Bottom left) Band structure
in the absence of magnetic field and superconductivity. The blue
and gray curves correspond to the bonding (+) and antibonding
(—) bands, respectively [37]. A gap of the order of 2¢, is opened
by the interwire tunneling term. Varying the chemical potential, the
dashed lines denote the Fermi levels which host different numbers
of gapless Fermi points. (Bottom right) Band structure with flux
insertion and opening of a gap in the crossing region between the
two bands. The lowest bonding band now mixes fermionic states
with different chiralities (corresponding to left movers in the first
wire with a wave vector —k}. and to right movers in the second wire
with a wave vector +k2).

denoted as x; = ja, where j=1,..., M. The total length
of one wire becomes L = Ma. The operator ¢} (j) creates a
spinless fermion on site j of the wire . Here p stands for
the global chemical potential. For symmetric and decoupled
(or weakly coupled) wires, this condition will then ensure that
the Fermi wave vectors in the two wires satisfy k). = k7, but
we will also address cases (when specified hereafter) with
asymmetric wires where k- # kz. The intrawire and interwire
pairing amplitudes are denoted A;, and Ay, respectively.
Here the phase associated with the pairing terms is fixed by
the properties of the superconducting (superfluid) reservoir.
In Sec. V we will also include a term Ao(cf(j)c;(j + 1)+
c; (j)c?(j + 1) + H.c.), which will play an important role for
the realization of the p + ip superconducting phase.

Even though we do not write the Coulomb interaction in
the Hamiltonian, we shall comment hereafter on the stability
of the physics towards interaction effects. The stability of
the topological superconducting phases and the possibility to
realize correlated and Mott phases in the presence of Coulomb
interactions or nearest-neighbor interactions have been dis-
cussed, for instance, for the Kitaev chain in Refs. [62,63] and
for two coupled wires (when ¢; = 0) in Ref. [16].

Below for simplicity we assume that # and 7, are real. The
orbital effects of magnetic fields are included by multiplying ¢
and ¢, by phase factors e*¢%/2 and e**%i, respectively (see
Fig. 1). We neglect the effect of the magnetic field in the
superconducting order parameter of the reservoir. We define

the Peierls phases for a unit charge ¢ = 1 and we set i = 1.
Furthermore, we introduce the quantity

Dot = x — ¢ 24
This quantity has the dimension of a wave vector. The flux per
plaquette or square unit cell is defined as (x — ¢ )a. Therefore,
d,, can also be seen as the total flux in a unit cell or plaquette
witha =d = 1.

When x # 0 and ¢ = 0, this situation will correspond to
the case of a uniform magnetic field B, = x /@’ applied along
z direction and a vector potential gauge A, = +x;x /a’ along
y. In that case, one can also perform a gauge transformation
to absorb the effect of the induced fluxes (or phases) onto a
boost of the wave vector k for each wire, resulting in Fig. 1
(bottom right).

When x and ¢ are both nonzero, this situation will allow
us to engineer the p + ip superconductor in Sec. VA. In
Fig. 1 this corresponds to a vector potential specified by the
components A, = —(—1)/7% and A, = x;x/d/, with y; =
0 for the lower wire and y; = a’ for the upper wire. This
choice of vector potential corresponds to a magnetic field
perpendicular to the plane of the wires,

YA, = x_in sin(ry/a),

B, =dA, — S5

(2.5)
and reproduces a net flux ® = x — ¢ in a square unit
cell. Formally, to regularize properly the function A, and
ensure that dA,/dy is real (as it should be), we can use
the form A, = —1/2(e™/% + ¢=™¥/%)<  which reproduces
Ay = —(=1Y/"$ for y =y; and produces the second term
—¢m/(2a’) sin(;ry/a’) in the magnetic field in (2.5). This form
of space-dependent magnetic field, with the two distinct geo-
metrical forms coming from y and ¢, allows us to break time-
reversal symmetry even if x = ¢ # 0 and @, = 0, because
B, # 0, by analogy to the Haldane model on the honeycomb
lattice [3]. The situation is physically different compared to
the case where one would apply a uniform magnetic field
B, = (x — ¢)/d. In that case, the choice of two independent
Peierls phases in Fig. 1 would not be justified (for instance,
in that case, one could simply choose A, =A, =0 for x =
). To realize the p + ip superconductor in weakly coupled-
ladder geometries (see Sec. V A), we require that the vector
potentials and the magnetic field(s) are indeed periodic if we
change y — y + 2d’. In addition, the magnetic field B, must
be staggered if we change y — y + d’; therefore we will also
assume in Sec. V A that y takes a staggered (periodic) steplike
form {y; —x} associated to two successive square cells in the
y direction.

The particular situation in which x = ¢ = 7 /a, of interest
in this work, admits two physical interpretations in the ab-
sence of the superconducting pairing. On the one hand, the
system is equivalent to a model of two wires with imaginary
hopping terms it or band dispersions F2¢ sin(ka) in Fig. 1
(bottom right), with an alternating transverse hopping term
t1(—=1)/. On the other hand, because the total net flux is zero
in a given unit (square) cell, the band structure of the two-wire
system is also analogous to the one in Fig. 1 (bottom left) after
gauge transformation, with a uniform transverse hopping term
t; [64].

085116-3



FAN YANG et al.

PHYSICAL REVIEW B 101, 085116 (2020)

B. Energy bands and magnetic field effects

Below we introduce four cases of interest, which will be
addressed throughout the article.

In the first case, we consider that orbital magnetic fields
are vanishing, ¢ = x = 0. The band structure of two wires
is characterized by the bonding (4) and antibonding (—)
fermion operators [36]

1
cx(j) = ﬁ[m(j) + ()] (2.6)

If we neglect the superconducting terms A;, the noninteracting
part can be diagonalized as

Ho=Hi+Hi=) Y &k (k)

A=% k

2.7)

with an energy dispersion

&+ = —2tcos(ka) Ft. — . (2.8)

In Eq. (2.7) we have wused the Fourier transform
co(j) = (1//M) >, e*icy (k), with k=2mnn/(Ma)
and n=-M/2,-M/2+1,...,0,...,M/2—1 (Gf we
assume M even). The energy spectrum of the two
bands is shown in Fig. 1 (bottom Ileft). The Fermi
wave vectors for the bonding and antibonding bands are
kp+ = (1/a)arccos[(Ft; + n)/(—2¢)]. We will include
the effect of pairing terms at the Fermi points of this
band structure, which is justified if the pairing amplitudes
satisfy A; < (t,¢1) with i =0,1,2. In Sec. IV we will
use a complementary approach in the wire basis addressing
the weak-coupling limit. In Sec. III we will turn on the
pairing interactions in this strong-tunneling limit and study
phase transitions towards SPT phases with four and two
Majorana zero-energy modes (MZMs) [35]. The transition
from four MZMs to two MZMs can be viewed as a Lifshitz
transition; i.e., it is induced by a change of the Fermi surface
topology or by a change of the number of Fermi points
from four to two. The associated Van Hove singularity in
the density of states can be observed, for instance, through
local compressibility measurements. The trivial phase on the
phase diagram of Fig. 2 (top left) refers to the strong-paired
phase with zero Majorana fermions, which occurs when
the chemical potential lies below the bottom of the lowest
band or above the top of the upper band. We study both
theoretically and numerically the stability of the Majorana
fermions and the structure of induced pairing terms at
low energy in the strong-coupling region. We also study
observables and provide complementary results compared to
Refs. [16,35,50,65].

The second case of interest corresponds to ¢ =0 and
x # 0. In Sec. IV we further set Ay, = Ay = 0, which im-
plies a hybrid system composed of a Kitaev superconducting
wire and a free fermion wire. The phase associated to the
vertical tunneling terms can be absorbed through the local
transformation

c1(j) = e (j),

The effect of the flux insertion &, = x is then equiva-
lent to a shift (boost) of the momentum of the two energy

c(j)=e e (29)

D=8y = Dgya £ (@)
— £-(q

Trivial
4 MF 2 MF Phase

Energy in units of t

- -2 0 2

0 2t-t,  2t+t, q in units of a

0.2 0.10/
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o
2 c
Energy in units of t
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FIG. 2. (Top left) Phase diagram of two coupled wires in the ab-
sence of magnetic fields. A Lifshitz phase transition, associated with
a change in the topology of the Fermi surface showing, respectively,
four and two Fermi points, occurs between the topological phases
with four and two Majorana fermions. The trivial phase refers to the
strong-paired phase. (Top right) The lowest bonding and antibonding
energy bands for A = 0,7, = 0.5t with§, + = —FE,.. Through a shift
of the chemical potential, three possible cases of occupancy are
denoted by the dark, red, and cyan dashed lines. At the Fermi level,
each gapless Fermi point contributes to a Majorana edge mode when
A # 0. (Bottom) Three energy spectra from exact diagonalization
calculations of Eq. (3.4) with a system size M = 1000 for each
wire and open boundary conditions. The parameters are set to t; =
0.5t, A =0.1¢, and Ay = 0.3¢. The different graphs correspond to
different values of © = —¢, —1.6¢, —3t. In the last graph, the energy
gap corresponds roughly to the energy to produce a quasiparticle at
the bottom of the lowest bonding band.

bands:
&1 = —2tcos[(k + x/2)al — ,
&5 = —2t cos[(k — x/2)a] — p.

Within these definitions, the two bands cross when &; ; = &, 5,
meaning at the wave vector k = kyp = 0 in the new basis
associated to Fig. 1 (bottom right), which then makes the
effect of a uniform interwire hopping term relevant in this
region. In fact, in the strong-coupling limit, ¢, is relevant only
at the band crossing point ko, resulting in [22]

M, =—1, Z & (k) (k) + Hee.
k

(2.10)

~ 1, [ (ko) (ko) — &' (ko)E—(ko)],

which then splits the energies of the bonding and antibonding
bands at the crossing point kg = 0 accordingly. In the original

@2.11)
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frame, this corresponds to having k}. + k7 = £®, at the
crossing point such that a gap 2¢, can be opened, as shown
in Fig. 1 (bottom right). When the Fermi level is between the
upper and lower bands, the two gapless modes form an edge
state falling into the category of an Abelian quantum Hall
phase provided that A; < ¢, .

In the weak-coupling limit, on the other hand, we find a
superconducting topological phase at flux @ = 7. When
adjusting the densities of the wires such that (kj + k) =
7 /a, Andreev processes between the two wires stabilise su-
perconductivity in the two wires similarly to the case of zero
magnetic flux. The system shows four Majorana fermions
via a proximity effect. At m flux, in the strong-tunneling
limit, the lowest (bonding) band which now mixes the two
wire states at the Fermi points can be fully filled and can
therefore open a gap in the single-particle spectrum when the
upper band is empty. This situation, which is analogous to
a band insulator, gives rise to a charge density wave in the
wire basis associated to long-range order with one particle
on each rung. We show below that this charge density wave
state forms phase-coherent particle-hole pairs along the wires
which then survive even if the transverse hopping term ¢, be-
comes comparable to (slightly larger than) the pairing channel
amplitudes.

The third case is { = x = m/a with the vector potential
and magnetic field described in Sec. IT A. It is our start-
ing point towards implementing a p 4 ip superconductor
in coupled-ladder geometries via the A (interwire) pairing
channel. Due to the +if hopping terms in the two wires,
the time-reversal symmetry and the chiral symmetry are not
present, but particle-hole symmetry is preserved. The trans-
verse hopping term ¢, (—1)/ now becomes real, and this will
then ensure the stability of Majorana modes at zero energy
even if 7, # 0. In Sec. V A, first, we perform the local gauge
transformation to map the band structure onto the one of Fig. 1
(bottom left), similar to the one in the absence of magnetic
fields, and then we show how the interwire pairing term Ag
can give rise to a purely imaginary ip, channel for the bonding
fermions in a two-leg ladder architecture. Coupling pairs of
wires or ladders together, we realize a p, channel through the
same superconducting (s-wave) reservoir, assuming that the
B, magnetic field in Eq. (2.5) is uniform in the x direction and
staggered in the y direction (which implies that y generates a
step function changing of sign on each successive plaquette
in the y direction). Then we build a low-energy model in
a two-dimensional representation of Majorana fermions to
study the existence of boundary edge modes. We check that
similar results can be obtained with the band structure of
Fig. 1 (bottom right), corresponding to the same value of the
magnetic field B,. We also discuss the stability of the results
when fixing @ = 0 when decreasing progressively the value
of { = .

The fourth case is analogous to the second ¢ =0, x # 0
with spinful fermions. In Ref. [29] two of us have shown the
possibility to realize a fractional quantum Hall phase at filling
factor v = 1/2 in hybrid systems. In Sec. VB we generalize
the analysis in coupled-ladder geometries with a uniform
magnetic field showing how the chiral edge mode becomes
more protected towards backscattering effects (when the bulk
becomes larger).

The last two cases place us on track to search for topo-
logical phases in quasi-one-dimensional systems by coupling
flux-assisted two-leg ladders through vertical tunnelings. This
is the subject of the analysis performed in Sec. V.

III. TWO-BAND MODEL IN THE
STRONG-COUPLING LIMIT

We start from a system of two coupled Kitaev super-
conducting wires with A} = A, = A and x = ¢ = 0 (corre-
sponding to the first case mentioned above). We consider the
limit (¢, 7, ) > (|Aol, |A|), where one can apply the bonding-
antibonding band representation. We take t > 0 and #; > 0
without loss of generality. Hereafter, we build a Bardeen-
Cooper-Schrieffer (BCS) model in this representation, and
to discuss interaction as well as interband/interwire pair-
ing effects we also introduce the Luttinger liquid formal-
ism [19,20,66,67]. In Sec. Il A we study the physics and
observables associated to the three phases, namely, the two
topological superconducting phases with four and two MZMs
and the trivial phase corresponding to the strong-paired phase.
In Sec. III B we also discuss the stability of MZM modes in
relation with SPT phases and check the results numerically.

A key property of the system is that for arbitrary val-
ues of ¢, the interwire pairing term Aocf(j)cZ(j) + H.c. is
irrelevant from renormalization group arguments. To prove
this important point, we resort to the bosonization formalism
or Luttinger liquid description, which will be also useful
when discussing proximity effects and magnetic field-induced
phases in Sec. IV. We assume the continuum limit 1, (x) =
ca(j)//a withx = x; = ja [19,20,66,67]. A fermionic oper-
ator can be written in terms of bosonic fields ¢, and 6,:

Yo (x) = wg(x) + wg(x)’
gﬁfx(x) = U—ﬁeirkgxefi[rlﬁa(x)*ea(x)].

V2ma
The index r = +1(—1) is taken for r = R(L), i.e., for the right
(left) moving particle. Formally, « = 1, 2 or 4+, — can embody
the wire or band basis. In this subsection we switch to the
bonding and antibonding basis (2.6). The Klein factors U/
enforce the Fermi statistics and satisfy the relations U, =
U.o, {Urq,ULq} =0. For convenience, it is sufficient to
set Ug UL« =i and all others to unity U, ,U, o = 1. The
bosonic fields satisfy the commutation relation

3.1)

[Pa(x), O (x")] = i%éaﬂsgn(x’ — X). 3.2)

For A = 0, each band gives rise to a Luttinger quadratic
Hamiltonian in real space, characterized by the Luttinger
parameter K that is equal to one for free fermions [19,66]
[see Eq. (4.2)]. We then notice that for general values of 7,
the interwire pairing contribution coupling the two bonding
and antibonding bands now oscillates rapidly in the real space
domain:

Hao = = Ao Y ch (el () +He.
J

4

[Aol /d
= — x cos(kp+x — ¢4 )cos(kp _x — ¢_)
Ta

X cos(8d — 6y —6_), 3.3)
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where Ao = |Agle”®. This contribution which oscillates
rapidly is irrelevant from a renormalization point of view and
can be neglected in the effective BCS model even when the
chemical potential lies above the bottom of the antibonding
band. Below we check numerically that the interband pairing
term Ap in Eq. (3.3) does not modify the low-energy prop-
erties. It should be noted that the phase § coming from the
fact that the pairing term is not gauge-invariant should not
influence the physical properties. For instance, one could re-
absorb it through a redefinition of the phases 6, — 6, + §/2
and 6_ — 6_ + §/2, which would then only modify slightly
the fermion operators in Eq. (3.1) through a global phase. The
system thus behaves as if § = 0 in this section, and similarly
we can take the order parameter A to be real.

Assuming K = 1, the Hamiltonian H can be rewritten as
BCS Hamiltonians in the two subspaces H = H({ = x =
0, Ay = Ay =A)=H, & H_, each sharing the form of a
Kitaev wire Hamiltonian [21]. We obtain the model

1
Hi= 3 ; WL (k) (k)W (k),

(& —Ag _ [ e=(k)
hi(k)_(_AZ —«Sk,i>’ wi(k)‘(@(-k))' (3.4)

&+ 1s given in Eq. (2.8), and the off-diagonal elements read
A = —2iA sin(ka).

The A term, as written in Eq. (3.3), does not contribute
to the intraband pairing term as a result of the Pauli principle.
Adding a contribution of the form Aoci'( j)c'zl'( j+ 1) simply
renormalizes the intraband A term in Ay in an additive
manner.

The total band structure resulting from the diagonalization
of the Bogoliubov—de Gennes Hamiltonian (3.4) consists of
four branches (+E.) with

EL (k)= \/[2t cos(ka) & 1, + u)? + 4sin®(ka)|A|2. (3.5)

If A=0, as depicted in Fig. 2 (top right), there are
three possibilities for the occupancy of two lowest bond-
ing and antibonding bands (—E.) depending on the chem-
ical potential: (i) four MZMs phase: 2t +¢; > pu > —(2t —
t1); (i) two MZMs phase: —(2t +1,) < pu < —(2t —11);
and (iii) trivial phase: |u| > (2 +¢1). Once A # 0, by anal-
ogy with the Kitaev chain [21], a superconducting gap is
opened at the Fermi level, giving rise to a protected Majorana
mode associated to each gapless Fermi point. We thus confirm
the presence of two topological phases and one trivial phase
hosting four, two, and zero MZMs in the phase diagram of
Fig. 2 (top left) [35,65]. This phase diagram holds as long as
r <2t

Let us comment briefly on the stability of the phases
against the Coulomb interaction in each wire. Following
Refs. [16,36,37], we observe that interactions would have
two effects. First, they would modify the Luttinger parameter
K < 1 in each band, therefore decreasing slightly the size of
the intraband pairing amplitude as Ao ~ A (A/A)V/C1/E)
due to renormalization effects when integrating modes at high
energy (with A, ~t,t; being a high-energy cutoff in the
model). Second, they would produce a Josephson term or
interband Cooper pair channel between the band pairs which

corresponds then to locking the phase difference between the
superconducting gaps in each band. As long as Coulomb
interactions are moderate and the pairing amplitude Ag
remains appreciable, implying that K > 1/2, then the phase
with four Majorana fermions subsists, and equally for the
phase with two Majorana fermions. We then conclude that
as long as K is not too far from one, the topological phase
diagram remains unchanged. The stability of the Majorana
edge structure towards interactions in the phase with four
Majorana fermions was discussed thoroughly in Ref. [16] for
t, =0.

Additionally, we perform numerical calculations on
Eq. (3.4) through exact diagonalization (ED) in a finite-size
system (M = 1000) with open boundary conditions (OBCs)
using the Hamiltonian H . above (assuming here that K = 1),
including the effect of Ag. Figure 2 (bottom) shows the en-
ergy spectra in the strong coupling regime (¢, 7, ) > (A, Ag).
In particular, we observe that the four and two MZMs are
both robust against relatively strong interwire pairing inter-
actions, even when Ay > A, in agreement with the theory
above and in Sec. IIIB. In bosonization, the pairing term
in the bonding (antibonding) band gives a contribution of
A cos(2604) [A cos(26-)] in the Hamiltonian. The relevance
of these intraband pairing channels then ensures that higher-
order contributions of the A term in Eq. (3.3) will not affect
the low-energy physics.

A. Observables

From Eq. (3.4), one can extract physical quantities such as
superconducting correlation functions and the local compress-
ibility.

We define two types of “gap” (pairing correlation func-
tions) in the system, one intrawire gap as

A= (1/M)Z(C1(j)cl(j + 1)), (3.6)
j

and the other interwire gap as

AL = (1/M) Z(Cl(j)CZ(j + 1)), (3.7
j

which is induced by the band contribution Asc’; (k)cf (—k)
where A; = —2iAssin(ka). This induced pairing term be-
tween the two wires corresponds to the transfer of one particle
forming a Cooper pair in one wire into the other wire as a re-
sult of 7, # 0. The interwire quantity (1/M) Zj(cl (e
is equal to zero. By symmetry A can also be defined with
the fermions ¢,. Both observables can be extracted from the
Hamiltonian (3.4) through the Bogoliubov transformation.
One finds

A—/%A'z(k) L,
1= ] 2 SO e T 2E (o |

dk ., [ 1 1
Al:/—Asm (ka) —
2 2E, (k) 2E_(k)

}, (3.8)

where k € [—m/a, w/a[. We plot them by varying ¢, and
u in Fig. 3 (top). When t;, =0, we check that A} =0.
We also check that A} — 0 in the strong-paired phase, for
instance, when pu ~ —3¢, showing that in this regime the
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FIG. 3. (Top) Formation of the intrawire gap A and the inter-
wire gap A | as a function of the chemical potential x for various tun-
neling strengths 7, . The pairings induced by the superfluid reservoir
are set to A = 0.1¢ and Ay = 0. (Bottom left) Local compressibility.
The parameters are kept the same as previous two plots. (Bottom
right) Linear growth of the lowest single-particle excitation energy
as a function of ImA. In ED the parameters are the same as Fig. 2
(bottom) with u = —t corresponding to the four MZMs phase.

system behaves as if the kinetic terms were almost zero
and the intrawire pairing terms A approach smoothly their
uncoupled-wire values. We also find that A} = O when u =0
independently of the value of 7, . This can be explained by the
factthat E, (k + m) = E_(k) when u = 0.

As the tunneling effect between the two wires increases,
the splitting of the bonding and antibonding bands becomes
more significant, and A | # 0 results from the transport of one
electron forming a Cooper pair in a wire into the other wire.
Indeed, we observe an enhancement in A with larger ¢, . We
study the behaviors of Ay and A in the vicinity of the two
quantum phase transition points occurring at u = —(2t ¢, );
here A shows a combination of smooth steps and inflection
points.

To locate the phase transitions accurately, we study the
local compressibility ko, which can be measured via scan-
ning electron transistors in nanowire systems [68]. One
could also introduce bipartite fluctuations to localize the
quantum phase transitions and study some aspects of the
topology in the bulk [16,69]. By definition, kjoc = 9nj0c/I 1L
with njo the local number of particles in two wires. Using
(1/M) Zj’a (¢l (j)ca(j)) for ny. we obtain

L[k G &
Kloc = / o 3M|:2E+(k) + 2E_(k):| 3.9

Originating from Van Hove singularities in the density of
states of each band (%), in Fig. 3 (bottom left), ko shows
a clear divergence as a function of u at the quantum phase
transitions towards the phases with two and four MZMs.

B. Stability of Majorana zero modes

Here we study the stability of the Majorana edge modes
against the interwire pairing term A, using symmetry

arguments. The four MZMs phase belongs to the class BDI
[58], which respects the time-reversal symmetry 7, chiral
symmetry C, and particle-hole symmetry P. To gap four
Majorana zero-energy modes, we need a term which breaks
T. Since complex spinless fermion operators are left invariant
under 7T, the interwire pairing transforms as

T Aoch (DL (NT ™ = Agel (D (). (3.10)
Only the imaginary part of Ag could break 7 and couple the
edge modes. We have justified above that for x = ¢ = 0, the
pairing terms can be taken to be real [see discussion below
Eq. (3.3)], then ensuring the stability of the four MF edge
states as numerically checked in Fig. 2 (bottom). The phase
of Ay must be related to the superconducting phase difference
between the two chains. Such a difference is gauge-invariant,
hence observable. Below, for completeness, we study briefly
the effect of ImA( # 0, which can occur in certain geometries
when applying magnetic fluxes per plaquette different from 0
and 7 (see, e.g., Sec. VA).

To be more precise, we introduce local Majorana
fermion operators y}(j) = ¢, (j)+ci(j) and yi(j) =
i[cI( Jj) — ¢, (j)] with A = = for the bonding and antibonding
bands. In terms of these, the Hamiltonian of each subspace
reads

i
Hoo= 52 [=0+ 26w+ D)
J
(= Dy (DyiG+ 1D = M0y (Drg (D]
(3.11)

For (u + At;) <t and A ~ ¢, we obtain the Majorana pairs
of y2(j)yy(j+1). If we relabel the site index as j =
0,...,M — 1, then free particles on the two boundaries con-
stitute a four-Majorana edge state {y; (0), y5 (0), y," (M —
1), y, (M — 1)}. At a boundary, either the Majorana fermion
Y+ or y} is gapped confirming the protection of Majorana
modes towards large values of 7, in the band basis; for A ~ ¢
and (u + A1) <t one can neglect the effect of the term
—(u+ M)y ()ya(j). We can now rewrite the interwire
pairing term at the boundaries as

ImA
20 iy )y (0) + iy (M — Dy (M — 1)].

OHay = ——
(3.12)

The fermion parity operators iy, (0)y, (0) and iy, (M — 1) +
v, (M — 1) commute with the Hamiltonian and take eigenval-
ues £1 at zero temperature. In general, a gap is induced by the
interwire pairing with the behavior

AE o ImA,. (3.13)

This behavior is verified by ED calculations (see Fig. 3,
bottom right).

The arguments above confirm the stability of the topolog-
ical phases with four and two MZMs when A ~ ¢ assuming
that (i + A1) < t. We check numerically the stability of the
topological phases and MZMs for other choices of parameters
A/t and u; see Fig. 2.
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ducting Kitaev p-wave chain and a chain of free fermions. (Middle
and bottom) Phase diagrams for K = 1 and for densities in the wires
such that (k. + k*)a = £xa = 7 and (k} + k)a = £xa # 7. For
the superconducting phase in blue, the condition on ki. ensures the
occurrence of four MZMs until the charge density wave transition.
The dashed lines refer to quantum phase transitions.

IV. MAGNETIC FLUX EFFECTS AND
ANDREEV MECHANISM

Now we generalize the results of two wires to the situation
of a hybrid system comprising a Kitaev superconducting chain
and a metallic chain, and study the interplay between Andreev
processes [38,57] and orbital magnetic-field effects. In the
following, we concentrate on the case of spinless or spin-
polarized fermions and study the proximity effect between
the superconducting wire and the Luttinger wire through the
bosonization formalism. In Sec. IV E, we address a compari-
son to the case of spin-1/2 fermions. In Fig. 4 (top), we depict
this situation (corresponding to the second case discussed in
Sec. II B). The model is described by

Hiybria = H( =0, x #0, A0 = Ag =0, A1 = A). (4.1)

The precise goals below are as follows: first, we study the
evolution of the topological superconducting phases in the
presence of a gap anisotropy and study the weak-coupling
limit. In addition, we study possible quantum phase transitions
under a uniform magnetic flux. The schematic phase diagram
is plotted in Fig. 4 (middle) and (bottom) for different flux
conditions. When +xa = &, in the weak coupling limit p-
wave superconductivity is induced in the free fermion wire.
Deviating slightly from the ya = m situation, we analyze

the Meissner and Majorana currents in the bulk and at the
boundaries, respectively. We also address Abelian quantum
Hall phases for particular relations between magnetic flux and
densities in the wires and describe properties of the charge
density wave state in real space when the bonding band is fully
filled, occurring at £ xa = 7 in the strong-tunneling limit.

To acquire a physical understanding of the system’s prop-
erties in real space (such as induced currents) when applying
a magnetic field and to generalize the results when f; <
A, we now switch to the bosonization picture in the wire
basis. This allows us to include higher-order processes in the
tunnel-coupling description. The approach below specifically
addresses the limit # >> ¢, > A, such that we can apply the
continuum limit in the x direction parallel to the wires. In the
bosonization picture (3.1), the kinetic term along the wires in
thbrid takes the form

H = 'Ha_ +Hy
HE = E/dx KE(Vo*)? + L(Vq)ﬂt)2 4.2)
07 o K* ’ '

with the rotated fields 6% = (6; +6,)/+/2 and ¢F = (¢ +
?)/ V2. Itis important to emphasize here that the modes ¢+
and 6% are not the same as the ones ¢ and 6. in the preceding
section. Here these modes must be understood as symmetric
and antisymmetric superpositions of bosonic fields in the wire
basis, whereas in the preceding section the label + referred
to the two band indices. The sound velocities and Luttinger
liquid parameters satisfy v*K* = vK = vy, where the Fermi
velocity takes the form vg = 2tasin(kpa) if we linearize the
band structure of each wire close to each Fermi point, and in
this formula kr refers to either k- or kZ. For simplicity, we
assume that the two wires have (almost) the same velocity. If
we neglect the effect of the Coulomb interaction or nearest-
neighbor interaction parallel to the chain V|, then formally
K = 1. If we take into account this interaction, as discussed
in Sec. IIT A, then this would adiabatically renormalize K to
a value smaller than 1, according to v¥/K* =v/K ~ v +
2VH(1 / .
The interwire hopping term takes the form

2t

H, = — = [ dxcos(v/20~ — xx)
ma

x { cos [(kp + ki )r = v24"]
+cos [ (kp — k2 )x — v2¢7]}. 4.3)

The conservation of the total number of particles in the system
att; =0 and t; # 0 implies the equality k} + k7 = kr 4 +
kp,— in accordance with Luttinger’s theorem. The pairing term
in wire 1 takes the form
2A

Hpa=——

Ta

dxsin (kpa) cos(26;). (4.4)
Furthermore, we choose densities in the wires k} # n/(2a),
such that intrawire insulating transitions do not occur, since
they have been well studied [16,62,63]. Still, we will show
below that a charge density wave transition can occur in the
system, giving rise to an analog of the rung-Mott insulator for
which the total charge ¢ and the superfluid phase difference
0~ are pinned [39]. The physics is adiabatically linked to the
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half-filled situation where the lowest band is fully occupied
and the upper band is empty, implying kr _ = 0 and kp ; =
7 /a when t; > 2t. In the wire basis, the half-filled condition
att, = 0 refers accordingly to (k}. + k#) = 7 /a.

It should be noted here that in principle the ef-
fect of Coulomb interactions between the wires [16]
could give rise to an additional term proportional to
\%41 fdx cos [2(¢1 — ) (x) — 2(1(}F — kl% )x] in the wire basis.
To be able to describe the topological superconducting prox-
imity effect induced by ¢,, we assume below that k}- # k2
such that the V, term averages to zero. Since V, is already
a four-fermion operator, higher-order contributions will like-
wise not be relevant.

A. Topological proximity effect when y = 0

Let us start with the case without flux insertion, x = 0. For
general situations where k}- # k%, all the terms in Eq. (4.3)
oscillate rapidly and average to zero. This implies that one
must include higher-order effects in 7, in the weak-coupling
regime [29,38,57]. Appendix A presents a perturbative ap-
proach developed to build the possible nonoscillating terms
to higher order in ¢, . In the weak-coupling limit7, < A K¢,
to show the emergence of four MZMs as soon as 7, # 0, we
expand the partition function to second order and identify the
effective Hamiltonian

212
HP = —ﬁ / dx cos(2+/267)
2A,

= ———= [ dxcos(26,).
wa

4.5)

This corresponds to an Andreev process where a Cooper pair
is transported from wire 1 to wire 2. For the second equality,
we use the fact that at energies smaller than A, the charge
field of wire 1 is pinned to a classical value (cos(26;)) ~ 1
implying 8; ~ 0, due to the strong pairing H term (4.4).
Classically, to minimize energy (at zero temperature) the
superfluid phase 6; will be pinned at one minimum of the
(periodic) cosine potential — cos(26;). Each minimum 6, =
2nm with n € Z is equivalent, and thus we can assume that the
phase is pinned at 8; ~ 0, neglecting instanton effects from
one minimum to another. We observe an effective induced
superconducting gap in the second wire: A, ~ tf_ /A. There-
fore in the weak tunneling region, the superconducting phase
shows four MZMs for a large range of chemical potentials,
when —2¢ < u < 2¢t. This conclusion is in agreement with
the results of Sec. III in the band basis, since the two MZMs
region shrinks to zero when r;, — 0.

Formally, minima of the form 6, = (2n+ 1) are also
allowed and correspond to a twist of & in the definition
of the fermionic operator in Eq. (3.1). In the Kitaev model
for the wire 1, this m phase shift is equivalent to the Z,
symmetry ¢; — —c; in the BCS Hamiltonian. A redefinition
of the global phase by 7 of the fermionic operator associated
with wire 1 also corresponds to change t;, — —f; and Ag —
—Ap in Eq. (2.1). This corresponds to the transformation
c] <> ¢; in the Hamiltonian. In the band picture, this 77 -phase
shift simply inverts the bonding and antibonding bands. It is,
however, important to recognize that the intra- and interwire
pairing terms would have a w-phase shift of difference, which

seems difficult to realize with a unique (three-dimensional)
superfluid reservoir.

In the regime ¢ >> ¢, > A, one can also generate a similar
term:

2
HP = —i/dx cos(2+/267). (4.6)

mal

The energy cutoff A depends on the short time and short
distance considered in the virtual processes (see more details
in Appendix A). The original pairing term in wire 1 can
be estimated as (cos(26;)) ~ A/A, when evaluating the
effect of the pairing term at low energy perturbatively
in A. More precisely, we calculate (cos[26,(x)]) =
Tr{e #" cos[20,(x)]} to first order in A leading to

(cos[26,(xX)]) ~ A fﬁ:*"" dt{cos[26,(x, T)] cos[26; (x, 0)]),
where 7 represents the imaginary time and (---) means
an average on the quadratic Luttinger theory of the
correlation function at the position x. Remembering
that  (cos[26, (x, T)] cos[26; (x, 0)]) ~ (AT)~2, we check
that (cos(260;)) ~ A/A. The 7—[5_2) term then gives a
contribution in N(tf/A)(cos(Zel)) f dx cos(26,). Starting
from a Gaussian Luttinger theory, we have the equality
(201()) = (¢72i01()y = =20/ implying that only
the product of cosine functions contributes. A gap is
induced in wire 2 and its amplitude now evolves as
Ay ~12A/A* ~ A. This argument can also be checked
applying the arguments in the bonding-antibonding
representation. The term A; in the band basis gives a
term such as  Ajsin(kia)ch (k)el(=k) + c (k)cl ()1,
which induces a contribution A sin(kja)c;(k)ch(—k) with
Ay = A. This confirms the preceding argument that the
induced superconducting gap in wire 2 becomes equal to
the superconducting gap in wire 1 in the strong-coupling
limit. Bosonization arguments apply as long as the energy
spectrum is linear, implying that k. is not too close to zero
and therefore that sin(k}a) ~ 1, which then validates the
equivalence with Eq. (4.6). If we consider the regime close
to the bottom of a band, then one must rely on the band
basis arguments showing that the induced gap in wire 2 is
A sin(k};a).

To identify the number of Majorana fermions in this
regime, we resort to the band-structure arguments of the
preceding section assuming that K — 1. The proximity effect
gives rise to four MZMs, two MZMs, or zero MZM depending
on the value of p, as checked numerically using Eq. (3.4) (see
Fig. 5). We also check numerically that when approaching the
bottom of the lowest band, close to the strong-paired phase
transition, the proximity effect becomes fragile as A sin(k}a)
becomes very small.

B. #-Flux per plaquette at half-filling

For nonzero values of the magnetic field with x # 0, one
must adjust the densities or the Fermi wave vectors in the
two wires in Eq. (4.3) to produce a proximity effect, e.g.,
to make the tunneling term ¢, or higher-order contributions
relevant. Here we study the situation with -flux per plaque-
tte. We assume that (k. + k7)a = 7 such that the following
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FIG. 5. Energy spectra from ED with the same eigenvalue labels
asin Fig. 2, with A} = A =0.017, A, =0,and 7, = 0.1z forr = 1.
This corresponds to the limit where ¢ > ¢, > A with anisotropic
bare values of the superconducting gap. The three graphs correspond
to u = —1¢t, —2¢, and —2.3¢, respectively. In the strong-paired phase
with u = —2.3¢, there is no MZM (red dots), in the case with two
Fermi points where . = —2t, there are two MZMs (blue dots), and in
the case with four Fermi points where . = —t, there are four MZMs
(green dots). Starting with ¢, = 0.1z, fixing u = —2¢ corresponds to
having the Fermi level close to the bottom of the lower band, showing
the fragility of the proximity effect close to the strong-paired phase
since formally A sin(kla) becomes very small, resulting in very
small gaps in (bulk) energy spectra.

commensuration relation is satisfied:
a[(k,lv +k%) F x] =0 mod 27,

with xa = . This corresponds to a half-filled ladder with
one particle per rung. The interwire hopping term (4.3) be-
comes

H, = _% dx cos(v/207) cos(v/2¢™),
a

4.7

(4.8)

modulo an oscillatory term. In the strong-coupling limit, both
modes 0~ and ¢ are pinned to the classical values: 8~ ~ 0,
¢ ~ 0. The pinning of the mode ¢* suppresses fluctuations
in the total density (or total charge) on a given rung. The
system shows a(k}. + k%)/n = 1 particle and one hole per
rung. Adding a particle or a hole at a given rung costs an
energy, and the system shows a long-range charge order

associated to the channel ¢*. Each rung is equivalent with
one another, leading to a uniform charge density wave order
with an effective wave vector ¢ = (k}: + k7 F x) = 0.

Essentially, when ¢, >> A and more precisely t;, > 2¢, in
the bonding and antibonding representation of Fig. 1 (bottom
right), the lowest band becomes filled and adding one more
particle in the antibonding band costs an energy of the order
of ¢t;. The bosonization argument above suggests that this
conclusion remains in fact correct even when ¢, < ¢, but with
t; > A, due to renormalization group arguments. Indeed, #;
is a relevant perturbation associated to the kinetic terms H,
and therefore will grow under the renormalization scheme to
values larger than ¢. More precisely, defining the dimension-
less quantities A = A/A* and 7, =, /A* with A* being the
high-energy cutoff (which can be taken to be larger than ¢
since the total bandwidth for a given wire is 4¢), the invariance
of the partition function to second orderin7; <« 1 and A « 1
leads to the following two equations:

dr. K 1 \.
_J‘: 2__+__ I,
dl 2 2K_

dA 1 1\~
—=(2—- — - — A,
dl ( 2K, 2K>

where [ = —log(A*/E) and E corresponds to the energy
scale of interest. This renormalization procedure can also be
seen as an integration of modes at short distances with typical
lengths between fiv/A* ~a (with h=1) and £ = hv/E,
corresponding to an integration of blocks in real space and
a redefinition of the lattice spacing as L. For free fermions,
setting K, = K_ = 1, we check that both 7, and A flow to
strong couplings. If we assume free fermions (Ky = K_ = 1)
or weakly interacting fermions (Ky < 1, K_ < 1) and if we
consider the limit where ¢#; >> A, then we confirm that the
term 7, will flow to strong coupling faster than the term A. In
this case, the low-energy physics will be strongly associated
with the properties of Eq. (4.8), and the ground state is a
charge density wave.

For free fermions, our results are also in agreement with
a filled lowest bonding band. Excitations above the charge
gap corresponding to transferring a particle in the antibond-
ing band then are accompanied with a phase change of &
associated to the fermion operator ¢, [from Eq. (2.6)], which
is equivalent to 6; — 6, + xa = £m in the presence of the
magnetic field. Another manner to understand the pinning
of the phase 6~ is through the condition that at each site j
(or each wave vector k) the charge density wave formation
implies (¢[¢)) + (€}é2) =1 or k} +kir =7m/a=hkpy +
kp—. If we consider the strong-coupling fixed point of the
renormalization group arguments, then this corresponds to
a situation with a large 7, ~ 1 and with a fully occu-
pied lowest band, i.e., with kr y = 7 /a and kr_ = 0. From
the equality (¢1¢,) = 1= 3((¢]e1) + (&}2)) + 1((E]c2) +
(E;&l)), we then infer (EIEZ) + (5;61) = 1 on each rung of the
ladder system. In the continuum limit, phase coherence takes
place between a particle ()" and a hole ¥7. This constraint
is naturally fulfilled through the pinning conditions of ¢ and
0~ in ‘H, . Here 6~ can be seen as the phase associated to the
bosonic particle-hole pair wave function, and there is then a
global phase coherence for the particle-hole pairs.

(4.9)
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FIG. 6. Weakly coupled hybrid wires in the presence of a uni-
form magnetic field with @, = xa = %7 . The condition k}. + k» F
x = 0 allows us to make Andreev terms flowing to strong couplings
close to ®,x = Fr, similarly as the situation at zero net flux. A
Meissner current formed by the Cooper pairs and proportional to
Ay is formed within each plaquette under a small flux deviation
from &, = ya = *m, and the bulk transverse current effectively
averages to zero as described through the vertical dashed lines. The
induced parallel flow screens the effect of the perturbation Ay.
The conservation of the Meissner current close to the boundaries
is ensured through Andreev processes shown at rungs (1,2) and
(L —3,L —2), which have flown to the strong-coupling limit. In
addition, at the sites O and L — 1, similar to the Josephson junction
with Majorana fermions [46,49,72], the presence of gapless Majo-
rana modes allows for a (perturbative) current proportional to ¢, .
We then find a Majorana current in orange satisfying the property
(jm2-1(0)) = —(jm2—1(L — 1)), where 2 and 1 refer to the wire
indices. The choice of vector potentials at the first and last rungs is
fixed such that the Peierls phase for an electron or Majorana fermion
is half of that of a Cooper pair.

We also observe that the 7 magnetic flux suppresses the
effect of the superconducting term A; when ¢, > A, since at
low energy cos(26;) = cos [v2(8* +67)] and (eV2") ~ 0
due to the pinning of the dual mode ¢* and the quantum un-
certainty principle resulting from commutation rules between
¢t and 0.

In the wire or chain representation, the system is analogous
to the rung-Mott insulator [39,40] of the ladder system. In
the rung-Mott state of hard-core bosons, the Josephson effect
produced the pinning of the phase 6~. We name the phase
found here the charge density wave (CDW) in the phase
diagram of Fig. 4 associated to the long-range correlations of
the field ¢ in the wire basis. This state of matter is driven
here by the ¢, term (rather than the interaction term) and is
also related to a filled band insulator when ¢, ~ 2t.

Now we study the opposite limit where ¢, < A, referred
to as the weak-coupling regime. The parameter A flows first
to strong-coupling values in Eq. (4.9) assuming moderate
repulsive interactions (K, K- > 1/2). Therefore, we have
6y ~ 0, and its dual mode ¢; becomes fast oscillating inside
cos (\/§¢+) = cos(¢; + ¢o). H is then irrelevant to the first
order. To the second order in perturbation, however, we still
find an effective term reminiscent of an Andreev process
between wires where a Cooper pair is transported from wire
1 to wire 2, then triggering a superconducting gap in the free
fermion wire (see Fig. 6 and more details in Appendix A)

212
HO = __L/dxcos(zﬁw —2xx)
walA
212
S /dxcos(292). (4.10)
TalA

In the last equality, we regard 2xx as multiples of 27 and
¢ is pinned to zero for large A. Similar to the 0-flux case,
the induced gap takes the form A, =¢?/A. To minimize

classically the energy in H(f), we obtain the pinning condition

(cos(2+/26~ = 2xx)) = 1.

This phase is referred to as the p-wave SC phase in the phase
diagram of Fig. 4. Here the phase reveals four MZMs until
the occurrence of the CDW order transition. Together, the
conditions k}, + k% = m/aand x = m imply that the chemical
potential will take a value where the four MZMs phase occurs.
At the transition between the CDW and the four MZMs topo-
logical phase, the modes ¢+ and 8% should become gapless,
since in the CDW phase the system tends to favor the pinning
of the mode ¢+ and in the superconducting phase, both ; and
6, are pinned, implying consequently that both 6~ and 8% are
pinned. Hence, a Luttinger liquid is expected in the vicinity of
the transition line (dashed line in Fig. 4) separating the CDW
and the four MZMs phases.

Below we study the Meissner and Majorana currents that
originate when ay deviates slightly from +s. It is interesting
to comment that the argument below would also be applicable
for the four MZMs topological superconducting phase close to
the zero flux situation. We define and measure the Meissner-
Majorana current at the edge by a small disturbance in fluxes
Ay, as in Fig. 6. From Eq. (4.11), we obtain

(VO™ (x)) = Ax /2.

It is relevant to observe that Ay acting on the 6§~ mode
in Eq. (4.2) plays a similar role as a chemical potential
—[iVO~(x) on a band insulator with t = Ayxv~ K~ /(+/27).
Therefore, the topological proximity effect takes place as long
as |fi| < A,. For |fi| = A,, by analogy to the commensurate-
incommensurate transition [70], the pinning of 6~ should be
suppressed, and the system effectively behaves as if there is
a chain of free fermions and a topological superconducting
wire with two MZMs in Fig. 4. Next, we develop a linear-
response analysis in A for the ladder system along the lines
of Ref. [71]. In particular, we address the Majorana particle
current at the boundaries of the system with four MZMs,
building an analogy with the topological Josephson junction
[46,72].

@11

X=x+Ax, (4.12)

C. Superconducting response close to z-flux

To evaluate the Meissner and Majorana currents, we em-
ploy the Heisenberg equation of motion for the density oper-
ator d(ny — mp)/dt = i[thbridv ny — np] with i = 1 and with
ni(x) —np(x) = —ﬁax¢, /7 (modulo a global background
charge). Integrating the continuity equation [ dx[d(n; —
ny)/0t +V -j(x)] =0, then we identify the parallel (in-
trawire) current (density) j; and the interwire (vertical) cur-
rent j, associated, respectively, to H, and H .

The perpendicular current associated with a unit charge
q = 1 takes the form

jLx) = —4% sin(v/207) cos(v/2¢ ). (4.13)

If we apply the pinning condition found above (07 (x)) =
A Xx/ﬁ, we observe that the vertical current which was
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formally zero when Ax =0 now gives an oscillatory re-
sponse with the space variable x in the continuum limit. We
check that f dx(ji(x)) =0, as an indication that circulating
Meissner currents still take place if we assume a small devi-
ation from m flux. Below we assume that the left and right
boundaries of the sample are located atx =0andx =L — 1
as in Fig. 6. Since we have fixed @' = a = 1, the variable
L — 1 here will also denote the position of the last site.

To evaluate the parallel current from Eq. (4.2), it is im-
portant to mention that the charge operator has been defined
as ni(x) —no(x) = —«/§8x¢,/7r for a unit charge ¢ = 1. To
define the current associated to Cooper pairs, we shall then
multiply this operator by g = 2, which then results in the
following:

VO (x). (4.14)

. 2J/2vK
Jix) = — -

In the bulk, a Meissner current with charge ¢ = 2 is then
formed. From Eq. (4.12), we obtain

2\/§vK<

T

B 20K Ax
Vo~ (x)) = S

(1) = — (4.15)
which screens the effect of the magnetic flux variation; see
Fig. 6. The continuity of the bulk Meissner current (j;) =
—2vKAx /7 close to the two boundaries in the vertical di-
rection (at sites j = 1, 2 and sites j = L — 3, L — 2 formally)
is ensured by the Andreev processes, which have flowed to
the strong-coupling limit. Once A ya # 0, in addition to the
normal Meissner current formed by the bulk Cooper pairs, the
hopping term at the two edges also induces an edge Majorana
fermion current. The Majorana responses at sites 0 and L — 1
will be proportional to the perturbation ¢, .

Based on the analysis of Sec. III B, we introduce the
four MZMs operators {yé 0), yg(O), )/AI (L-1), yAz(L — D}
To describe the effect of Ax symmetrically on the Majorana
fermions in the first and last (orange) unit cells in Fig. 6,
we define a vector potential of the form A; (0) = A, »,| =
(Axa)/(2d') at the first rung (and effectively zero vector
potentials in the other segments of the first cell) associated
to a unit charge g = 1; the symbol 2 — 1 means going from
(lower) wire 2 to (upper) wire 1. The associated Peierls
phase at j =0 for the Majorana fermions then takes the
form A, (0)a’ = Axa/2. In the last unit cell, we may define
A (L-1)=A,,.,1 =—A,(0) (and effectively zero vector
potentials in the other segments of the last cell). In this
geometry of parallel wires, the operator cTcz then turns into
va(0)y3(0)/4, which results in

Axa
2

H.1(0) = % sin ( ),-y,; (0)¥2(0)

~ 2L Axin©ri ).
When Axa = 0, H, (0) is zero, reflecting that the phase with
four-Majorana edge modes is protected against a 7 -flux since
the hopping term ¢, ¢*% = t, (—1)/ becomes real and since
the arguments of Sec. III B show that in this case 7, should
not hybridize the MZMs. Similarly to Eq. (3.13), we check
that Majorana fermions move adiabatically (linearly with A )
from zero energy when deviating from 7 flux per plaquette.

(4.16)

At the left boundary of the system, the Majorana current is
denoted as (jy(0)) = (jm.2-1(0)) and is defined as (jy(0)) =
9(H1(0))/0[aA L 2-1(0)] = 20(H . (0))/d(aAx), which re-
sults in

(jn(0)) = (tL/2)(ivg(0)y3(0)).

In the w-flux configuration, [iyé (O)yg(O), Hhybria]l = 0, the
parity operator iyg (0))/5(0) associated to these two MZMs
is equally likely to take an expectation value =£1. Then
(iva (O)y,%(O)) = 0 on average and accordingly (j(0)). As
soon as one switches on A xa = 0", to minimize the energy,
the parity operator (iyé (O)yg(O)) is locked to —1, producing
a response (jy(0)) = (t./2). Here the Majorana current sat-
isfies (jur(0)) = —(ju(L — 1)) where jy(L — 1) = jyaosi.
This relation can be derived from the boundary term

4.17)

HiL -1~ —%‘Axin‘@ —Dyi@—1).  (418)
By symmetry between the two wires’ boundaries, we have
the relations yAl L-1)« yg(O) and yAz(L —1) < yé 0),
ensuring that (#,(0)) = (H, (L — 1)). The identification
(jm(0)) = —(ju(L — 1)) comes from the vector potential
Al (L—1)=—A,,.1(0) = —(Axa)/2d, as shown in
Fig. 6. When writing Eq. (4.18), we have assumed that
t1(—1) takes the same values at j =0 and j =L — 1 im-
plying that L — 1 is even; an odd value of L — 1 would lead
to the same physical result and would just flip the value of
(iyA2(L — 1))/A1 (L — 1)) at the boundary to satisfy (#, (0)) =
(H1(L —1)). This shows that the physics remains the same
independently of the relative parity between the two pairs of
Majorana fermions at the boundaries.

If we change A x — — A, all the currents should flip their
signs. The energy conservation of (# ) is related to a flip
of the parity operator formed by the two Majorana fermions
at one boundary. There is then a jump of size f, associated
with the edge MZM current when changing the sign of Ay
close to w-flux per plaquette. This situation is therefore very
similar to a Josephson junction with a resonant level which
can be realized with a double-dot charge qubit and which
shows a similar “jump” in the superconducting Josephson
response for a 7 phase shift [73]. The resonant level here is
formed at  flux per plaquette through the two values of the
expectation value of the parity operator iy} (0)y2(0) = £1
at the boundary. Figure 6 illustrates the formation of the
composite Meissner-Majorana current. It enables us to detect
the four-Majorana edge mode through the measurement of the
vertical current at the two boundaries. Physically, to measure
the Majorana current, one can resort to a setting similar to
the one suggested in Ref. [74], where an analogy between
Majorana fermions and a resonant level was also addressed.

D. Abelian quantum Hall phases

We can also consider, in general, any configuration allowed
by Eq. (4.7):

a[(kp +kz) —mx] =0 mod 2, (4.19)

with m odd and xa # 4. Adjusting the densities in the two
wires, one can then reach quantum Hall plateaux for specific
values of the magnetic field. As before, one can safely drop

085116-12



FROM TOPOLOGICAL SUPERCONDUCTIVITY TO QUANTUM ...

PHYSICAL REVIEW B 101, 085116 (2020)

out fast oscillating terms, such as f dxcos(--- F2xx) in
H, (4.3), and reach for m = 1:

H, = —% / dx cos[v/2(6~ — m¢™)). (4.20)
In the strong-coupling limit, #; > A, the form of the inter-
wire hopping term H; (4.20) satisfies the classification of a
v = 1/m Laughlin state (with m odd) and integer quantum
Hall effect when v = 1 [13,14]. We show below that in that
case the intrawire pairing term A flows to zero according to
renormalization group arguments. In the case of m = 1, the
quantum Hall phase can be achieved for free fermions, as ex-
perimentally confirmed in ultra-cold atoms [26], and we check
that the hopping term is relevant in that case for K = 1 under
the renormalization group procedure. Long-range Coulomb
forces resulting in K < 1/2 can also stabilize the fractional
quantum Hall state at v = 1/3 by making the tunneling term
in Eq. (4.20) relevant for m = 3, as numerically observed
[31,32]. In that case, one must include higher harmonics con-
tributions to the definition of the fermion operator in Eq. (3.1)
to obtain Eq. (4.20) for the same density-flux constraint as in
Eq. (4.19) [31].

The relevance of the hopping term ¢, here pins the mode
(8~ —m¢™) to zero, which can be interpreted as a (bulk)
gapped mode by analogy to a two-dimensional system. A
ladder system is described by four bosonic fields, which
implies that two modes are still gapless. The latter describe
the two chiral edge modes of the ladder system. To properly
describe the system and the edge states, it is convenient to
introduce four chiral fields [29,30]

6

¢ = = +r¢a, @.21)
m

with @ = 1, 2 representing the wire index andnow r = +1/ —
1 denoting the left/right moving particles in agreement with
Eq. (3.1). The chiral bosonic fields satisfy the commutation
relation

[¢2(), #2 ()] = ir%S,pcSaﬁsgn(x' —x). (4.22)

New modes can be constructed from ¢ which capture the
properties of the gapped bulk states (6, ¢)

—(_ 1 2 2
¢ = P +2¢+1)/ , 423
0= (¢—1 + ¢’+1)/2’
and gapless edge states (0, ¢')
r—(— 2 1 2
¢/ ( 2¢)—1 —il_d).t,-])/ ’ (424)
0" = (¢—1 +¢’+1)/2'
The commutation relation reads
[p(x), mO(x)] = i(mw /2)sgn(x’ — x), (4.25)

and the same for the gapless modes (¢', 8’). The bulk gapped
mode is now related to the field ¢. Whent, > A, correspond-
ingly, the bulk mode ¢ is pinned to a classical value since

H, = L / dx cos(2mg). (4.26)
wa

A gap is opened in the bulk as previously shown in Fig. 1
(bottom right). In Appendix B and Eq. (B11), we check that

FIG. 7. Edge current for a unit charge ¢ =1 in the Abelian
quantum Hall state (v = 1) when 7, > A. An arbitrary uniform
magnetic flux is applied on each plaquette.

the two gapless modes which produce a chiral Luttinger the-
ory are L(x) = ¢}, (x) = 6'(x) + ¢'(x) and R(x) = ¢, (x) =
0'(x) — ¢'(x). Starting from free fermions and K = 1, the
edge Luttinger parameters are K¢ = 1, v = v. We thus realize
an Abelian quantum Hall phase at filling factor v = 1/m = 1
in the presence of an arbitrary uniform flux. If we change the
direction of the magnetic field, which is equivalent to change
m — —m in Eq. (4.19), we obtain similar results by inverting
the left and right-moving particles’ definitions in Eq. (4.21).
The two gapless modes are, furthermore, protected against
a small intrawire pairing. Indeed, we can rewrite H  as
oo D

Ta

dxe2mo+v207+meT | g o 4.27)

Since ¢ is pinned to a classical value minimizing the co-
sine potential term, then the dual mode 0 oscillates rapidly:
(e e=00)y o ¢=/§ with a correlation length £ proportional
to 1/t,. Therefore, Ha flows to zero for large ¢, . For the
observables, the integer Laughlin state is revealed in the edge
current. A direct calculation of the parallel and perpendicular
currents defined in Sec. IV C for a unit charge g = 1 leads to

. 2ty .
(L) = —7<Sln(2m¢)> =0,

ﬁvK

1) = ——— (V&= (x). (4.28)

Choosing an alternative gauge for the magnetic vector
potential

>

AL =0, fA -dl = (A} — AD)a = xa, (4.29)

we rewrite the quadratic contribution to the action for the —
bosonic field, as

Sl¢=,07] = i/dxdr[l(w)z + K(V6~ +A)2}
™ K Rk
(4.30)

where A[ = (Aﬁ — Aﬁ) / V2. To extremize the action
a5/00~ = 0, it requires (VO™ (x)) = —A[. The edge current
of the integer Laughlin state for a unit charge ¢ = 1 and for
free electrons K = 1 hence becomes

K
i) = =X
T

431

It follows the same direction as the vector potential produced
by the magnetic flux (shown in Fig. 7).

In the presence of Coulomb interactions, as shown in
Appendix B, backscattering effects occur for K # 1 when
integrating out the bulk (gapped) mode on the two-leg lad-
der system, and as a result the charge at the edges will
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be adiabatically deformed [22,29,30]. In contrast, the bulk
polarization in a Thouless pump geometry [61] is stable under
Coulomb interactions as shown in Appendix C, reflecting the
Zak phase, and measuring v. Similar arguments apply to the
Laughlin phase v = 1/3 stabilized with long-range Coulomb
interactions [31,32]. The charge at the edges in these ladder
systems could be measured accurately [22,30,75-78].

The quantum Hall phase at v = 1 occurs whent; > A.In
the weak-coupling limit#; < A, for an arbitrary flux, both the
first-order (4.20) and the second-order (4.10) contributions of
t, are irrelevant from renormalization group arguments since
the superfluid mode 6; is now pinned. In Appendix A we find
that the most relevant term is

4
—i—/dmmm@u+myﬁmﬂ+q@,
3ral3
x e4iX“c§(x — a)cg(x)cz(x + a)cr(x + 2a) + H.c.

(4.32)

HP = -

The constraint on the phases

0r(x +2a) — 6,(x) = —2xa (4.33)

helps to form a local current formed by the Cooper pairs
within three adjacent plaquettes, and using Eq. (4.15), this
leads to

2vK x

in(x . = — .
(]II( ))pldquette T

(4.34)

Deviating from the 7-flux substantially in the weak-coupling
region, an arbitrary flux breaks the symmetry 7 and destabi-
lizes the proximity effect (see related discussion in Sec. IV B).
Consequently, there is no induced superconducting gap in the
free fermion wire. Still, two Majorana edge modes persist
in the original Kitaev superconducting wire. The protection
against orbital magnetic effects in this weak-coupling re-
gion could be useful for applications in quantum computa-
tion and engineering of Majorana fermions with magnetic
fluxes [79].

Figure 4 shows the phase diagrams for the cases of 7w flux
per plaquette at half filling and arbitrary fluxes, when adjust-
ing the densities in the wires such that the proximity effect can
effectively takes place. In the strong-coupling limit, on the
other hand, one is able to distinguish the CDW and Abelian
quantum Hall states from the responses of the Thouless pump
[61]. We refer the reader to Appendix C, where a proposal
for the measurement is raised and the stability of the bulk
polarization under Coulomb interactions is also discussed.

E. v = 1/2 quantum Hall phase for a spin-1/2 ladder

With arbitrary fluxes, another interesting comparison can
be made with the case of spinful or spin-1/2 fermions. Two
of us have previously shown in Ref. [29], for a spin-1/2
system, that the attractive Hubbard interaction and the long-
range repulsive interwire interaction help stabilize a ladder
generalization of a Cooper pair Laughlin state at v = 1/2.
The attractive channel allows us to realize a Luther-Emery
model [80] with Cooper pairs or bosons, and the long-range
repulsive interaction then realizes the hard-core boson regime.
An essential difference with the spinless situation is that here
we take into account the spin-charge separation phenomenon

or | Of  oX

FIG. 8. (Left) Weakly coupled spinful (spin-1/2) wires with a
flux configuration @ = xa = (ki + k% )a. The dashed arrows rep-
resent the interactions between fermions with different spins. (Right)
Formation of Cooper pair Laughlin state at v = 1/2, where the chiral
edge currents move in opposite direction compared to those in the
Meissner effect.

of the Luttinger liquid. Therefore, as for a Luther-Emery
liquid, the Cooper pairs are realized through a gap in the
spin channel in the two wires. The two charge fields are
still free in the wires, allowing more tunability to realize a
Laughlin state at v = 1/2 of hard-core bosons from the charge
sector. The filling factor v = 1/2 reflecting the charges of
quasiparticles in the bulk can be accessed through Thouless
pump measurements. The main difference with the Meissner
effect is that the edge current now flows in opposite direction,
as shown in Fig. 8 compared to Fig. 6. Below we first briefly
review the main results, and later in Sec. V B we will extend
the building block to coupled-ladder systems referring then to
the fourth case of study.
The key ingredients of the spinful ladder can be found in
Fig. 8 (left). Four parts enter into the Hamiltonian
Hspintur = H) +HL +U+ V. (4.35)
The intra- and interwire hopping terms # and H; keep the
form of the spinless case with the addition of the spin flavor
s =1, :cq(j) = cu.5(j). The flux configuration also satisfies
¢ = 0 and the constraint (4.19) for an arbitrary value of x.
For the interactions, we take into account the Hubbard and
interwire Coulomb repulsion:

U= D Ualtay (e (),

j o oa=1.2
V=V> " Y (s (). (4.36)
Joss'=1

where ny (j) = c;fm( J)Ca.s(j) denotes the particle number
operator. For simplicity, we consider two identical wires
sharing the same attractive Hubbard interaction U = U, =
U, < 0and arepulsive long-range interaction V, > 0is added
between the wires. We consider the weak-coupling regime
t; < (U], |VL]), where H acts as a small perturbation.

Applying bosonization techniques [19,66], we introduce
the spin (o) and charge (p) degrees of freedom through the
transformation

1
bs(x) = E[M(X) — ¢ ()],
1
p(x) = —=[¢1(x) + ¢, (X)], (4.37)

V2
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and the same for the dual modes 6, ,. The Hamiltonian then
takes the form

Hspinful = Ho + Hp + HJ_v
Hy, = "HJP + Mg,

U
Ho = Z Hoo + m/dxcos (2v2¢%),

a=1,2

t, : i (kL k2
”HL:——/dx eixa gl ki e
vl DD

s==x1rr'=+1

x e~ B0 @A) L (4.38)

Here ’H(f o and ’Hg’a with o = 1, 2 take the Luttinger form.

The Luttinger parameters are defined as K, = K! = K2 =
(I4+uw) 2 Kr =1 —uztv,)"?, where u = |Ula/(nv),
v; =2V a/(mwv). In the spin part, the attractive Hubbard
interaction U plays the same role as the pairing term H, for
the spinless particles, resulting in the pinning conditions for
the spin modes (modulo 7 / ﬁ):

b = ¢p = ¢2 ~ 0.

The Cooper pairs formed along each wire are protected by a
spin gap A, which grows exponentially fast at small U and
then A, o |U| for strong interactions.

Below we assume the flux condition 2(k}: + k%) £2x =0
following Ref. [29]. For the energy scales smaller than A, the
dual mode 6, = () — 62)/+/2, meanwhile, oscillates rapidly
in H; making the coupling term ¢, irrelevant to first order in
perturbation theory. The second-order term gives the charge
contribution

(4.39)

2
’,L[(f) — —ﬁ/dx cos[2(6, + qﬁ:)]. (4.40)

To study the motion of Cooper pairs, we notice that the corre-
sponding creation operator satisfies (%, , ¥ )" ~ e~V
This implies a canonical transformation for Cooper pairs on
each wire:

O = V265, @y = ¢5/V2,
2
s t _
7—[1) = _A,,lna /dx cos[\/E(G)p + ZCDZ)]. (4.41)

By analogy with spinless fermions [see Eq. (4.20)], a
fractional Cooper pair Laughlin state is observed at v =
1/(2m) = £1/2 on the spinful ladder, as shown in Fig. 8
(right).

In the end, we comment that a relatively strong long-range
repulsive interwire interaction V, plays a vital role in driving
the system towards a fractional quantum Hall state [29]. This
will be studied in more detail in Sec. V B.

V. TOPOLOGICAL PHASES IN COUPLED LADDERS

In this section, we present two proposals to realize two-
dimensional topological phases using multiple coupled lad-
ders (corresponding to the third and fourth cases of Sec. II B).
First, we design a p + ip superconductor [10] starting from
the bonding-antibonding band representation of a pair of
wires—"ladder geometry”—and generalizing the analysis to

_te—zzu/Z
N 21-1 e Ox
R £
VI’ \¥ Iz‘ Sm
D Yy

21 O O
) AO _te-ilu/l

S < 20+1
ettt ‘: A -t iyal2
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2143 _izal2
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FIG. 9. (Left) Coupled ladder construction for a p + ip super-
conductor. A building block is formed in blue with two strongly
coupled wires. The blue ladders then couple together via the pink
regions. While the pairing terms denoted by gray arrows (both
intra- and interwire) are suppressed in the strong coupling limit,
the pairings denoted by red and green arrows (interwire only) are
responsible for the ip, and p, channels. (Right) Flux attachment in
each square plaquette with {a = xa = 7. In each square unit cell,
the total net flux is zero. Peierls phases take opposite values within
two successive plaquettes in the y direction for the same hopping
process.

coupled ladder systems. Here a pair of wires with appropriate
Peierls phases ¢ and y will generate an ip, superconduct-
ing channel, and coupling weakly the ladders together will
provide the p, channel. If we would consider instead only
strongly coupled wires or symmetrically coupled wires, then
the projection onto the lowest band which is assumed below
would result in long-range pairing terms in the direction
perpendicular to the wires, through the tunneling term ¢, and a
generalization of Eq. (3.8). Other proposals coupling quantum
wires have suggested the possible engineering of ip channels
through bath or reservoir engineering [15,81-83] by analogy
to the two-dimensional case [10]. It is also important to
mention that for spins-1/2 fermions, similar ladder construc-
tions allow us to reproduce d-wave superconductivity, D-Mott
and pseudogap physics, relevant to cuprate superconductors
[37,84,85]. Second, we address the case of coupled spinful or
spin-1/2 ladder systems where, as obtained in Sec. IV E, each
ladder hosts a Cooper pair Laughlin state at filling v = 1/2.
In the presence of a uniform magnetic field and long-range
repulsive interactions, we show how the coupled wire system
can form a single bulk fluid with chiral modes at the edges
now carrying a charge in agreement with the two-dimensional
bulk-edge correspondence [7].

A. p + ip superconductor from spinless fermions

Here we present our proposal to engineer the p + ip super-
conductor in coupled ladder geometries (referring to the third
case of study). Depicted in Fig. 9 (left), our building block is
a blue ladder comprising two strongly coupled wires labeled
by o = 2/ — 1, 2] where [ is an integer. The flux attachment
which will be responsible for the ip, channel is shown in
Fig. 9 (right top).

First, we reanalyze a block, say, with « = 1, 2, for the case
with { = x. The kinetic part of the Hamiltonian is described
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by H; and H, in Eq. (2.2) with

(=%, Do =0. 5.1
As discussed in Sec. II, we assume here that the vector
potentials related to ¢ and x are engineered, for instance,
in ultracold atom systems. In solid-state nanowires, this can
also be realized through a space-dependent magnetic field
B, = x/d — ¢ /(2d’)sin(;ry/a’). Physically, the two pieces
related to x and ¢ correspond to the superposition of two
distinct forms of magnetic fields, as emphasized in Sec. II.
Since the total flux per plaquette is zero, we can rewrite the
band structure as the one of Fig. 1 (bottom left), in the absence
of magnetic flux, performing a proper gauge transformation
similar to Eq. (2.9). The pairing terms will be modified
accordingly, then providing the required physics, namely, an
ip, channel, after fixing the value of x = ¢ = 7 /a. Coupling
weakly the ladders together, we realize a p, channel. There are
two key properties to this proposal. First, the magnetic field B,
will be staggered in the y direction implying that x also takes
opposite values in two successive plaquettes in the y direction
with the requirement that &, = 0 in all plaquettes. Here x
represents a periodic staggered steplike function in the y direc-
tion. Therefore, induced Zeeman effects at the position of the
wires will be small and controllable through another magnetic
field B, along the x direction (which is important to induce
the proximitized p-wave pairing potentials [47]). Second,
the choice x = ¢ = 7 /a leads to imaginary hopping terms
+it along the wires, which break chiral symmetry and time-
reversal symmetry while preserving particle-hole symmetry.
This then allows for a wire construction of a topological phase
of class D, e.g. atwo-dimensional p + ip superconductor [58].
The transverse hopping term of the form 7, (—1)/ is real,
therefore ensuring that Majorana modes can occur at zero
energy. Below we provide two physical interpretations of the
results when using equivalent low-energy theories related to
Figs. 1 (bottom left and right), which implies that the results
are gauge independent.
Performing the gauge transformation (2.9),

c1() = eMPE (), () = EG),  (5.2)
we can define the new basis for the bonding (+) and antibond-
ing (—) fermions

TL() = 1) ET2NYV2. (5.3)

The two-band model in Egs. (2.7) and (2.8) is recovered with
the band structure shown in Fig. 1 (bottom left). A gap of
scale (2¢, ) is opened between “+/—" bands. Below we fix the
chemical potential p such that the + band becomes partially
filled and the — band remains empty. We then project a pair of
wires, the blue ladder system, onto the lowest bonding band
pair basis:

Hos = — 3 120 costka) + 10+ pIe ! (k)T 1 (k). (5.4)
k.\’

In the strong coupling limit#; >> A;, the phase ¢ is important
to suppress the intrawire pairing. The intrawire pairing term

A; = Ay, = A becomes

Ha =iA)_sin(ka)cos(¢ /2a) (k) (—k,) + H.c.
kx
(5.5)

Below we set x = ¢ = ma, such that this contribution be-
comes zero. As mentioned above in Sec. III A, the interwire
contribution A, involving a given rung also vanishes be-
tween nearest (N) neighbors when projecting onto the lowest
band:

0="Ha,n=20Y_ c](j)c;(j)+He.
J

Ao ~ ~
= ;[u(kx), Tl(—k)]+He,  (5.6)

but survives between next-nearest (NN) neighbors

Hao NN = Ao ZCI(J')C;(]' +1)+Hec.
J

=AY isin(ka)’ (k)T (—k) + He.,  (5.7)
ky

with A = (Age*®?)/2. Adding a term Aq Y ; ch()e](j +
1)+ H.c. would result in an identical contribution in the
bonding band basis. In the equations above, we have ignored
all irrelevant terms involving the “—" band. Once we fix the
flux value

xa=mw, A=ily/2, (5.8)
we engineer a purely imaginary ip, channel for the bonding
fermions in each blue building block o = 2/ — 1,2/. The
pair of strongly coupled wires then effectively behaves as
a topological ip, superconductor with two Majorana zero
modes, one at each boundary. The projection onto the lowest
bonding band (of each ladder) is important to produce a purely
ip, channel.

Now we couple the blue building blocks or ladders along
the y direction by the tunneling amplitude ¢| (corresponding
to the pink blocks in Fig. 9, left) with a reversed flux unit y —
—x depicted in Fig. 9 (right bottom). The magnetic field B, =
x/a — ¢ /(2d")sin(;wry/a’) then becomes staggered in the y
direction. To realize the ip, + p, superconductor (or p, &= ip,
superconductor modulo gauge redefinitions), the magnetic
field B, must be uniform in the x direction but staggered in
the y direction.

Formally, this construction is correct as long as t’l <Lt,
such that the bonding-antibonding band representation of
a two-coupled wire model remains valid. Through a pink
region, we obtain the Hamiltonian:

M2
H, =t Z e’ix"c;,(x)cﬂH(x) +H.c.,
=1
M2 .
Hy,n = Do Z ¢l (x)eh,, (x) + Hee.
=1

(5.9)
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For the coupled wire system, the gauge transformation (5.2)
can be generalized as

e 1(j) = eX5PCy 1 (j),  cu(f) = e 2T 5(5),

(5.10)
which leads to
M = —t] Y cos(kyd Y& (ky )T 4 (ky).
ky
Hiy, N Zzsm(k a ek (—k) + He. (5.11)

Thus we can 1mplement a purely real p, channel for the
bonding fermions, assuming that ¢} < (¢1,¢). The relative
phase between the ip, and p, channel is locked through the
gauge transformation (5.10).

Next, we define two-dimensional fermion operators
¢ (k) = €4 (ky, ky). The goal is to study the phase diagram
and edge state properties associated with the system. To
that end, it is convenient to switch to the Majorana fermion
representation,

¢k = 3[nK) + inpK)].

Similarly to Ref. [15], for simplicity we set the lattice spac-
ing a = @ = 1, and we concentrate on the regime with low
densities around k ~ (0, 0), where we have

Hy = Hot +Haonw +H) +Hiy

(5.12)

1
=~ v MWy (k). (5.13)
k

with y7(=k) = (11(=K), y2(—k)) and

k2 ,
H (k) = uk,T° + |:60 + 2—" + 1 cos(kv):| ¥ + Ry sin(k, )T
- )

(5.14)

Here t/ (i = x, y, z) denote Pauli matrices, and effective pa-
rameters are given by u = Ay, m = 1/(2t). The three param-
eters locating the phase transitions read

€ = —2t —t, — u, T = —Z‘i, R, = —Ay. (5.15)

The phase diagram of H, (5.14) is carefully studied in
Ref. [15], and we adjust the discussion for the Majorana zero
modes at a boundary to our situation. By tuning u, €y goes
from a large negative value to a large positive value (with
respect to &=|7> ), and this produces two phase transitions from
an anisotropic topological superconducting phase to the trivial
strong paired state through the occurrence of an intermediate
topological two-dimensional Moore-Read particle-hole phase
[11].

A large (positive) €y > |T;| value hinders the occurrence of
MZMs from an energetics point of view in the trivial strong-
paired phase. The chemical potential is located below the
bottom of the lowest band. When ) = +t| = +|T>|, we enter
into the intermediate topological phase. The energy spectrum
becomes gapless in the two-dimensional sense with the lowest
energy eigenvalue —AgvkZ + k] close to ky =k, =0. A
two-dimensional gapless Majorana mode flows around the
sample, as a chiral edge mode. The physics is then related

to the neutral sector of a Moore-Read particle-hole Pfaffian
phase [11] with an effective p, — ip, channel for R, < 0. By
changing the sign of y = ¢ by —, we flip the sign of R,, and
the intermediate region now becomes the Pfaffian phase [11].
Changing the sign of R, will change the velocity (direction) of
propagation of the Majorana mode. In fact, as long as |¢y| <
|T>| [15], the system stabilizes one gapless chiral Majorana
fermion. Increasing the chemical potential further, this results
in (very) negative values of ¢y < —|7|, and therefore low-
energy modes move away from k, = k, = 0. Modes in the y
direction associated to the R, sin(ky)T” term now cost a finite
energy, and the system becomes anisotropic. This parameter
regime is adiabatically linked to N decoupled ip, topological
superconductors with 2N MZMs. From Sec. III B, in our ge-
ometry, the 2N gapless Majorana modes should be protected
against real Ay and | terms in Eq. (5.11), meaning that the
Majorana fermions of each chain should remain decoupled
from those in other chains.

For completeness, we provide an alternative understanding
of the emergence of a purely ip, channel using the band
structure of Fig. 1 (bottom right). As mentioned in Sec. II,
the {a = £ phase on the two wires produces equivalently
purely imaginary hopping terms =it for the two wires, then
modifying the band structure of free fermions as F2¢ sin(k,a).
When ¢, = 0, these two bands cross at k, = ky = 0 with the
indices 1 and 2 in Fig. 1 switched (bottom right). Furthermore,
in Eq. (2.2), the perpendicular tunneling term ¢, becomes
modified as 7, (—1)/. By Fourier transform, we then conclude
that for this situation, the tunneling term 7, does not open a
gap at the crossing point, i.e., at kg = 0. If we also Fourier
transform the A( channel in Eq. (5.7) including the effect of
the phases ¢a = £ for the two wires, then the wave vectors
(of the two wires) in Fig. 1 (bottom right) are modified as
k. — k. £ ¢ /2, and around the crossing point ky = 0, the A
NN-neighbor channel can indeed produce a term, as

A e o
Y P E U ket S e, (5.16)
J o kek
When k, = —k = 0, the pairing term vanishes. Then, we con-

ﬁrm that the 1nduced gap at the Fermi energy takes the form

= (Age®%?)/2 with here ¢ = x = m/a. We also check
that the N-neighbor Ay channel vanishes in the low-energy
subspace due to anticommutation rules between fermionic op-
erators Ao (0)¢5(0) + H.c = 0. To proceed and understand
the correspondence with Eq. (5.14), we remind readers that
the mapping onto Fig. 1 (bottom right) is applicable as long as
one assumes to be close to the band crossing point. Taking into
account the momentum boost k — k +¢/2 with ¢ = 7 /a,
this corresponds to the case where each wire is half-filled.
In the corresponding Fig. 1 (bottom left) this implies that the
lowest band is now close to the full filling, which corresponds
to change —2¢t — +2¢ for the lowest bonding band compared
to the case studied before where the (lowest) band is almost
empty. One must therefore readapt in the arguments that ¢
now becomes +2¢ — u — ¢, ; when the lowest band is filled,
then this means that kr y = m/a. Then, to make the corre-
spondence with Eq. (5.14) complete, one can then reidentify
the fermionic operators ¢ (k) and ¢, (k) close to the crossing
point ky with the left-moving and right-moving branches of
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the lowest band operator ¢ . (k). From Fig. 1 one can then
apply the same arguments as in Eq. (5.14), modulo the fact
that one redefines ¢y = 2t — ¢, — .

It is perhaps important to mention a duality in the system
when exchanging the blue and pink ladders in Fig. 9 (with
open boundary conditions in the y direction), showing that the
above two-dimensional Majorana fermion analysis remains
applicable whent| > ¢, .

When fixing the total flux per plaquette &y = x —¢ =0
and changing (decreasing) adiabatically the value of x = ¢
from 7 /a, i.e., decreasing slightly the value of the magnetic
field B,, we observe that the transformation (5.10) remains
applicable. Then this produces additional real channels to
the ip, superconducting channel coming from Eqgs. (5.5) and
(5.7), resulting in a i(p, — ip.) channel, whereas the p, chan-
nel remains identical. Through the arguments of Sec. III B,
a superconducting channel of the form (p, — ip)) (defined
modulo the global phase 7 /2) should then slightly move
progressively the 2N Majorana fermions in the anisotropic
phase away from zero energy. On the other hand, the two-
dimensional chiral gapless edge mode seems to survive in the
Moore-Read phase. More precisely, entering this phase from
the strong-paired phase which means that € = +t| = +|T3|,
the lowest energy eigenvalue turns slightly into —[uzk)% +
(Roky + vk, )*1'/?, where v is proportional to § x Ag and §x =
w/a— x (with a = 1). Therefore, when fixing either k, #
0,k, =0 or k, =0, k, # 0, the energy spectrum still allows
for a linear gapless Majorana mode.

It is instructive to briefly address the limiting case where
B. = 0. In that case, all the channels p, and p, are real.
In the low-energy description of Eq. (5.14) we have u =
0 and the last term R, describes all the superconducting

terms A sin ky + Asink,, where A = — A, and now A takes
into account all the intraladder pairing terms A ~ —A. As-

suming that A ~ A, we can redefine the R, contribution
as 2A sin((k, + ky)/2) cos((k, — k.)/2). The superconduct-
ing pairing term can be then rewritten in terms of the wave
vectors k' = (k¢ + ky)/2 and k" = (k, — k,)/2, which implies
that in that case gapless excitations defined around k' = 0 will
correspond to nodal quasiparticles in the bulk propagating
between a + and — p-wave lobe, associated with zeros of the
superconducting term.

B. Fractional quantum Hall state at
v = 1/2 with spinful fermions

Here we would like to address the coupled spinful ladders
based on the building block in Sec. IVE, referring to the
fourth case of analysis. A two-dimensional fractional quantum
Hall state at v =1/2 can be built from the Cooper pair
Laughlin states formed on each ladder.

The general building block for the construction is shown in
Fig. 10. Under the flux constraint (4.19), the coupling on the
rungs of the J-th ladder gives a Sine-Gordon term (4.41) in
the charge sector

W, = % / dxcos(V20; —ii2e),  (5.17)

Ly
a=1 ~
A\ R1 sz l/m
ox | X | oX it I'L
a=2 U
oxiox i ox =172 e v = 1/
a=1 v ] Ry-1
ox | ox | ox J+l V' Ly
a=2 v=1/m
Ry

FIG. 10. (Left) Coupled spinful ladders with uniform flux attach-
ment; the variable J represents the ladder label and [ =J + 1/2
in the middle of two successive ladders will represent the modes
formed by coupling ladders together. (Right) Formation of a two-
dimensional quantum Hall system with the filling factor v = 1/m =
1/2. The two chiral edge states L; and Ry are now diagonal in the
K-matrix structure producing an SPT phase of Class A [60].

where we introduce the charge fields as 0, = ©_ ,, oF =
@F, with ¥ =1} /(A,ma) and /it =2m = £2. By analogy
with the spinless case, one can build an edge theory on
each ladder in the new basis of Egs. (4.21)—(4.24) with the
substitution m — m. Accordingly, the bulk modes (67, ¢’)
generate a term

H, =7 f dx cos(2m¢”), (5.18)

then pinning each mode ¢’ and producing a gap. The two edge
modes on the Jth ladder are identified as the chiral fields (see
Fig. 10, right)
L — 1.J — 9/] + /]’
=0 ¢ (5.19)
RJ — _,1 :911 _d)/]’

with ¢/ = 6%/ /m + r¢*/ and o = 1,2 representing the
wire index inside each ladder. In Fig. 10 (right), each ladder
behaves as a small quantum Hall system which gives rise to
two low-energy chiral edge modes L, and R;. Neighboring
chiral edge modes belonging to two successive ladders can
then be coupled through an additional ¢ term at low energy,
smaller than the typical energy scale A at which the term ¥ has
flown to strong couplings in each ladder. Here A can be esti-
mated as A.(D/v)/C727K) with A, ~ Ay. As mentioned in
Sec. IVE, we require the introduction of long-range Coulomb
forces (such that 2|/m|K < 2) to stabilize the relevance of this
energy scale. To couple the left-moving mode L;;; of the
ladder J 4 1 with the right-moving mode R; of the ladder
J, this requires momentum conservation during the tunnel
process, and therefore this requires us to apply a magnetic
field x’ = +x in the region centered at the position J + 1/2.
It is then possible to couple two edge modes between
ladders taking into account the effect of an additional intralad-
der magnetic flux x’ = x by analogy to the two-dimensional
quantum Hall effect, as depicted in Fig. 10 (left). Between the
Jth and (J + 1)-th ladders, the flux constraint then follows

a[(kj +kp) —mx'] =0 mod 27. (5.20)
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Through a recombination of the fields as in Fig. 10,

Gri1p = (—R; + Ly11)/2,
0410 = Ry + Ly41)/2,

for#| < ty, the bulk and edge Hamiltonians take the form

(5.21)

abulk 7'[0[9 ¢] Z /dxv cos(Zﬂsz) (5.22)

I=J+1/2
E

et = U f dx[ARr(VRYY + A (VLY. (5.23)

The tunnel process 7’ = tj_z /(Ama) represents the backscat-
tering process of fractional charges m(2e) from one left-
moving chiral edge to another right-moving edge. The bulk
quadratic Hamiltonian 7{° has the coupled form in 6 and ¢:

p,51=2 Y / dx(Agg + AL)(VE)? + (V)]

T

+ ARt (VO 1 + Vgi_1)(VO, — V),

with the nonzero backscattering term Ag; = 2m°K¢ — 2/K¢
and the velocity v, similar to the one introduced in
Appendix B. We also identify Agg = A;; = m*K® + 1/K¢,
and the new fields satisfy

(i (x), dxOp (x)] = i(rw /m)8; 1S -

By analogy with the arguments of Sec. IV E, once the long-
range repulsive interactions are present between the ladders,
v in H™* becomes relevant. This leads to a gapped bulk,
corresponding to the pinning of the phases Br—si1 2~ 0.

Since L; = 6, + (]51 LR =6, — qﬁ,, two edge modes Ry
and L; no longer entangle with the bulk. The coupled wire
system now forms a single bulk v =1/2 fluid in Fig. 10
(right). Since the edge mode theory for these modes is a chiral
Luttinger model with Ag; = 0, the properties of the charge at
these edges depend only on the value of K. If we set A; g = 0
at an edge with the condition that m = £2, then we check
from Eq. (5.24) that the fractional charge K, = 1/2 is now
in agreement with the bulk-edge correspondence. This phase
which shows a perfectly diagonal structure for the edges can
be thought of as an SPT phase of Class A in terms of the
K-matrix structure [60].

Similar arguments could be applied for the reconstruction
of the Abelian v = 1 and v = 1/3 quantum Hall states with
wires and coupled ladder systems.

(5.24)

(5.25)

VI. CONCLUSION

To summarize, we have studied the effect of orbital mag-
netic fields on topological superconducting quantum wire sys-
tems. We have shown the occurrence of topological supercon-
ducting phases with two or four Majorana fermions per ladder
as well as quantum Hall phases by tuning the magnetic flux
and densities at the crossing points of the band structure. The
adjustment of the chemical potential at the crossing region is a
key ingredient to realize the appropriate low-energy physics.
When the lowest band is completely filled this can give rise
to a charge density wave state. We have also studied Andreev
processes and the induction of topological superconductivity

in these quantum wire networks. Then we have engineered a
p + ip topological superconducting state in weakly coupled
ladder systems, projecting the low-energy physics on the
(partially filled) lowest bonding band for each ladder or a pair
of two strongly coupled wires. Chiral effects are introduced
here through the application of a space-dependent magnetic
field perpendicular to the plane of the wires. We have also
shown how the presence of superconductivity and preformed
pairs can stabilize a two-dimensional v = 1/2 Laughlin quan-
tum Hall phase in hybrid spin-1/2 systems, as a result of
Andreev processes in the Luther-Emery description of a su-
perconducting quantum wire. Similar fractional quantum Hall
states can be constructed in bosonic coupled wires or quantum
spin systems as well [14,29,30]. We have analyzed the phase
diagram and the physical observables, discussing the effect of
Coulomb interactions. We have suggested implementations of
these ideas in solid-state nanowires and cold-atom systems.
Finally, due to the analogy between p-wave superconductors,
quantum Ising spin chains [86,87] and Z, Kitaev quantum
spin liquids [88-91], one may also anticipate further appli-
cability of these findings in other interacting systems.
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APPENDIX A: PERTURBATIVE TREATMENT OF H ;

Here we give more detail on the derivations of the Andreev
processes in Sec. IV. To find the relevant contribution from 7,
we can develop perturbation theory [29,38,57] for the hybrid
wire Hamiltonian Hy = H1 + H, + Ha with a weak inter-
wire coupling V = H . Here H 4 H, refers to the quadratic
part (Luttinger liquid contribution) of the Hamiltonian in
each wire 1 and 2, respectively, and the Hamiltonian density
operator V (x) = H, (x) reads

L [[1V2 0] mily26" =)

2ma

% [ il(kp k2 )x—/2¢" (x)] +e i[(kh k3 )x— ftl)*(X)]]
[

F [V 03] g iV - xaly

Vix) = —

0k k=207 g il k=207 O]}
(A1)

x[e
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To the nth leading order, the effective Hamiltonian reads
Heg = Ho + V™.

For any observable A, the expectation value under H.s takes
the form

(A2)

<A>H0+V = <A>Heﬁ' + O(Vﬂ)’ (A3)

where
Tr[e—fdxdt(Ho+V)A]

(Argrv = Tr[e—J dxdT(Ho+V)]

eSS,
LSS

with the notation [V = [dxdtV(x, 7). As the mode 6, is
pinned in Eq. (4.4), its dual field ¢; oscillates rapidly and
renders all terms involving ¢+ and ¢~ irrelevant. Thus

(f V) =0, n=odd (AS)

We can keep the even-order terms
1 k
Aoy = A + 3 E<< / v) A>
k=2,4 Ho
1 k 6
) e )

Ho

(A6)

1. Second-order contribution to the z-flux

For the integral at the second-order perturbation theory
level, it is more convenient to switch to the relative and
center-of-mass coordinates,

x=(x1 +x)/2,
= (11 +12)/2,

Further, we introduce polar coordinates for the relative dis-
tances x” and 7/,

X =x; —x,

=1 —1. (A7)

dip = V&P + 0@, (A8)
and consider the virtual processes
W=l — x| <& =v/A,
It =t —nl <A™ (A9)
Then
/dx/dr/ = / Z%dlzd(dlz). (A10)
Correspondingly,

/dxl dtydx, dnV(xy, 1))V (xa, 72)

2ma

(& - a)/dxdtV(x, )Wkx+a,rt)

v

2
~ rd dxdtV?(x, 1)
A
417 _ 5
== dx dr[cos(Z\/EH — 2xx)4-cos (2kFx - 2¢2)
Ta

+ cos(2«/§9’ — 2xXx)cos (Zk%x — 2¢2)]. (A11)

We have dropped out fast-oscillating terms which involve ¢;
fields together with other constant terms.

For the situation of two wires such that k2 # 7 /(2a), but
with the -flux gauge choice ya = m, we obtain

2 2
4ty

</ V> = —/dxdr cos(26,),
TalA

and in the last equality, 0; is pinned to zero and we regard 2 x x
as multiples of 2.
On the other hand, when A > ¢,

(/)

(A12)

=/dx1 dxy dty dTo(V (x1, T1)V (X2, T2)),

Ho
=<2TJT> f dxdt di> d(dy2)R(dyp)e” /¢
27
:(T)a(é - a)R(a)/dxdr -1
2ma
:<T>R(a)(Lﬂ) ~0, (A13)

where R(r) denotes a power-law decreasing function. There-
fore, the second-order contribution reads

. 1 2 22
HY == V) =- dxdt cos(20,). (Al4)

TaA

This reproduces Eq. (4.10) and the proximity effect since
(cos(26,)) now acquires a finite value, implying the pinning
of the mode 6, in wire 2 and the opening of a superconducting
gap due to the presence of Andreev processes, coupling wires
1 and 2.

2. Fourth-order contribution to the arbitrary flux

Away from half-filling, under our gauge choice (4.19) for
the flux, the second-order term vanishes:

2
2xx = £2(kp + kp)x # £27n, </ v) =0. (Al5)

Now if we go to the fourth order, in the same way as in
Eq. (A7) by changing the basis twice—(1) from (x3, 13, x4, T4)
to (%, T, ¥, ') and (2) from (x, 7, %, T) to (X, n, X', n')—we
reach

4 2ma\? Ca 2,
(/V) = (T) /dxdrdxdrV (x,7)V°(x, T)

2ra\*2r - 2a
Z(T) y G-

X /dX dnV3(X, mViX + 2a, n)
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8t
T maAl

+4xal.

/ dx dt cos{2v/2[07(x) — 6~ (x + 2a)]
(A16)

In the second equality, we notice the relative distance |X'| =
[x —X| = |x1 +x2 — x3 — x4|/2 € [2a, &]. Meanwhile,

4 2
<</ v) > ~ (2%6‘) /dxdr AT dT (V2(x, T)VAE, T,

Ho

3
= 2(27%“) RQa)(LB) ~ 0. (A17)

Taken into account the pinned mode 6; (x) ~ 0, we find in the
effective Hamiltonian ., that the leading-order contribution
from | becomes

4
1 / dx cos{200x(x + 2a) — 6>(x)] + 4xa).

H(f) ~ 37na
(A18)

APPENDIX B: EDGE THEORY

Here we study the effective edge theory in the quantum
Hall phase found in Sec. IV D, in the case of two wires or
a two-leg ladder implying that the two edges are not fully
separated from the bulk. We then perform an integration on
the bulk (gapped) degrees of freedom to build the edge theory.
The form of the interwire tunneling Hamiltonian #, (4.20)
satisfies the classification of the edge theory at the filling
v =1/m [29,30]. Here we briefly review the construction
approach.

The effective edge Hamiltonian can be built in the Lut-
tinger liquid form

H=Hj+Hy +Hui, (B1)

where 7—[3[ is given in Eq. (4.2) and H in Eq. (4.20). We are
then able to integrate out the other bulk mode 6 in the action

a1 / a2, Voo an
S[6*, ¢*1 = 2710; dxdt[vK(V@ )+ £ (Vo)

+ 2i8f¢>"‘V9“]. (B2)

Changing the basis from [0, ¢1, 07, ¢ 1to [0, ¢, 6, ¢'] via
Egs. (4.21), (4.23), and (4.24), we get

2
3 (VoY =’%[(V9)2 £ 2VO'VE + (V)
a==%
—2V¢'Vo + (VO')* + (V¢')*],
a2 _l 2 / 2
Z(w; ) =51(vo) 2VO'VO + (Vo)
a==+

+2Ve'Vo + (V') + (V).  (B3)

As the bulk mode ¢ is pinned, we can safely drop out all
terms involving V¢. In the total action (B2), the bulk & mode

contributes to

S[0] = fdx drzi[G(ve)2 + FVO'VO] + —8,4V0,
T T
(B4)

with

G ! ’K + ! F ’K | (B5)
=—\m =, =mK— —.
K K

2
We define a general Fourier transform with periodicity on
[0, L] (L length of the wire),

fr) = é qufqe"qr, (B6)

where Q2 =8L, B =1/T, r = (x,vt), q = (k, w,/v), and
qr = kx — w,t. 0, =2an/B(n € N) denote the Matsubara
frequencies for bosons. S[6] can then be transformed into the
momentum space

ikw, v s
NOEDY [’ @ ¢,,9;} +5- > KGO0, + FO,76,).
q

T
q
B7)
Integrating out 6, we get the edge Hamiltonian
e __ v e /N2 1 \2
H = g/dx[l( (mVe')” + F(qu) i| (B8)

with the Luttinger parameters

v G F2 v K+ 1
T om? 4G) 2 m2K

vK*

(K — )’
(K +37) |

e

v 6=k 1 (B9)
Ke 2 K)
Therefore, when K = 1 and m = +1,
e 2 e
K= mz—H = 1, vV =0. (Bl())

In terms of edge chiral fields, L(x)=¢l,(x)=06"+
¢, Rx) =¢> (x) =0 — ¢/,

H = % / dx[Arg(VR)* + AL (VL)* + Ap . (VR)(VL)].

(B11)
The backscattering term vanishes: Az, = 2m*Ke¢ —2/K¢ =0
and Agg = A;; = m>K¢ + 1/K°. In the end,
He = 41 / dx[(VR)* + (VLY (B12)
T

we reach a quantum Hall phase at v =1/m = %1 in the
presence of an arbitrary uniform magnetic flux.

APPENDIX C: THOULESS PUMP

Here we study the bulk response in quantum Hall phases.
We address interaction effects and compare the results with
those for the CDW phase.
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FIG. 11. Thin-torus lattice with 6, ;.

1. Thin-torus geometry

One approach to probe the quantum Hall phase is the
detection of the bulk polarization through the Thouless pump
[28,61]. We can now gap out the edge mode by mapping
the two-wire system to a thin torus, shown in Fig. 11. We
add to the field operators two Aharonov-Bohm phases 6., 6,
along the torus with the periodicity L, = L, L, = 2. The torus
Hamiltonian reads

H(O) = — 11 ) [e](Nea()e /P 4 Hel
J

— 1 Y1 (er (DI 4 Hee)
J
— 1Y le](er(j + De /"
J

+ (e + De ™/ 4 Hel
+ A Y NGl + D™ L He]. ()
J

The condition 6, = 6, = 0 and #| = 0 gives back the original
Hamiltonian. In the following analysis, for simplicity we take
t| = t,.. In the bosonization picture, accordingly, the hopping
term between two wires becomes

Hi(0) =— % / dx cos(xx 4 6,/2) cos(v/267)

x cos [(kp + kz)x — v2¢7]. (C2)

2. Bulk polarization

Under the gauge choice (4.19) for the arbitrary flux,

Hi6,) = _% / dx cos(v/207) cos(6,/2 + mv/2¢™),
(C3)

with m = #1. In this geometry, the two modes 6~ and ¢* are
pinned separately. Therefore, from Eq. (4.24), we obtain that
the edge mode ¢’ = (9~ /m + ¢T)/+/2 is indeed gapped out
in this geometry. The variation of 6, enters into the original
bulk mode ¢ = (—0~ /m + ¢1)//2 = —6,/(4m). By chang-
ing 0, periodically, one can probe the bulk polarization.
During the process, one mode 6~ remains pinned and the
magnetization current in the bulk stays fully suppressed:
(jj(x)) o (V™) = 0. For the other mode ¢+, when 6, = 0,
¢ ~ 0. A charge gap is formed in the total charge response,
and the system behaves as a CDW.

On an experimental setup [28], in order to induce a varia-
tion in 6,, one can exert a constant force around the smaller
perimeter y of the torus (see Fig. 11) and adiabatically reach
twisted boundary conditions: F o 9;6,. When 6, goes from 0
to 27, one charge e is transported along the wires,

L 1 A6, 1
dxA(mx)+mix) = ——=—=v=41. (C4)
0 m 2w m
It gives rise to a quantized Hall current perpendicular to
the force

Iy = evo, (C5)

where w denotes the frequency of variation. In Eq. (C5),
one identifies the filling factor with Chern number, which
manifests the Zak phase on the thin-torus geometry

V , 0,6,
0 Y 2 Oy
2

do
= do 39/ ——~ A6,
/0 Y ez 2w

2 de,
= / > 0007:k(6,). (C6)
0 T

Here we use the fact that the Berry connection .A(6,) is
periodic in 6,. In the Berry curvature Qg = 95, A(6,) —
0, A(6,), the first term thus vanishes. ‘

Meanwhile, the Zak phase can also be interpreted through
the electric polarization [92]. From macroscopic electrostat-
ics, one relates the polarization density P(7) to the charge
density p(7) through V - P(7) = —p(#). Combined with the
continuity equation 9;p(¥) + V - f(?) = 0, we obtain

T
V. [8,PF)—j#®] =0 AP= / dtj'. (C7)
0

The second equation is valid up to a divergence-free part. It is
given by the magnetic current in the bulk, which is identically
zero due to the pinned mode 6. f’ represents the adiabatic
current induced by the variation in external potentials [93] and
is related to the total velocity by

- 1 d
Jj = engu(¥) = ez XF: v(F) = e/l;z ﬁv(q),

_ 9e(q)
v(g) = g

— Q. (C8)

For completeness, in this formula, we have restored the Planck
constant /i. One immediately sees, after the integration, the
normal group velocity de(g)/(hdq) vanishes. The anomalous
velocity, on the other hand, comes from the Berry curvature
Q= AL (R) — LA#(R) in the parameter space R =

ORM 9RY
(g, 1). Explicitly,
a du|d
(2 ) (€9
ot ar | dq
with |u(g,t)) defined in the Bloch form of the

ou

Qy =i|{—

9q
instantaneous eigenstates [y, (x, 1)) = e"|u(g, t)). Now
Qg gives nonzero contribution to the difference of the

085116-22



FROM TOPOLOGICAL SUPERCONDUCTIVITY TO QUANTUM ...

PHYSICAL REVIEW B 101, 085116 (2020)

polarization

T
AP = —e dt d—qQ ‘e (C10)
0 Bz 21 ¢

On the torus, in one period we can perform a change of
variables from dt dq to d6, db,. It follows

2
do,
AP =e / db,dp, / A(6y)
0 " Jpz 27

= %[@Zak(ey = 27) — @za(0y, = 0)]. (C11)

Along the wires, we conclude P = l,e@z./(2m) where I,
is the number of magnetic unit cells we measure on the X
direction. Upon the time period 7', when 6, changes from 0
to 2, the Zak phase in Eq. (C6) goes continuously from 0
to 2rrv and a quantized change in polarization density P/e =
l,v = =l can be observed.

Another way to prove Eq. (C11) is to reexpress the anoma-
lous velocity in Eq. (C8) in two dimensions 6 = (6, 6):

6
% [0; x A6y, 6,)].

T](Ox’ Q)r)anom‘ = - a1

(C12)

Applying a x (b x¢)=b(a-¢)—c(a-b)and 0, =27t /T,
the anomalous velocity along the x direction reads

2
V(6 anom. = _?[BGXA(Qy) - 89y~'4(9x)]- (C13)
Correspondingly, the difference in polarization
e [T
ap=— [Car [ d00@ ) (€10
21 Jo BZ

gives back Eq. (C11) after a change of the variable from dt to
Tde,/(2m).

3. Comparison with the z-flux and stability
under Coulomb interactions

Switching to the -flux configuration, the strong tunneling
Hamiltonian (4.8) pins two modes together, 6, ¢T. The
edge mode ¢’ = (0~ /m + ¢+)/~/2 is now gapped out from
the beginning. The system turns into a CDW. If we perform
the same Thouless pump measurement in the torus geometry
(C2),

Hi0,) = — 72;—; / dx cos(+/267)

x [cos(6y/2 4+ V2¢T) + cos(6,/2 — V26 )1.
(C15)

As soon as 0, is varied by an external force, the responses in
the ¢+ mode differ in signs and cancel with each other. No
charge pumping would occur in the charge density wave state
formed by the m-flux.

Here we comment briefly on the effects of Coulomb inter-
actions on the Thouless pump at filling factor v = 1, including
both contributions parallel and perpendicular to the wires. The
parameters in the Luttinger Hamiltonian are then modified as
vEK* = vK, vF/K* = v/K £ (aV,)/m. During the charge
pumping, however, the velocity of the parallel current remains
unaffected:

V@) = —8,[m (x) + ()],

vFKT2 vK~/2
T

e = - VOt (x) = — Vot (). (C16)
T

Under Coulomb interactions, we find the bulk is still stable

in the Thouless pump measurement, and pumping effects are

effectively described through Eq. (C4).
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