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Strongly nonresonant four-wave mixing in semiconductors
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When semiconductors are optically excited above or slightly below the band gap, the linear and nonlinear
responses originate predominantly from the interband polarization. Here, we demonstrate that intraband
excitations, i.e., rapidly oscillating currents that originate from the electric-field-induced acceleration of electrons
and holes, contribute strongly to transient four-wave mixing when it is performed with center frequencies near
half the band gap frequency. Within a two-band model we show that the presence of several pathways arising
from different combinations of inter- and intraband excitations and their interference give rise to characteristic
signatures in time- and spectrally resolved signals. Our approach is based on the semiconductor Bloch equations
and includes the dynamics of off-resonant electron-hole excitations on a microscopic level. The predicted
significant broadening and structure appearing in the four-wave-mixing spectra are in good qualitative agreement
with experimental results.
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I. INTRODUCTION

Coherent four-wave mixing (FWM) is a well-established
method to study light-matter interaction and the dynamics of
material excitations on ultrafast timescales [1–20]. A common
variation is the so-called self-diffraction geometry in which
two laser pulses with wave vectors k1 and k2 that are delayed
with respect to each other by a time delay τ are focused onto
a sample under a small angle. While the first pulse generates
a macroscopic polarization P(1)(t ) in the sample, the second
pulse acts in two ways. In the first step it interacts with the
polarization induced by the first pulse, creating a population
grating of the electronic states. In the second step it interacts
with this grating and creates a polarization P(3)(t, τ ) which
is at least of third order, depends on the time delay τ and real
time t , and acts as the source of the FWM signal that is emitted
in the direction of 2k2 − k1 [19–21]. FWM spectroscopy al-
lows for the determination of dephasing times even in inhomo-
geneously broadened systems (see, e.g., [2,9,10,12,19–22]).
Furthermore, the coupling between electronic states can
be revealed [6,8,23,24], and many-body effects, e.g., exci-
tonic effects [4,5,12,19,20,25], and many-body correlations
such as biexcitonic contributions [11,17,19,20,22,26–37] and
excitation-induced dephasing [38–42] were successfully ana-
lyzed using FWM spectroscopy and its extensions, e.g., two-
dimensional Fourier-transform spectroscopy [23,43–46].

In nearly all cases reported so far the electronic transitions
have been excited resonantly or with a small detuning. How-
ever, there have been a few reports on FWM experiments
carried out with photon energies far below the energy of
the fundamental optical transition in the respective material.
The only experiments on semiconductors which are known
to us have been carried out by Gur-Arie and Bar-Ad, who
investigated GaAs and InP using mid-band-gap pulses [47].
They found a spectral shift and a broadening of the FWM

signal which they attributed to an impulsive excitation of
symmetric lattice vibrations. Reif et al. [48] studied BaF2 and
attributed the observed diffracted orders to Kerr grating, i.e., a
spatial modulation of the samples’ refractive index originating
from the Kerr effect. They showed that the lifetime of the
grating is limited by the temporal width of the laser pulses.
Further experiments were performed on glasses (fused silica
and BK7) and BaF2 [49] as well as the nonlinear crystal
LiNbO3 [50]. For the latter, also a spectral broadening of the
FWM signal was observed. Yet none of these papers contained
any microscopic theory which describes the dynamics of the
off-resonantly excited electronic transitions which are respon-
sible for the FWM emission.

It is well known that for experiments which involve nonres-
onant excitation the assumption that the nonlinear response
originates solely from the interband polarization is invalid.
For example, recently, several experiments where solid-state
systems are excited with highly intense terahertz (THz) pulses
showed the generation of high harmonics up to optical fre-
quencies [51–56] which can be understood properly only
when both inter- and intraband excitations are taken into ac-
count [57–63]. The same is true for, e.g., two- and multiphoton
absorption and emission [64–70] as well as the excitation of
photocurrents with two-color fields [71–76].

In this paper, we study a setting that is somehow in between
resonant interband and THz optics. We analyze FWM for the
case of strongly nonresonant excitation performed with pulses
that have a center frequency close to half of the band gap
frequency. Unlike previous studies [48–50], where an instan-
taneous Kerr nonlinearity was taken as the source of the FWM
emission, our approach includes the dynamics of off-resonant
electron-hole excitations on a microscopic level. Model cal-
culations for a slab with a homogeneous density of two-
level systems using the Maxwell-Bloch equation show that
the nonlinearity of the two-level systems, which originates
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from Pauli blocking (also known as phase-space filling), gives
rise to a density grating off which an electromagnetic field is
scattered into the FWM direction. For the more realistic two-
band model we demonstrate that in this case intraband excita-
tions contribute strongly to FWM signals. In semiconductors
the interference of several pathways which correspond to dif-
ferent combinations of inter- and intraband excitations results
in characteristic modifications of the time- and spectrally
resolved signals. In particular, significant broadening and an
additional structure are predicted to appear in the FWM spec-
tra. Our numerical results are compared with experiments,
and we obtain good qualitative agreement of several features.
Although we do observe two or more peaks in some of the
measured FWM spectra, we, unlike the results of Ref. [47],
do not find a clear correlation with phonon frequencies of the
investigated materials.

This paper is organized as follows: In Sec. II we describe
our theoretical approach and present and discuss our numer-
ical results. After starting with a simple two-level system
we show the modifications that appear within a two-band
model when both inter- and intraband excitations are taken
into account in the framework of the semiconductor Bloch
equations (SBEs). In addition, supporting results which in-
clude propagation via the Maxwell-Bloch equations for a
two-dimensional model are provided in the Appendix. The
experimental results are presented and discussed in Sec. III.
Our main results are briefly summarized in Sec. IV.

II. THEORETICAL APPROACH
AND SIMULATION RESULTS

In this section we describe our theoretical models and
present and discuss our numerical results. We first consider
a two-level system in Sec. II A and show that already for
this simplest model nonresonant interband excitations lead
to a finite FWM signal. In the time domain the width of
this coherent nonlinear signal is smaller than that of the inci-
dent pulse envelopes, and correspondingly, the FWM spectra
are broadened in comparison to the spectra of the exciting
pulses. Additional simulations including propagation for a
two-dimensional model system, which are presented in the
Appendix, shine additional light on the generation of the
FWM emission and confirm our findings.

Clearly, a two-level system is too simple to describe optical
excitations of bulk semiconductors as well as extended nanos-
tructures like quantum wells and wires where the electronic
states appear in bands and are given by extended Bloch
functions. Therefore we present and analyze in Sec. II B
a two-band model which includes both inter- and intraband
excitations. For the two-band model it is demonstrated that
for strongly nonresonant excitation besides the interband po-
larization also intraband currents contribute significantly to
FWM. Due to the interference of several terms the FWM
signals differ significantly from the two-level results. In par-
ticular, the destructive interference between two contributions
may lead to two peaks in both the time-resolved and the
spectrally resolved FWMs. For simplicity, we restrict our
analysis to the third-order limit and thus compute the FWM
signal in the perturbative regime, and in addition many-body
and propagation effects are neglected in this initial model

study. Although it is known that excitonic effects and many-
body correlations strongly dominate FWM for resonant ex-
citation, in the regime considered here the detuning is the
largest relevant energy scale, and we therefore do not expect
strong modifications arising from many-body contributions.
This assumption is verified by the qualitative agreement of
our theoretical results with experiment (see Sec. III).

A. Two-level model

Many nonlinear optical processes, e.g., bleaching and the
optical Stark effect as measured in pump-probe experiments,
FWM including photon echoes in inhomogeneously broad-
ened systems, Rabi oscillations, etc., have been successfully
described using a simple two-level model. The well-known
Bloch equations for a two-level system read [19–21,77]

∂

∂t
p = −iωcv p + i

h̄
d · E(1 − 2n) − p

T2
, (1)

∂

∂t
n = i

h̄
d · E (p∗ − p) − n

T1
, (2)

where p is the interband coherence between the two levels
and n is the occupation of the upper level. ωcv is the transi-
tion frequency, d is the dipole matrix element between the
two states, and E(t ) is the electric field driving the optical
excitation. The decay of the interband coherence is modeled
phenomenologically by the dephasing time T2, and relaxation
is modeled by the time T1 which describes the decay into the
lower level whose occupation is given by (1 − n). The optical
response of the two-level system is governed by the interband
polarization P(t ) = d(p + p∗).

The optical excitation is modeled by considering two laser
pulses, and the total electric field is given by E(t ) = E1(t ) +
E2(t ), with Eν = êνEν (t ) and Eν (t ) = Êν (t ) cos(kν · r − ωLt )
for ν = 1, 2. The pulses are colinearly polarized ê1 = ê2 =
d/|d| ≡ ê, are degenerate, and have a Gaussian envelope with
the same duration Ê1(t ) = Ê2(t ) ∝ e−(t/t̄ )2

. As is well known,
for resonant or near-resonant excitation, i.e., ωL ≈ ωcv , an
interband polarization P(3)

FW M is generated in third order in
the light-matter interaction whose second time derivative is
the source of the FWM signal emitted in the direction of
2k2 − k1. In a perturbative analysis of this signal one starts
with an interband coherence p(1) induced by E1 which by
the interaction with E2 is conjugated and transferred into a
second-order density grating n(2). By another interaction with
E2 this grating leads to a third-order interband coherence p(3)

which is responsible for the FWM emission.
This scenario including the perturbative analysis also holds

for a strongly nonresonant excitation when the detuning � =
ωcv − ωL exceeds all other relevant frequency scales, i.e.,
the spectral width of the laser pulses and the homogeneous
linewidth. However, in the fully off-resonant case one enters
the following adiabatic regime [19,77] in which the dynamics
of the coherent material excitations follows the envelope of
the exciting pulse (often, such excitations are referred to as
virtual). In this regime p(1) induced by the first pulse is
proportional to �−1Ê1(t )e−iωLt [where we have neglected the
contribution proportional to (ωcv + ωL )−1Ê1(t )eiωLt , which is
even weaker for a not too small ωL]. Since p(1) exists only as
long as E1 is present, a FWM signal can be generated only
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FIG. 1. (a) FWM signal in the time domain for h̄ωL = 0.8 eV
(corresponding to λL = 1550 nm). The black solid and dashed lines
show the square of the pulse envelope, i.e., [Ê (t )]2, and its third
power [Ê (t )]6, respectively. (b) FWM signal in the frequency domain
for different h̄ωL (thick colored lines). The black solid and dashed
lines show the squared Fourier transforms of E (t ) and [E (t )]3, i.e.,
|E (ω)|2 and |E (ω)|6, respectively. In both (a) and (b) we use t̄ =
50 fs and h̄ωcv = 1.5 eV, which is close to the band gap of GaAs.

when the two pulses overlap in time. We therefore limit the
present analysis to the case of zero time delay between the
pulses, i.e., Ê1(t ) = Ê2(t ) ≡ Ê (t ). Also in third order p(3)(t )
is generated off resonantly, and it thus vanishes directly after
the excitation. Its magnitude scales as �−3, and since three
excitations are involved, its dynamics should be more rapid
than the envelope of the incident pulses and rather behave as
[Ê (t )]α with an α close to 3.

These theoretical expectations are fully confirmed by nu-
merical solutions of the two-level Bloch equations, Eqs. (1)
and (2). As shown in Fig. 1(a) in the coherent limit, i.e.,
T2 = 2T1, the FWM intensity IFW M (t ) ∝ |P(3)

FW M (t )|2 is nearly
identical to [Ê (t )]6. However, this limit is very unrealistic
for extended semiconductor systems where the dephasing is
typically much more rapid than relaxation. For T2 � T1 the
temporal dynamics of |P(3)

FW M (t )|2 is a bit delayed and slightly
slower than |E(ω)|6, but this retardation is significant only if
T2 is comparable to or smaller than the pulse length t̄ . Corre-
spondingly, even away from the coherent limit, the spectrally
resolved FWM intensity I(3)

FW M (ω) ∝ |ω2P(3)
FW M (ω)|2 appears

to be significantly broader than the width of the intensity of
the incident pulses |E(ω)|2 [see Fig. 1(b)]. Our numerical
simulations confirm that the overall scaling of the FWM
intensity is close to ω4

L�−6, as expected for a nonresonant
excitation.

B. Two-band model

Although a two-level system is sufficient to demonstrate
the existence of FWM in the strongly nonresonant regime,
this simple model does not adequately describe the excitation
of extended semiconductors in this regime. The main short-
coming of the two-level model is that it includes only inter-
band excitations but completely misses intraband excitations.
Whereas intraband excitations, i.e., the electric-field-induced
acceleration of electrons within a band, are typically negligi-
ble for resonant excitation with frequencies near or above the
band gap, they contribute significantly to the optical response
when semiconductors are excited with low-frequency fields,
e.g., to high-harmonic generation induced by THz fields.
Other examples where inter- and intraband excitations con-
tribute and interfere are, e.g., multiphoton absorption and the
excitation of photocurrents with two-color fields.

In the following we demonstrate that intraband excitations
need to be considered when analyzing FWM in the strongly
nonresonant regime and that in addition to the interband
polarization the intraband current has to be included as a
source for the FWM signal. Our analysis is based on the
Bloch equations for two bands which include both interband
(∝ d · E) and intraband (∝ E · ∇k) excitations [58,70,76],

∂

∂t
pk = −iωk pk + i

h̄
d · E(1 − 2nk )

+ e

h̄
E · ∇k pk − pk

T2
, (3)

∂

∂t
nk = i

h̄
d · E (p∗

k − pk ) + e

h̄
E · ∇k nk − nk

T1
. (4)

The interband polarization for the two-band system is given
by P(t ) = d

∫
dk (pk + p∗

k ). Unlike the two-level system,
however, in this case the time derivative of the total current
J(t ) = Jp(t ) + Jn(t ), with

Jp(t ) = ∂

∂t
P(t ), (5)

Jn(t ) = −e
∫

dk nk∇kωk, (6)

needs to be considered as the source for the nonlinear optical
signals. It should be noted that for a transition frequency
ωk which is symmetric as a function of k, its derivative is
asymmetric, and thus Jn(t ) is finite only if the occupation nk
has contributions which are asymmetric in k space.

Considering a two-band system that is in its ground state
before the optical excitation, i.e., pk = nk = 0, the linear
optical response is fully described by p(1)

k , which originates
from an interband excitation. The dynamics of p(1)

k is pro-
portional to �−1

k Ê1(t )e−iωLt and thus, apart from a weak k
dependence of the detuning �k = ωk − ωL, identical to that
of p(1) for the two-level system. So in the linear optical regime
the two-band model just corresponds to a summation over
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many two-level systems representing the interband transitions
at different points in k space.

In the nonlinear regime, however, additional excitations
appear in the two-band model which do not exist in a two-level
system. At second order in the light-matter interaction, in
addition to n(2)

k it is also possible to generate p(2)
k via an

intraband excitation [70,76,78]. It should be noted that within
the present model with a symmetric interband transition fre-
quency ωk and a symmetric (actually, k-independent) dipole
matrix element d, p(2)

k is asymmetric as a function of k and
thus after summing over k does not lead to a macroscopic
second-order polarization. At third order, p(3)

k (n(3)
k ) can be

generated by an interband (intraband) excitation from n(2)
k

as well as by an intraband (interband) excitation from p(2)
k .

Although for the two-level system only a single pathway, cor-
responding to three consecutive interband excitations, leads
to FWM, for the two-band model four contributions exist, and
in addition to p(3)

k also n(3)
k is generated, demonstrating that

intraband currents contribute to FWM.
For our numerical solutions of Eqs. (3) and (4) we consider

a finite T2 (of 150 fs in Figs. 2 and 3) and an infinite T1 since
in semiconductors the dephasing is typically much more rapid
than the relaxation. The following discussion holds for a broad
range of parameter values (T2, t̄ , λL); however, below we also
discuss features that are sensitive to the excitation and system
parameters.

Figure 2(a) shows that the FWM signal originating from
the polarization current |Jp(t )|2 has basically a Gaussian
shape with a peak near t ≈ 0 and thus is quite similar to
the signal obtained for the two-level system. The population
current |Jn(t )|2, however, shows a more complex behavior
and has two peaks as a function of time. Furthermore, the
maximum of |Jn(t )|2 exceeds that of |Jp(t )|2, clearly demon-
strating the relevance of intraband excitations. The total signal
is determined by |Jp(t ) + Jn(t )|2, and thus it contains an in-
terference contribution given by [Jp(t )J∗

n(t ) + J∗
p(t )Jn(t )]. As

shown in Fig. 2(a) the interference between the polarization
and the current contributions is positive for times smaller than
about 20 fs, then becomes negative, and for longer times is
again positive. The total signal has a minimum at about 30 fs
which is close to the maximal negative interference between
Jp(t ) and Jn(t ) where these two terms almost cancel each
other.

The change from the initially constructive to destructive
interference between Jp(t ) and Jn(t ) has its origin basically in
a phase change of Jn(t ) as a function of time [see Fig. 2(b)].
Jn(t ) is generated from two second-order sources, i.e., p(2)

k and
n(2)

k . Whereas the contribution originating from p(2)
k follows

the dynamics of the incident pulses, the contribution originat-
ing from n(2)

k has a slightly delayed maximum. It should be
noted that this temporal shift originates from our choice of a
long (in fact, infinite) T1 time, and it is absent in the coherent
limit, which, however, is very unrealistic for semiconductors.
Furthermore, the two contributions to Jn(t ) have a phase
difference of π and thus interfere destructively.

The opposite sign of the two terms can also be verified
by calculating Jn(t ) analytically. The term of n(3)

k originat-
ing from p(2)

k is proportional to [i(ωk − 2ωL ) + (1/T2)]−1.
Thus when 2h̄ωL exceeds the band gap, resonant two-photon

FIG. 2. (a) FWM intensity in the time domain |Jp(t ) + Jn(t )|2
along with individual contributions. (b) Real part of the density
contribution Jn ≡ ê · Jn [compare Eq. (6)] to the FWM directed
third-order current density. The total Jn is a sum of two contributions,
Jn,p(2) and Jn,n(2) , which are also shown. In (b) the black solid and
dashed lines correspond to Ê (t ) and [Ê (t )]3, respectively. In (a) these
envelopes are squared and shown by the same line types. The param-
eters are λL = 1550 nm (h̄ωL � 0.8 eV), t̄ = 55 fs, T1 = ∞, T2 =
150 fs, h̄ωk=0 = 1.58 eV, m∗

e = 0.1m0, m∗
h = 0.5m0, |d| = 3e Å; that

is, the material parameters closely correspond to GaAs.

excitations are included in p(2)
k . However, the FWM is dom-

inated by off-resonant excitations, and therefore the sign of
this contribution to Jn(t ) depends on whether most interband
transition frequencies ωk are larger or smaller than 2ωL. If
2ωL is only slightly above the band gap, as in the situation
considered in Fig. 2, most ωk are larger than 2ωL. In this case
the signs of Jn,p(2) and Jn,n(2) , i.e., the contributions originating
from the two sources of n(3)

k , are opposite, which leads to
the strong destructive interference of the two terms shown in
Fig. 2(b). Even for higher-frequency excitation, ωk is, on aver-
age, larger than 2ωL; however, the phase shift is not exactly π ,
and the minimum in the double-peak structure of |Jn(t )|2 and
IFW M does not reach zero as in Fig. 2(a). Due to their shifted
temporal dynamics, first, the source term originating from p(2)

k

is dominant, whereas later, the one from n(2)
k is larger, which

leads to the two peaks in the envelope of Jn(t ) and the phase
shift near its minimum at around 20 fs. In principle, the FWM
signal originating from the polarization current |Jp(t )|2 shows
the same behavior; however, in this case, the delayed peak is
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FIG. 3. FWM intensity in the frequency domain |ωJp(ω) +
ωJn(ω)|2. The black solid and dashed lines correspond to the squared
Fourier transform of E (t ) and [E (t )]3, i.e., |E (ω)|2 and |E (ω)|6,
respectively. (a) The FWM signal for λL = 1550 nm along with
individual contributions. The parameters are the same as in Fig. 2.
(b) The right spectrum is the same as in (a); for the left one we
changed only the excitation wavelength to λL = 1400 nm (both spec-
tra are normalized). This roughly matches the excitation conditions
used in the experiment (compare Fig. 4).

very small. Nevertheless, this explains why the interference
term in Fig. 2(a) becomes positive again at about t = 40 fs.

The time-domain FWM signal with two peaks [see
Fig. 2(a)] leads to the two peaks in the FWM spectrum; see
Fig. 3(a), where the minimum in the center, i.e., near ωL, is
a direct consequence of the close to π phase shift in the time
domain. Due to the reduction of certain spectral components,
the FWM intensity spectrum IFW M (ω) appears broader than
the squared Fourier transform of [E (t )]3.

Figure 3(b) shows two FWM spectra, with excitation con-
ditions roughly matching those in the experiment shown in
Fig. 4. For excitation with higher frequency (λL = 1400 nm),
only a single peak appears instead of two; however, there
still exists a weak separation into redshifted and blueshifted
components. This is due to the only partial destructive inter-
ference, as mentioned above. In Fig. 3(b) we have chosen the
same T2 for each λL.

The agreement between the simulations and the exper-
imental spectra could be further improved by assuming a
shorter T2 for the higher-frequency excitation (not shown);
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FIG. 4. Normalized transmission and FWM spectra of the CdTe
and GaAs samples at a temperature of 10 K. The FWM spectra have
been integrated over a time delay of 125 fs around the zero time delay
between the two excitation pulses and are subtracted by the uniform
stray light of the excitation pulses. While the directly transmitted
pulses (dotted lines) represent the spectrum of the respective exci-
tation pulses, the FWM signals (solid lines) show a distinct spectral
broadening.

however, since we model dephasing and relaxation phe-
nomenologically, we focus here on demonstrating the prin-
ciple effects and refrain from fitting and optimization in this
initial study. In our model with an infinite T1, the dephasing
time T2 has a significant influence on the total intensity and
the spectral shape of the FWM signal. For a short T2 the partial
signal from Jn,n(2) is large and significantly delayed, resulting
in a strong FWM at low frequencies. In the opposite case, the
blueshifted components become more dominant, and the total
signal is weaker.

III. EXPERIMENTAL RESULTS

To experimentally confirm these theoretical predictions we
have performed spectrally resolved FWM experiments on a
900-μm-thick sample of bulk CdTe as well as a 500-μm-thick
sample of bulk GaAs. The experiments are performed with a
1-kHz regenerative amplifier that emits 35-fs-long pulses at a
central wavelength of 800 nm. This output drives an optical
parametric amplifier that enables us to tune the excitation
wavelength. For our experiments we choose central wave-
lengths of either 1400 or 1550 nm. Subsequently, the output
of the optical parametric amplifier is divided into two pulses
of equal intensity by means of a beam splitter. One of the
two pulses passes a delay line before both pulses are focused
onto the sample. The FWM signal, which is self-diffracted
in the direction of 2k2 − k1, is analyzed by means of a
grating spectrometer. The spectrometer has a GaInAs detector
line which allows us to detect photons from 900 to about
1600 nm.

First, we performed FWM experiments at the half-band-
gap energy. For this we selected an excitation wavelength
of 1550 nm (0.8 eV) and cooled the CdTe sample down to
10 K in a continuous-flow cryostat using liquid helium. At this
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FIG. 5. Contour plot of the self-diffracted light in the direction
of 2k2 − k1 of a 500-μm-thick GaAs sample. The intensity of the
detected light is reflected by the color scale. For a time delay of
the two excitation pulses close to 0 ps a pronounced FWM signal
is observed, while for larger time delays between both pulses only
comparatively weak signals of stray light are detected. The FWM
signal is substantially broadened compared to the stray light of the
excitation pulses.

temperature, the band gap of CdTe is about 1.6 eV (775 nm)
[79], so the excitation wavelength of 1550 nm corresponds
precisely to half the band gap energy. The resulting FWM
spectrum is shown in Fig. 4 together with the transmitted
optical pulse for a pump fluence of 3.17 mJ/cm2.

As theoretically predicted, we observe a clear spectral
broadening of the FWM signal (blue line) compared to the
directly transmitted optical pulse (black dashed line). While
the intensity of the excitation pulse decreases rapidly towards
zero for wavelengths below 1500 nm, the FWM signal is
significantly broadened towards higher frequencies (shorter
wavelengths). The maximum intensity of the FWM signal is
blueshifted to 1520 nm, and there are two additional local
interference maxima at 1430 and 1380 nm. In total, the FWM
signal reaches down to almost 1350 nm and thus contains
spectral components that are more than 100 nm below those of
the optical excitation pulse. Above the central wavelength of
1550 nm a broadening of the FWM signal is also indicated
in the experimental data. However, the strongly decreasing
sensitivity of the detector above 1600 nm limits the signif-
icance of the data in this spectral range. To evaluate the
spectral behavior of the FWM signal both above and below the
excitation wavelength, the experiment is repeated at a central
wavelength of 1400 nm. Here, a more or less symmetrical
broadening of the FWM signal occurs (orange line in Fig. 4).
In contrast to an excitation at 1550 nm, here a redshift of the
FWM maximum in comparison to the optical excitation pulse
is observed. A comparable redshift of the FWM peak has also
been found for these excitation conditions in the theoretical
modeling in Fig. 3(b).

These experimental observations are not limited to CdTe
and cryogenic temperatures but also occur at bulk GaAs and
room temperatures. Figure 5 shows a contour plot of the

spectral light intensity in the 2k2 − k1 direction from a bulk
GaAs sample. The sample is held at 10 K and excited at
a central wavelength of 1550 nm with a pump fluence of
3.17 mJ/cm2. For temporal overlap of the two excitation
pulses, a distinct FWM signal is obtained which is spectrally
broadened and blueshifted. Apart from the temporal overlap,
only the nearly constant stray light of the excitation pulses
is detected around 1550 nm. For better comparison with the
CdTe sample, the FWM spectrum of the GaAs sample is
plotted in Fig. 4 as well. Overall, we find a qualitatively
similar response: the FWM signal of the GaAs sample shows a
comparable spectral broadening and blueshift. Quantitatively,
the FWM spectra of CdTe and GaAs differ particularly in
the number and strength of the occurrence of the additional
interference signatures. These interferences are much less
pronounced for the GaAs sample. However, this behavior is
consistent with the predictions of our numerical simulations.
As described in Sec. II B, the development of interference
patterns depends, among other things, on whether most in-
terband transition frequencies ωk are greater or smaller than
2ωL. Since the band gap of GaAs at 1.519 eV is smaller than
that of CdTe, more ωk are smaller than 2ωL, and therefore a
less pronounced interference pattern is expected.

The fact that a qualitatively similar spectral broadening
can be observed at different samples and sample temperatures
suggests that this is a universal phenomenon of FWM signals
for excitations close to half the band gap. On the other hand,
quantitative differences such as the strength of the broadening
or local interference maxima in the FWM spectra appear to be
related to specific properties of the sample and their coherent
dynamics.

IV. SUMMARY

We analyzed FWM performed with off-resonant pulses
that have frequencies close to half the band gap frequency
using microscopic models which include the dynamics of the
electronic excitations. Although already for a simple two-
level model some broadening of the FWM spectra originating
simply from off-resonantly excited nonlinearities is obtained,
a more realistic two-band model shows more complex signa-
tures in both the time- and spectrally resolved FWM signals.
These originate from several pathways which correspond to
different combinations of inter- and intraband excitations that
contribute to FWM. The significant broadening and structure
of the FWM spectra that are obtained from numerical so-
lutions of the SBEs are in good qualitative agreement with
experimental results. Our findings offer several possibilities
to analyze the dynamics of optical nonlinearities, electronic
couplings, and many-body effects using strongly off-resonant
excitations.
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FIG. 6. (a) Snapshot of the transient density grating �n(2) at
t = 10 fs generated by the interference of two incident plane-wave
pulses which propagate in the k1 and k2 directions, respectively. The
sample medium is described as a small slab with a homogeneous
density of two-level systems (1024/cm3) with transition dipoles
|d| = 0.624 eÅ. The transition energy of the two-level systems is
h̄ωcv = 1.6 eV; the incident pulses have a frequency of ωL = 0.6ωcv ,
have a Gaussian temporal envelope with t̄ = 55 fs, and have maxima
of their envelopes at x = 0.3875 μm for t = 0. (b) Snapshot of the
energy flux density of the third-order electromagnetic field at 200
fs. At this time the diffracted pulses have traveled about 60 μm. The
FWM direction of 2k2 − k1 = k2 + (k2 − k1) is indicated by the red
arrow. In addition, a second pulse diffracted into the direction of the
first pulse k1 = k2 − (k2 − k1), which corresponds to a pump-probe
signal, is visible. The indicated thickness of the sample (gray) is not
to scale.

APPENDIX: NUMERICAL SOLUTIONS OF THE
MAXWELL-BLOCH EQUATIONS FOR A
TWO-DIMENSIONAL MODEL SYSTEM

Besides solving Eqs. (1) and (2), we also performed nu-
merical model simulations of the Maxwell-Bloch equations
in two spatial dimensions using the finite-difference time-
domain (FDTD) method [80–82]. In these model calculations
we consider a thin rectangular slab which contains a homo-
geneous spatial density of two-level systems and describes

two incident pulses with a finite spatial width arriving at
the sample under an angle. These simulation results confirm
the existence of a transient density grating n(2) at second
order which is generated by the spatiotemporal interference
of the two off-resonant excitation pulses. Furthermore, the
numerical solutions of the Maxwell-Bloch equations which
include, as the only nonlinearity, the Pauli blocking of the
two-level systems as contained in Eqs. (1) and (2) demonstrate
the emission of a finite FWM signal in the 2k2 − k1 direction
for off-resonant excitation [83]. Thus the density grating, i.e.,
the spatially varying occupation of the upper level of the
two-level systems, acts similar to a Kerr nonlinearity.

The numerical solution of the Maxwell-Bloch equations is
performed using a predictor-corrector algorithm which was
first introduced by Ziolkowski et al. [81]. This approach is
based on finite differencing of the coupled Maxwell’s curl
equations in space and time [80]. In our two-dimensional
FDTD simulations we consider TMz modes as the source.
The incident pulses are initialized at an angle of ±5◦ using
the total-field/scattered-field technique (TF/SF). [81] The
sample, i.e., a thin slab containing a homogeneous density
of two-level systems, is placed inside the TF region and
extends from 775 to 930 nm in the x direction and from
7.75 to 23.25 μm in the y direction (see Fig. 6). In order to
avoid artificial reflections at the outer surface of the FDTD
simulation space we apply perfectly matched layer boundary
conditions via auxiliary fields [82]. To keep the numerical
requirements within reasonable limits, we considered a very
small slab which, however, is still sufficient to highlight the
essential physics, i.e., the generation of a transient density
grating the emission of a FWM signal originating from the
nonlinearity of the two-level systems.

We use a perturbative expansion in powers of the inci-
dent pulses to determine the emitted radiation caused by
the third-order interband coherence p(3). This leads to three
simulation spaces, two linear ones for each of the incident
fields and one for the third-order excitation and fields, which
are solved in the FDTD simulations [83]. The two linear
interband coherences p(1) induced by each of the incident
fields generate at second order a transient density grating
�n(2) [see Fig. 6(a)]. The interaction between the second pulse
and the density grating leads to the nonlinear polarization
p(3), whose second time derivative is the source of the field
emitted in the FWM direction 2k2 − k1. In Fig. 6(b) besides
the emission into the FWM direction, also a field propagating
into k1 corresponding to a pump-probe experiment is visible.
The temporal dynamics and spectra of the FWM emission
including propagation are very close to the results shown in
Fig. 1.
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