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High coercivity magnets are an important resource for renewable energy, electric vehicles, and memory
technologies. Most hard magnetic materials incorporate rare earths such as neodymium and samarium, but
concerns about the environmental impact and supply stability of these materials are prompting research into
alternatives. Here, we present a hybrid bilayer of cobalt and the nanocarbon molecule Cgy which exhibits
significantly enhanced coercivity with minimal reduction in magnetization. We demonstrate how this anisotropy
enhancing effect cannot be described by existing models of molecule-metal magnetic interfaces. We outline a
form of anisotropy, arising from asymmetric magnetoelectric coupling in the metal-molecule interface. Because
this phenomenon arises from 7 -d hybrid orbitals, we propose calling this effect -anisotropy. While the critical
temperature of this effect is currently limited by the rotational degree of freedom of the chosen molecule, Cq,
we describe how surface functionalization would allow for the design of room-temperature, carbon-based hard

magnetic films.
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I. INTRODUCTION

The coupling between molecules and magnetic thin films
has been intensively explored over the last 15 years. It has
been observed that antiferromagnetic interface states form
between a variety of organic molecules and Co or Fe films,
resulting in changes to their magnetic anisotropy [1-4]. Fur-
thermore, it has been observed that Cg has a profound effect
on the band structure and magnetic behavior of transition
metals, inducing ferromagnetic states in otherwise nonmag-
netic materials [5—7]. The high electron affinity of Cgp can
overcome the work function of metals such as Au, Cu, and
Co, leading to a transfer of spin polarized charge [8,9]. This
interfacial coupling is accompanied by the formation of a
polarized -d hybrid interface state in the Cgy band gap [10].
These surface interactions result in a modified density of
states (DOS) at the metal surface and the formation of an
antiferromagnetically (AF) coupled interface state detectable
by transport and spectroscopy [11,12]. While Co/Cg surfaces
in general exhibit increased coercivity and decreased magne-
tization, we observe that tuning the Co structure using a Ta
seed layer leads to energy products, uoMH, up to 8.6 MJ/m?,
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an increase of 5.2 x that of uncapped Co thin films [Figs. 1(a)
and 1(b)].

This increase cannot solely be explained by changes in
DOS and interface hybridization. The predicted change in
interface anisotropy calculated by Bairagi et al. in ultrathin
Co films was 1.5 meV, whereas the pinning observed in Co-
Cego films is 10.8 meV [4]. However, we propose that these
effects can be explained broken interfacial symmetry. Density
functional theory (DFT) simulations of the Co-Cgq interface
show that the molecule adsorbs to the surface with the atom
at the vertex joining a hexagonal and pentagonal carbon ring
(HP) closest to the surface. In this orientation, the sum of
all p-d hybrid bonds results in a strong out-of-plane electric
dipole which is dependent on the in-plane magnetization. This
interfacial magnetoelectric coupling explains the dramatic
increase in coercivity observed in Co-Cgy films below the
rotational transition of Cg.

II. MAGNETOMETRY RESULTS

Superconducting quantum interference device magnetom-
etry results show Co/Cgg bilayers cooled in an external field
appear to exhibit exchange bias fields of up to 0.45 T and
coercivity up to 1.5 T [Fig. 1(a)]. Exchange bias is commonly
the result of coupling between ferromagnets (FMs) and anti-
ferromagnets (AFs) [14]. While the Co/Cg interface exhibits
AF coupling, this extends only for a single monolayer and the
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FIG. 1. (a) MH curves for two indentical bilayer films of
Ta(4 nm)/Co(3 nm), cooled to 5 K in a 2 T applied field. The red
curve (stars) is an uncapped film while the black curve (circles) is
capped with a 35-nm film of Cg. The increase in the maximum
energy product with the addition of Cgy is 520%. The right-hand
images show the expected orientation of the Cgy molecule on the
Co surface before demagnetization (top) and after (bottom). (b) The
energy product for a Co/Cg film as a function of temperature. There
are two distinct regimes above and below the rotational transition
of Cg at 100 K. The red and blue fits are for the temperature-
dependent pinning factor as described in the temperature-dependent
Jiles-Atherton model, Eq. (1) [13].

Ceo films do not show high magnetic anisotropy or exchange
coupling. Furthermore, in exchange biased FM/AF bilayers,
coercivity peaks at the Néel temperature of the AF due to its
breakdown into weakly coupled grains which contribute to
domain wall pinning but not to unidirectional anisotropy [15].
However, the temperature-dependent coercivity of these bi-
layers shows no such peak [Fig. 1(b)]. Analysis of the
dependence of coercivity on temperature reveals two dis-
tinct regions, which can both be fit to a Jiles-Atherton (JA)
model [13]. The pinning factor is roughly equivalent to coer-
civity and is defined as

K(T) = k(0) (_ZT) ()
= exp ,
BT.

where k is the pinning factor, B is the critical exponent of
the ferromagnet, and 7. the Curie temperature. The high-
temperature region is fit to a single exponential while the low-
temperature region is fit to the sum of the high-temperature
behavior and a low-temperature pinning factor with differing
k(0) and T.. The T, of the high-temperature region is found
to be 739 + 6 K. While it is not possible to verify this Curie

temperature in a bilayer (Cgp evaporates at between 600 and
700 K), we expect that strong hybridization between thin-film
Co and Cgy would suppress T, as well as saturation magneti-
zation. The critical temperature of the low-temperature region
is found to be 351 £ 9 K, well above room temperature. The
steep reduction in pinning above 100 K does not fit to a JA
model but shows critical behavior.

Following a single demagnetization cycle, the coercivity
of the loop drops by 50% and the exchange bias is reduced to
zero [Fig. 2(a)]. Changes in exchange bias after successive
sweeps is observed in conventional exchange bias FM/AF
bilayers where it is known as training [16]. This is typically
attributed to the movement of antiferromagnetic domain walls
in the AF layer. However, in this case, there is no bulk AF
which might allow for the formation of AF domain walls and
explain the training effect. Rather than modeling this effect ac-
cording to the exchange bias model of Meiklejohn and Bean,
this offset loop could be explained as the superposition of two
hysteresis loops, one high coercivity and one low coercivity,
of which the high coercivity loop survives only a single de-
magnetization cycle. It has previously been demonstrated that
bilayers of hard and soft ferromagnets can produce apparently
exchange biased hysteresis loops with strong training effects
related to domain formation in the hard layer [17]. This model
can be applied to Co/Cg bilayers if we consider the hybrid
interface as the hard magnetic layer, which then pins the rest
of the Co film. If the hard ferromagnetic layer has sufficiently
high anisotropy and the soft layer is sufficiently thick, the
bilayer can act as an exchange spring, in which the hysteresis
loop has an entirely reversible portion at low field [18].

The first-order-reversal-curve (FORC) technique decom-
poses a hysteresis loop into individual demagnetization quanta
or hysterons [19]. The distribution of hysterons provides
information about the range of activation energies for mag-
netization reversal and, therefore, the variations in anisotropy,
domain wall pinning, and exchange bias in a thin film. This
is achieved by applying a saturating positive field followed
by a nonsaturating reversal field, Hy. The sample’s magne-
tization is then measured while sweeping the field back to
positive saturation at various field setpoints, H,. This process
is repeated for progressively increasing reversal fields. The
hysteron density, p, is then defined by the mixed second-order
differential:

1 d*M

—_—— 2
2 dH,dH, @

p(Hy, Hf) =

This can then be transformed into the bias field, Hj, and
coercivity, H,, using the definitions

H, =t )
2
H; +H,
H. = % )

The results of FORC measurements on a Co-Cg bilayer
during the first and second sweeps are shown in Fig. 2(b). The
three-dimensional (3D) plots show the hysteron density for
the first and second sweeps. In the first sweep, the distribution
forms a sharp peak at high bias and coercivity. Notably,
the small step at zero field evident in Fig. 1(a) does not
produce a hysteron peak. This is because it is completely
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FIG. 2. (a) Minor loops for increasing values of H, for the first and second demagnetization sweeps. (b) Hysteron density plots for the first
and second demagnetization of a Co/Cg film cooled to 5 K in a 2 T applied field. The distribution of reversal modes is significantly changed

from the first to the second sweep.

paramagnetic. In the second sweep, the hysteron peak is
reduced, broadened, and pushed towards zero bias. This dis-
tribution indicates a broad range of activation energies for
different reversal modes.

III. x-ANISOTROPY DISCUSSION AND SIMULATION

The transition temperature range between the high- and
low-temperature regions in Fig. 1(b) corresponds closely
to the range over which the rotational timescale for a Cg
molecule is changing, with the rotation being frozen-out
at 90 K in bulk films [20]. Scanning tunneling microscopy
observations of single Cgy molecules on Co, Fe, and Cr
surfaces reveal that the spin polarization of the hybrid
interface state is strongly dependent on interfacial symmetry,
in particular in cubic metal films, where the broken interfacial
symmetry gives rise to very high polarization in the fullerenes
[21,22]. Our DFT simulations show that, on the (111) plane
of fcc Co, the Cgg preferentially adsorbs on the HP vertex, or
5:6 bond, leading to —6.5 eV adsorption energy and breaking
of the symmetry of the interface. This leads to a symmetry-
dependent interfacial spin polarization, which varies by
0.2up between the hexagonal and pentagonal faces of the
molecule [23]. In composites containing magnetic transition
metals and light elements such as carbon or oxygen, spin-orbit
coupling gives rise to a spin dependence in the hybridization

between p and d orbitals [24]. Where p-d hybridization
occurs asymmetrically between multiple light atoms and a
single transition-metal atom, this results in a spin-dependent
electric dipole.

The polarization induced by spin-dependent hybridization
is defined as

> A o
P =ZA,-]-(|S,~||rij|c059ij)2rij, (5)

ij

where 7;; is the vector pointing from a given transition-metal
atom i with spin S;, to a light atom j [25]. The angle between
the bond and the spin is given as 6;;. A;; defines the magneto-
electric coupling strength, which will primarily be dependent
on spin-orbit coupling at the Co surface. At the interface
between a metal lattice comprising n bonded atoms and a
molecule comprising m bonded atoms, the spin-dependent
contribution to the electric dipole is given by the sum of P;;
over all bonds.

If the molecule is bonded on the vertex between two
hexagonal faces (the HH orientation), all in-plane components
of the polarization in Eq. (5) will cancel. However, if it is
bonded between a hexagonal and pentagonal face (HP orien-
tation), there will be a component of £S;7r;; which does not
cancel, due to the symmetry dependence of the hybridization,
meaning an in-plane spin rotation will change the magnitude
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FIG. 3. (a) Representations of the Co/Cg, stationary points during rotation as simulated via DFT. Three atoms on the hexagonal ring
are marked for reference. The transition state (TS) shows the point in the HH-HP rotation where the surface energy is maximized. This is a
first approximation to the energy barrier which must be overcome by the magnetoelectric torque at the interface. The Cgy will then reach the
metastable HH state. (b) Hysteresis loop simulated using the MUMAX3 code. The surface pinning replicates the vertical domain wall nucleation
predicted in the -anisotropy model. In the second sweep, this surface anisotropy is reduced, resulting in the formation of in-plane domains.
(c) Shows a color map for the slab simulated in (b). Red indicates spins pointing in the +x direction and blue in the —x direction.

of the out-of-plane electric dipole. In addition to this spin-
dependent surface dipole, there exists an in-built potential
between molecule and metal due to the mismatch of Fermi
levels [8]. The interaction between the spin-dependent dipole
and in-built potential adds a new spin-dependent electrostatic
term to the anisotropy of the Co surface.

This magnetoelectric coupling means a rotation of the
in-plane spins will exert a torque on the Cgy molecule. The
observed surface exchange energy density at 3 K is 10.8 meV
and the thermal energy corresponding to the center of the
transition in Fig. 1(b) is 12.8 meV. DFT predicts an inter-
facial dipole density between a 4 x 4 Co(111) slab and a
Cgo molecule of 3.79 x 10~3¢/A for the HP configuration.
The magnitude of the spin-dependent dipole is dependent
on the magnetoelectric coupling, A;;, of Co/Csp, which is
currently unknown. However, using example values for cobalt
ferrite gives a change in the spin-dependent dipole density
of approximately 1 x 107°¢/A for a 90° rotation of the
surface spins of the 4 x 4 Co slab [26]. Despite the very high
adsorption energy of the Cgy molecule on the Co surface,
DFT simulations of the transition state (TS) predict a maxi-
mum energy barrier to rotation from HP to HH of 0.25 eV
[Fig. 3(a)]. This demonstrates that the energy required to
rotate the Cgyp molecule on the surface is significantly lower
than the adsorption energy and is likely to be further reduced
in real systems due to surface defects. The Cgy molecule will,
therefore, preferentially rotate into the HH orientation as the
magnetization reverses. Such spin-dependent distortions have
been observed in molecule-metal interfaces using molecules

such as pentacene [27]. Furthermore, Co surfaces have been
observed to exhibit polarized surface states in which hy-
bridization plays a key role in spin-orbit coupling [28]. These
hybridized surface states can be directly measured via tun-
neling anisotropic magnetoresistance and demonstrate that
coupling between magnetization direction and hybridization
is a key consideration in thin films.

Once rotated, the symmetry of the HH configuration means
there will be no spin-dependent dipole to rotate the molecule
back into the HP configuration. The barrier for the metastable
HH configuration is found from DFT to be 40 meV. While this
is also likely to be lower in a real surface, this explains why the
exchange bias cannot be restored without heating the bilayer
above its transition temperature, at which point the Cgy can
thermally relax into the HP ground state. The superposition
of high and low coercivity loops produces a similar effect
to the training observed in AF/FM exchange biased bilayers,
except without any actual unidirectional anisotropy [21]. This
model predicts an ideal surface energy density of 32 mJ/m?
as compared to 0.9 mJ/m? predicted in Co/IrMn [29]. This
explains how a molecule-metal bilayer is able to produce a
bias field 15x greater than that observed in Co/IrMn despite
the weak interactions between magnetic molecules [15]. This
also explains the unexpected temperature dependence and
magnitude of this effect both as observed in Co-Cg, and in
previous studies of molecular exchange bias [30]. Because
this form of anisotropy arises from spin-dependent hybridiza-
tion of molecular 7 orbitals, we propose calling this effect
7T-anisotropy.
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FIG. 4. (a) Top: hysteresis loops obtained from the first and second sweeps after cooling a Co/Cg bilayer in a 2 T applied field to 5 K.
The exchange bias and asymmetry is completely destroyed after a single cycle. Middle: AMR (anisotropic magnetoresistance) recorded during
the first sweep. Note that the magnetoresistance, Ap, is zero at point B. Bottom: AMR recorded during second sweep. Note that the AMR
now exhibits expected behavior for both forward and backward sweeps. (b) Comparison of hysteresis loops at 5 K for Co/Cg bilayer (black
circles), a Co/Cy bilayer (red stars), and the same Co/Cg bilayer after removing the molecular film with a combination of acetone and UV
(blue hollow circles). (c) Dependence of the maximum recorded coercivity at 5 K on the thickness of the Ta seed layer, showing the importance

of seeding the correct structure in the Co thin film.

We performed micromagnetic simulations of a Co film
in contact with an antiferromagnetic layer with anisotropy
K =27 MJ/m? which simulates the surface pinning. The
bottom surface of the Co film is in contact with a 3-nm
paramagnetic layer which simulates a Ta/Co intermixing
region. The hysteresis simulation is initialized in the positive x
direction and relaxed in a 2.5-T field to simulate field cooling,
varying the external magnetic field between 2.5 and —2.5 T
in steps of 10 mT. We relax the system to an equilibrium
state at each value of an external magnetic field and use the
resulting configuration as an initial state for a new energy
minimization. These simulations show coercivity of 1.5 T
[Fig. 3(b)]. When the Co slab is saturated in the x direction,
the anisotropy of the surface pinning layer is reduced to K = 1
MJ/m? and exchange stiffness A = 4 pJ/m. This simulates the
depinning of the surface due to the rotation of the molecules
into the symmetric HH configuration. As a result, the sweep
from —2.5 to +2.5 T gives a coercivity of only 0.3 T and no
vertical domain wall formation is observed. 3D plots of the
vertical and lateral domain wall formation in the two cases
are shown in Fig. 3(c). The full simulated loop replicates
that observed experimentally despite the simulation having no
unidirectional anisotropy.

IV. TRANSPORT RESULTS

The FORC analysis and simulations both indicate the first
demagnetization occurs via an exchange spring mechansim,
in which a vertical domain wall forms in the thin film which
is then compressed toward a pinned interface [31]. Transport
measurements support this interpretation. Hysteresis loops for
a Co-Cg sample are shown in Fig. 4(a), with corresponding
low-temperature transport data. The in-plane magnetoresis-
tance was measured after cooling to 5 K in a 2-T applied field
and performing two consecutive demagnetisation sweeps. The
reversible step, point A, corresponds to the formation of a
vertical domain wall, which is compressed toward the Co/Cg
interface with increasing field. When the molecules rotate,
the vertical domain wall sweeps coherently across the film
producing a sharp peak in the hysteron density [Fig. 4(a)],
point B. After the first demagnetization, this two-step reversal
no longer occurs and there is a broader distribution of reversal
modes, point C. Anisotropic magnetoresistance (AMR) mea-
surements show a negative peak at zero field, while the first
demagnetization at higher field does not feature in the AMR
at all. After depinning, however, negative peaks are observed
in the high field AMR for both forward and backward sweeps
indicating reversal through the formation of lateral domain
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walls. In magnetic thin films at low temperature, negative
AMR is strongly dependent on spin scattering at domain
walls, making the MR an approximate probe of the density
of in-plane domain walls [32]. The lack of any change in MR
during the first reversal indicates this reversal does not occur
through the formation of in-plane domain walls. Molecular
exchange bias has previously been observed to lead to asym-
metric, negative MR in thin Co films but the explanation has
until now been elusive [33].

V. STRUCTURAL DEPENDENCE

Removing Cgp from the Co surface or using a molecule
with a different symmetry does not lead to pinning. A com-
parison between a Co-Cg bilayer, a Co-Cyg bilayer, and a
Co-Cg layer in which the molecules have been removed using
a solvent and UV exposure process is shown in Fig. 4(b).
The cleaning process used to remove the molecules is sum-
marized in the Supplemental Material [23]. Removing Cgg
from the surface results in a 98% drop in coercivity and
complete removal of the exchange bias. The use of Cy in
place of Cgp, which is chemically almost identical but has
lower symmetry, results in no pinning. Similarly, changing
the structure of the Co thin film has a strong effect on the
coercivity. The roughness, crystal structure, and orientation
of the Co surface is strongly dependent on the seed layer.
In order to produce high pinning, the Ta seed layer must be
between 4 and 5 nm [Fig. 4(c)]. Ta thin films deposited on
SiO, substrates show fcc ordering which relaxes into bcc at
a certain critical thickness. This thickness is dependent on
deposition temperature and material purity, but polycrystalline
mixtures of bce and fce phases are observed above 10 nm of Ta
thickness [34]. The temperature of the substrate during depo-
sition of the bilayer was determined to be no less than 40 °C.
For transition metals including Ta and Co, thin films with
fce structure strongly favor a (111) surface orientation [35].
Further details about the Ta seed layer dependence are
shown in the Supplemental Material [23]. The strong depen-
dence of the coercivity on structure and interfacial symmetry

implies that further optimization of the surface properties may
increase the critical temperature and magnitude of this effect.

VI. CONCLUSION

We have measured the properties of Co/Cgp bilayers and
demonstrated an extremely strong anisotropy enhancing effect
arising from the Cg film. We have demonstrated how this
anisotropy enhancing effect and resulting loop asymmetry
cannot be explained by conventional models of exchange bias
and surface anisotropy, indicating that molecular exchange
bias is a distinct phenomenon. Nonmagnetic Cg is responsi-
ble for exchange springlike behavior through m-d hybridiza-
tion at the interface producing a spin-dependent surface dipole
which interacts with the in-built potential to create a new form
of surface or w-anisotropy. Because this phenomenon would
theoretically require only a single molecular layer to pin thin
metal films, bilayers of this type may represent a means to
create thin films and multilayers with extremely high uoMH
energy products. As of yet, this phenomenon is limited to
low temperatures. However, we have shown evidence that the
critical temperature could be much higher if it were not for
the rotational degree of freedom in Cgy. A better choice of
molecule, with reduced symmetry, dopants, or ligands which
prevent rotation, may produce similar or even better results at
higher temperatures.
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