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We consider a hybrid structure consisting of superconducting or normal leads with a combined ferromagnet—
three-dimensional topological insulator interlayer. We compare responses of a Josephson junction and a normal
junction to magnetic texture dynamics. In both cases the electromotive force resulting from the magnetization
dynamics generates a voltage between the junction leads. For an open circuit this voltage is the same for normal
and superconducting leads and allows for electrical detection of magnetization dynamics and a structure of a
given magnetic texture. However, under the applied current the electrical response of the Josephson junction is
essentially different due to the strong dependence of the critical Josephson current on the magnetization direction
and can be used for experimental probing of this dependence. We propose a setup which is able to detect a defect
motion and to provide detailed information about the structure of magnetic inhomogeneity. The discussed effect

could be of interest for spintronics applications.
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I. INTRODUCTION

At present the magnetic-field-driven and current-driven
switching in spin valves and related systems, as well as
domain-wall (DW) and skyrmion motion, is the focus of
research activity, which is in part motivated by the promis-
ing application potential for spintronics. The majority of the
corresponding literature is devoted to the dynamics gener-
ation: the structure of the driving torques and their ability
to induce the dynamics. On the contrary, the purpose of the
present work is to study the prospects of electrical detection
of a given magnetization dynamics, which can be caused
either by an applied magnetic field or by application of the
electric current or by a magnonic torque. The key element
of the detection scheme is a hybrid structure consisting of
probing leads and the ferromagnet in combination with a
three-dimensional topological insulator (3D TI), where the
spin-momentum locking of 3D topological insulator surface
states provides a conversion of the magnetization dynamics in
the ferromagnet into an electric voltage. We demonstrate that
the suggested method of electrical detection is able to provide
detailed information about the structure of the time-dependent
magnetization texture. The physical basis of the effect is the
so-called electromotive force (emf) induced by the magneti-
zation dynamics. The emf has been widely discussed in the
literature in the context of magnetization dynamics in metallic
ferromagnets [1-11]. Due to the existence of the electromotive
force the DW motion leads to the appearance of an additional
voltage drop in the region occupied by the moving wall. This
voltage can vary in the range from nanovolts to millivolts [10]
and in special situations can be used for electrical detection of
the presence of magnetization dynamics [12]. The emf can be
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considered a consequence of the presence of a time-dependent
gauge potential in the local spin basis of a spin-textured
system [3,13].

The spin-orbit coupling can also be described in terms
of SU(2) gauge potential [14-22], which becomes time de-
pendent in the local spin basis in the presence of magne-
tization dynamics and therefore also results in the appear-
ance of the emf [23-26]. The property of spin-momentum
locking [27-30] of surface states of a 3D TI can be viewed
as an extremely strong spin-orbit coupling. Proximity to a
ferromagnet induces an effective exchange field in the 3D
TI surface states, which follows the dynamics of ferromag-
net magnetization. The combination of the spin-momentum
locking and the induced exchange field results in the ap-
pearance of a special type of the emf in the 3D TI surface
layer which is determined by time derivatives of the in-plane
magnetization components [31-33]. Motivated by this fact,
here we consider a hybrid structure in a Josephson junction
geometry L/(F/TI)/L, where L is a lead electrode, which
can be normal (N) or superconducting (S), and F/TI is an
interlayer consisting of a ferromagnet (F) and a 3D TI. Here
we investigate the electrical voltage generated by externally
induced magnetization dynamics at the junction and prospects
of the effect for electrical probing of the time-dependent
magnetization structure. We compare the responses of a
Josephson junction and a normal junction to the magnetization
dynamics. In both cases the electromotive force resulting from
the magnetization dynamics generates a voltage between the
junction leads. In the open-circuit geometry the voltage is the
same for both normal and superconducting leads, and allows
for electrical detection of magnetization dynamics. How-
ever, under the applied current the electrical response of the
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Josephson junction is essentially different due to the strong
dependence of the critical Josephson current on the magneti-
zation direction and can be used for experimental probing of
this dependence.

It is timely to study F/3D TI hybrids because, at present,
there is great progress in their experimental realization. In
particular, to introduce the ferromagnetic order into the TI,
random doping of transition-metal elements, e.g., Cr and V,
has been employed [34-37]. The second option which has
been successfully realized experimentally is the coupling of
a nonmagnetic TI to a high 7, magnetic insulator to induce
strong exchange interaction in the surface states via the prox-
imity effect [38—41]. Spin injection into TI surface states
via the spin-pumping techniques has also been realized, and
the resulting spin-electricity conversion has been measured
[42-45].

The investigated electrical response of the Josephson junc-
tion to the magnetization dynamics could be of interest for
spintronics applications because it provides a way to elec-
trically read information encoded in the magnetization. We
propose a setup which is able not only to detect a defect
motion but also to provide detailed information about the
structure of magnetic inhomogeneity.

This paper is organized as follows. In Sec. II we describe
the system under consideration, formulate the necessary equa-
tions, and calculate the general expression for the electric
current in the presence of magnetization dynamics. In Sec. III
we investigate the electrical response of the system to mag-
netization dynamics in two particular situations: for an open
circuit and in the presence of the constant applied electric
current. In that section we also demonstrate the possibilities
of using the effect to detect DW motion and DW structure.
Our conclusions are formulated in Sec. I'V.

II. MODEL AND METHOD

The possible sketches of the system under consideration
are presented in Fig. 1. The interlayer region of a S/3D TI/S
Josephson (or N/3D TI/N) detecting junction is covered by a
ferromagnet. The magnetization dynamics is assumed to be
induced in the ferromagnet by external means. We discuss
particular examples below, and now we derive a formalism
allowing for studying the electrical response to the magnetiza-
tion dynamics of a general type and consider only the detector
region, which can be viewed as a S(N)/3D TI/S(N) junction
(see inset in Fig. 1; for concreteness the x axis is chosen
perpendicular to S/F interfaces). In principle, the ferromagnet
can be metallic, as well as insulating, but insulating ferromag-
nets are better candidates for the measurements, as explained
below. We assume that the transport between the leads occurs
via the TI surface states. This is strictly the case for insulating
ferromagnets. We believe that our results can be of potential
interest for systems based on Be;Se;/YIG or Be,;Se;/EuS
hybrids (where YIG is yttrium iron garnet), which were
realized experimentally [38—41]. For metallic ferromagnets
the situation is a bit more complicated. If the ferromagnet is
strong, that is, its exchange field is comparable to the Fermi
energy, then the Josephson current through the ferromagnet
is greatly suppressed and indeed flows through the 3D TI
surface states. At the same time the normal (quasiparticle)

FIG. 1. (a) and (b) are possible sketches of the system under
consideration. Inset: detector regions in both panels are modeled by
a S/F-TI/S junction.

current mainly flows in the ferromagnet because its resistance
is typically much smaller than the resistance of the conducting
surface layer of the TI. This provides an additional channel
for the normal current, which prevents the observation of the
effect under consideration, as discussed below.

It is assumed that the magnetization M(r) of the ferro-
magnet induces an effective exchange field heg (r) ~ —M(r)
in the underlying conductive TI surface layer and hey is
small compared to the exchange field in the ferromagnet.
The Hamiltonian that describes the TI surface states in the
presence of an in-plane exchange field A (r) reads

H= f ’ri" @A@Y ), e))
H(r) = —ivp(V x €.)6 + heir (r)é — u, 2)

where ¥ = Wy, ¥, )T, vp is the Fermi velocity, e, is a unit
vector normal to the surface of the TI, w is the chemical
potential, and 6 = (o, 0y, 0;) is a vector of Pauli matrices in
spin space. It was shown [46—48] that in the quasiclassical
approximation (heg, £€) < ( the Green’s function has the
following spin structure:

g(nF,r,E,t):g(nF,r,S,t)(l+nJ_O')/2, (3)

where n, = (ng,y, —nry, 0) is the unit vector perpendicular
to the direction of the quasiparticle trajectory nr = pp/pr
and g is the spinless 4 x 4 matrix in the direct product of
particle-hole and Keldysh spaces. The spin structure above
reflects the fact that the spin and momentum of a quasiparticle
at the surface of a 3D TI are strictly locked and make a right
angle.
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Here we assume that the TI surface states are in the
ballistic limit because this regime is more relevant for existing
experiments. Following standard procedures [49,50], it was
demonstrated [46-48,51] that the spinless Green’s function
8(np,r, e, t) obeys the following transport equations in the
ballistic limit:

—ivpnpVg = [eT, — A, 8lg, 4)

where the spin-momentum locking allows for including A
in the gauge covariant gradient,

Vg = Vg + (i/vr)l(he, — hye,), 8l Q)

[A,Ble =A®B—-B®A, and A® B = exp[(i/2)(0, 0, —
05,0, )]A(e1, 11)B(€2, 12) |6, =6y=e:11=t=1 - Tx,y,; are Pauli matrices
in particle-hole space with 7+ = (7, £ ity)/2. A= AX)Ty —
A*(x)t_ is the matrix structure of the superconducting order
parameter A(x) in the particle-hole space. We assume A(x) =
Ae 2@(—x —d/2) + A 2O (x — d/2).

Equation (4) should be supplemented by the normalization
condition ¢ ® g = 1 and boundary conditions at x = Fd /2.
As a minimal model we assume no potential barriers at the
x = Fd/2 interfaces and consider these interfaces as fully
transparent. In this case the boundary conditions are extremely
simple and are reduced to continuity of g for a given quasi-
particle trajectory at the interfaces. However, our result for
the emf remains valid even in a diffusive case and for low-
transparent interfaces.

The density of electric current along the x axis can be
calculated via the Green’s function as follows:

N, © T d
R F”Ff def s ©)
4 oo _p 2T

where ¢ is the angle the quasiparticle trajectory makes with
the x axis. g& is the Keldysh part of the normal Green’s
function, which can be expressed via the retarded and ad-
vanced parts and the distribution function ¢ as follows: g& =
¥ ® ¢ — ¢ ® g In general, the electric current through the
junction consists of two parts: the Josephson current j; and
the normal current j,. The Josephson current is connected
to the presence of the nonzero anomalous Green’s functions
in the interlayer and exists even in equilibrium. Below we
calculate both contributions to the current microscopically. It
is assumed that the effective exchange field in the interlayer
of the junction is spatially homogeneous.

Here we work near the critical temperature of the super-
conductors, that is, A/T. <« 1. The Josephson current for the
system under consideration in this regime has already been
calculated [52] and takes the form

Js = Jesin(x — xo), @)
Y R 27Td 2h.d tan ¢
]c=]b/ do cos¢exp[——] cos[—], (8)
—n/2 Ur COS([') VR
Xo = 2hyd /vF, 9)

where j, = evp Ny A%/(n2T). A similar expression has al-
ready been obtained for Dirac materials [51]. It is seen from
Egs. (8) and (9) that the Josephson current shows strong
dependence on the orientation of the ferromagnet magnetiza-
tion. It is sensitive to the y component of the magnetization

FIG. 2. j. as a function of m, for r = 13.2, d /&y = 4.1 (solid
blue line); r = 2.6, d/&y = 4.1 (solid red line); r = 13.2, d /&y =
0.74 (dashed blue line); and r = 2.6, d /&y = 0.74 (dashed red line).
Je 1s normalized to j.o = j.(m, = 0).

only via the anomalous phase shift [47,53,54]; therefore,
this component does not lead to superconductivity suppres-
sion in the interlayer and does not influence the amplitude
of the critical current. At the same time the x component
of the magnetization does not couple to superconductivity
via the anomalous phase shift but causes the superconductivity
depairing in the interlayer, leading to the suppression of the
critical current. The suppression of the critical current as a
function of m, = M, /M, is presented in Fig. 2. For estimates
we take d = 50 nm, vr = 10° m/s, and 7, = 10 K, which
correspond to the parameters of Nb/Bi,Te;/Nb Josephson
junctions [55]. In this case &y = vp /27T, &~ 12 nm. We have
also plotted j.(m,) for T. = 1.8 K, which corresponds to
Josephson junctions with Al leads.

It is difficult to give an accurate a priori estimate of
hegs because there are no reliable experimental data on its
value. However, based on the experimental data on the Curie
temperature of the magnetized TI surface states [40], where a
Curie temperature in the range 20—150 K was reported, we can
roughly estimate heg ~ 0.01 — 0.1hy;g. We assume /feg ~
20-100 K in our numerical simulations, which corresponds
to the dimensionless parameter r = 2hegd /vp = 2.6-13.2.
Both parts of the strong dependence of the Josephson current
on the magnetization orientation (the dependence via the
anomalous phase shift and the dependence via the amplitude
of the critical current) manifest themselves in the electrical
response of the junction to the magnetization dynamics, as we
demonstrate below.

The normal current is due to the deviation of the distribu-
tion function from the equilibrium. It was not calculated in
Ref. [52]; therefore, we discuss it in detail. In order to find ¢
we have to solve the kinetic equation, which can be obtained
from the Keldysh part of Eq. (4) and takes the form

— V050 = @ + heren ) 0:9. (10)

When deriving this equation, we made the following as-
sumptions: (1) we neglected all the corrections to the kinetic
equation due to superconductivity because they lead to the
corrections in the final expression for the normal current of
the order of (A/T.)?, which can be safely neglected near
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the critical temperature. In this approximation we neglect the
terms of the same order (A/T.)*(eV/T.) in the Josephson
current, as well as in the normal current. (2) The interlayer
of the junction is assumed to be shorter than the inelastic
energy relaxation length; therefore, all the inelastic relax-
ation processes are neglected in Eq. (10). (3) We have also
expanded ® products up to the lowest order with respect
to time derivatives: A ® B~ AB + (i/2)(0,A0;B — 9;A9.B).
The applicability of this expansion is justified by the fact that
the voltage, induced by the magnetization dynamics at the
junction, is small, eV/(kgT.) < 1, which is demonstrated by
further numerical calculations.

We solve Eq. (10) neglecting the term ¢ and assuming that
the deviation of the distribution function from equilibrium is
small, ¢ = tanh(e/2T) + ¢. The last assumption is justified
by the condition eV /kgT. <« 1. The term ¢ can be neglected
if d/(vpty) < 1, where t; is the characteristic time of mag-
netization variations. For estimates we take d = 50 nm, vp =
10° m/s, and t; = 0.5 x 1078 s (this value of #; corresponds
to material parameters of YIG thin films; see below). In this
case d /(vrty) ~ 107*, and the term ¢ can safely be neglected.

The solution should also satisfy the asymptotic
values ¢+ = tanh[(e¢ F eV/2)/2T] ~ tanh(e/2T) F
(eV/4T)cosh’2(8/2T) at x = Fd/2 if we assume that
the leads are in equilibrium except for the voltage drop V
between them. In this case the solution of Eq. (10) can be
easily found and takes the form

_ tanh e ev 1
0 = BT T 4T cosh?(e/2T)
(xtd/2) hegn.

2T cosh?(e/2T) v

, (11

where the subscript £ corresponds to the trajectories
sgnv, = %1.

Substituting Eq. (11) into Eq. (6), for the quasiparticle
contribution to the current we finally obtain

e*Npvp (

V- M). (12)
T

evr

jnz

It is seen that in the presence of magnetization dynamics
there is an electromotive force £ = hyd/(evr) in the TI re-
sulting from the emergent electric field induced due to the
simultaneous presence of the time-dependent exchange field
and spin-momentum locking.

III. ELECTRICAL RESPONSE TO
MAGNETIZATION DYNAMICS

A. Open circuit

Now let us assume that the domain structure of the strip
is moved along the y axis. Let us consider the setup pre-
sented in Fig. 1(a) with an insulating ferromagnet and assume
that an electric current is applied between the S(N) leads.
The total electric current j through the junction is a sum
of the supercurrent contribution (7) and the normal current
(12) flowing via the TI surface states. It can be rewritten as

follows:
1
i = s _ o, 13
J = Jesin(x X0)+_26RN(X %0) (13)

For the open circuit j = 0, and the solution of Eq. (13) is
x(t) = xo(?). Therefore, the voltage generated at the junction
due to magnetization dynamics in the ferromagnet is

V, = 2%» = hyd /evr. (14)
where we denote the voltage at the junction presented in
Fig. 1(a) as V.. The same physical picture is valid for the
junction presented in Fig. 1(b), but the voltage V, at this
junction is determined as V), = h.d/evr. In both cases the
voltage is determined by the dynamics of the magnetization
component perpendicular to the current direction. It is the
same as for superconducting, so as for nonsuperconducting
leads at j = 0, and is determined only by the emf. This is the
consequence of the fact that the emf and the anomalous phase
shift are manifestations of the same gauge vector potential,
which is determined only by the spin-momentum locking and
magnetization and is not influenced by superconductivity.

The effect of this voltage generation can be used for
electrical detection of magnetization dynamics. Measuring the
voltages at the two junctions [sketched in Figs. 1(a) and 1(b)],
which we call “detectors” and which are attached to the same
ferromagnetic strip, one can obtain the full time dependence
of the in-plane magnetization components M, (¢) and M, (¢) in
the ferromagnet. The particular example of the corresponding
numerical simulation is demonstrated below.

To be concrete we consider the magnetic-field-driven DW
motion along the ferromagnet strip. The field-induced and
current-induced DW motions have been widely investigated
both theoretically and experimentally [56—74]. In principle,
the electric current j # 0 flowing via the detector arranged
as shown in Fig. 1(b) can generate an additional torque on
the magnetization [75-78]. For the open circuit considered
here this contribution is absent, and we also neglect it in the
next section, where we assume j # 0, because we assume the
current via the detector to be small and neglect its additional
minor contribution to the external torque moving the DW.
We find M (y, t) numerically from the Landau-Lifshitz-Gilbert
(LLG) equation

oM M H @ oM 15

7——3/ x en+A7s X?, (15)
where M, is the saturation magnetization, y is the gyromag-
netic ratio, and H.¢ is the local effective field,

HxM, 24

H. = TR + M—SZVS,M —4nM.e, + Hoge,.  (16)

H; is the anisotropy field along the x axis, A is the ex-
change constant, H¢ is the external field, and the self-
demagnetization field 47 M, is included. For numerical cal-
culations we use the material parameters of YIG thin films
[79]: Hx ~ 0.50e, 47 M; = 1000 Oe, @ ~ 0.01, and domain
wall width dy = 1 um.

As already defined above, the voltage, measured by the
detector shown in Fig. 1(a) [Fig. 1(b)], is denoted by V()
and probes M. The result of the numerical calculation of
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FIG. 3. (a) Magnetization components m, , . = M, ,./M; in the
region of the detectors and (b) voltages V. , as a function of time.
Hexe = 0.003M;, for other parameters of the numerical calculation

see text.

M, .(t) at the detectors is presented in Figs. 3(a) and 4(a),
while the corresponding dependencies V, ,(¢) are presented in
Figs. 3(b) and 4(b). As the characteristic size of the region
containing the both detectors, ~100 nm, is assumed to be
much smaller than the characteristic scale of magnetic inho-
mogeneity dy, we can safely use Eq. (14), which is strictly
valid for a homogeneous magnetization, for calculation of the
voltage at the detector.

Figure 3 demonstrates the results for small enough external
applied field Hex = 0.003M,. This field is below Walker’s
breakdown field [57], and in this regime the DW moves,
keeping its initial plane structure. Having at hand V, ,(¢), it is
possible to restore the time-dependent structure of the moving
wall at the detector point according to the relation

AM, ()M, = (1/Vota) / V, .t (17)

where Vy = dhege/(le|vpty) is the natural unit of the voltage
induced at a given detector. The characteristic time of mag-
netization variation can be obtained from the LLG equation
and takes the form 7; = 1/(4mayM,). Taking the material
parameters of YIG thin films, we obtain z; ~ 0.5 x 1078 s.
Figure 4 represents the results for higher applied field
H.,. = 0.02M,, which exceeds Walker’s breakdown field. In
this regime the DW initial plane shape is not preserved

1.0
— My
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0.5 my
Z
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S 00 U
E \/
~05 (a)
_10 ‘ ‘ ‘ ‘ ‘ ‘ ‘4
215 220 225 230 235 240 245
t/ty
10}
- X
51 - "y
()
Sn "\/"
- (b)
10!

215 220 225 230 235 240 245
t/ty

FIG. 4. (a) Magnetization components m, ,, = M, ./M; at the
detectors and (b) voltages V. , as a function of time. H., = 0.02M,
the detectors are located in the spatial region, where the DW motion
is steady.

during motion, what is reflected in the oscillations of all
the magnetization components, as seen in Fig. 4(a). In this
regime the magnetization at the detector point as a function of
time can also be found as described above.

Observation of a single DW traveling through the detector
region gives a way to find experimentally the effective ex-
change field A induced by the ferromagnet in the surface
layer of the TI. Indeed, in this case |AM,/M;| = 2 after the
DW passes through the detector region. Then A.s can be found
from Eq. (17) as follows:

Iy
hefr = |(€vF/2d)/ Vydt], (18)
1

where V, should be integrated over the whole time region,
when the voltage is nonzero.

Typical values of the voltage induced at the detectors are
of the order of Vj. It is difficult to give an accurate a priori
estimate of V) because there are no reliable experimental data
for her. However, based on the experimental data discussed
above and assuming &g ~ 20-1000 K and d/(vpty) ~ 1074,
we obtain Vy ~ 0.2-10 V.

If the ferromagnet is metallic, there is also an additional
normal current flowing via the ferromagnet. The resistance of
the ferromagnet is typically much smaller than the resistance
of the TI surface states. For this reason the voltage induced
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at the junction due to the presence of the emf in the TI is
suppressed by the factor Rr/(Rr 4+ Ry), where Rp(y) is the
resistance of the ferromagnet (TI surface states). Therefore,
metallic ferromagnets are not good candidates for measuring
the discussed effect. In addition, as already mentioned, the
time-dependent spin texture of a ferromagnet also gives rise
to emergent spin-dependent electric and magnetic fields and,
consequently, to an additional parasitic voltage in it. This
voltage can interfere with the emf generated in the TI, and
the resulting effect is quite complicated.

In principle, a similar structure of the emf can also be
obtained for systems where a topological insulator is replaced
by a material with Rashba spin-orbit coupling or if the Rashba
spin-orbit coupling is an internal property of the ferromag-
netic film arising, for example, from structural asymmetry in
the z direction. However, we consider the TI-based systems to
be a more preferable variant because here the effect should be
stronger. The emf generated in the x direction is also predicted
to be proportional to £, in Rashba spin-orbit-based junctions
[23-26], but in addition it should contain a reducing factor,
Ayo/er ~ agr/hvp. This factor can be estimated by taking a
realistic value of ag ~ 10719 eV m [80,81] for the interfaces
of heavy-metal systems. Then A,/er ~ 0.1 if one assumes
v ~ 10° m s~!. Therefore, it reduces the value of the emf,
which is important for the magnetization detection.

B. Response in the presence of applied electric current

Now we turn to the case when the constant electric current
Jj is applied to the junction. In this case the voltage V = x/2e
should be found from Eq. (13). If j. does not depend on
time, the solution of this equation represents the well-known
voltage V;(¢) of the ac Josephson effect [82] shifted due to the
presence of magnetization dynamics V = V;(¢) + xo/2e. This
leads to the appearance of the nonzero resistance of the IV
characteristics at j < j. and an additional resistance at j > j.
[26]. However, the specific feature of the TI-based system is
the strong dependence of j. on the effective exchange field
component parallel to the current direction, which results
in the strong dependence of j. on time in the presence of
magnetization dynamics.

In Figs. 5 and 6 we present the results of the electrical
response of the Josephson detectors on the moving DW under
the constant applied current flowing via the detectors. Fig-
ures 5 and 6 are plotted for A = 100 K, when the depen-
dence of the critical current on magnetization orientation is
given by the blue solid curve in Fig. 2. We take the value of
the applied current j = 0.9j,. Depending on the particular
magnetization orientation, this value of the applied current
can be either lower or higher than the critical current of the
junction for a given orientation (see Fig. 2). Figures 5(a)
and 6(a) demonstrate the voltages induced at the detectors as
functions of time, while the critical currents of the detectors
are shown in Figs. 5(b) and 6(b). We denote the critical current
of the junction shown in Fig. 1(a) [Fig. 1(b)] as jex(cy). Figure 5
corresponds to the parameters of Fig. 3(a) when the magnetic-
field-driven DW motion is below Walker’s breakdown, and
Fig. 6 represents the case when the external magnetic field
exceeds Walker’s breakdown field and the magnetization of
the moving DW oscillates, as in Fig. 4(a).

Vx,y/ VO

-
[=]

bt
@

g
)}

j cx,cy/ ] c0

e
~

©
[S)

0.0k

t/ty

FIG. 5. (a) Voltages V. , as a function of time. (b) Critical cur-
rents j. and j., as a function of time. j = 0.9, herr = 100 K,
JeooRy = 1V, Vo = 0.75 uV. The other parameters are the same as
in Fig. 3.

According to Eq. (8) the critical current je(y) depends on
time via the dependence of A,(y). This dependence is clearly
seen in Figs. 5(b) and 6(b). When there is no DW inside
the detector region, j., is maximal because there is only
hete x # 0, which is the component of the effective exchange
field perpendicular to the Josephson current direction, which
does not suppress the value of the critical current. At the same
time j,, is fully suppressed by this effective field component
because for this detector it is parallel to the current. When a
DW passes through the detector region the situation changes:
Jey 1s suppressed by nonzero Ay, and j., is restored due to
the decrease of A in the region occupied by the DW.

The jeycx)(t) dependence on time manifests itself in the
voltage induced at the corresponding Josephson junction. As
seen from Figs. 5(a) and 6(a), voltage V. is nonzero when
there are no DWs in the detector region. This detector is in
the resistive state because its critical current is lower then the
externally applied current. When a DW travels via the detector
region, we observe V, as well as V, voltage pulses. These
pulses are the result of two different effects: (i) the contri-
bution due to emf, the same as in the open circuit discussed
above, and (ii) the contribution due to the dependence of the
critical current on time, which leads to the time dependence
of the phase difference x between the superconductors. In the
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FIG. 6. (a) Voltages V, , as a function of time. (b) Critical cur-
rents j.. and j., as a function of time. j = 0.9y, A = 100 K,
jeoRy = 11V, Vo = 0.75 uV. The other parameters are the same as
in Fig. 4.

example under consideration j., becomes lower than the ap-
plied current when the DW passes through the detector region.
This leads to the appearance of the Josephson oscillations,
which are seen in Fig. 5(a). The picture of the oscillating
DW moving under a field higher than Walker’s breakdown,
presented in Fig. 6, is more complicated. The magnetization
oscillations are clearly seen in the dependence of the critical
current on time. These oscillations manifest themselves in the
dependencies V, , and, for the chosen parameters, interfere
with Josephson oscillations.

In Figs. 7 and 8 we consider another regime, where the
applied current is less than the critical current of the detectors
for any magnetization orientation. The parameters correspond
to the case of lower effective exchange field h.; = 20 K,
corresponding to the solid red curve in Fig. 2. It is seen that
in the absence of the moving DW inside the detector region
both detector junctions are in the dissipationless regime. The
voltage pulses occur in V; , when the DW passes through the
detectors. In this case there are no Josephson oscillations in
V..y, as seen in Fig. 7(a). The shape of the voltage pulses is
very close to the shape obtained for the open circuit; however,
the amplitudes of the pulses are different due to the additional
contribution from the dependence of the critical current on
time. Figure 8 demonstrates the electrical response of the

- X
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FIG. 7. (a) Voltages V., as a function of time. (b) Critical
currents j., and j., as a function of time. j = 0.5/, her = 20 K,
JjeooRy = 1V, Vo = 0.15 V. The other parameters are the same as
in Fig. 3.

detectors to the oscillating motion of the DW above Walker’s
breakdown. These oscillations again manifest themselves in
the dependence of the critical currents j...,) on time. In the
present case they directly appear in the oscillating behavior
of V., without contamination by the Josephson oscillations
because the applied current does not exceed the critical current
of the detectors.

As we can see, the experiment under the applied current is
less preferable for detection of the magnetization dynamics
because one cannot extract a pure emf signal due to the
time dependence of the critical current. However, it might be
of interest for experimental determination of j.(¢). Indeed,
simultaneous measurements of the electrical voltage at the
junction in the open circuit and under the applied current allow
for the calculation of j.(¢) and, consequently, j.(M,,M,)
according to Eq. (13).

In principle, the contributions to the voltage from the emf
and from the time dependence of the critical current can be
separated. For example, if one considers the dynamics of a
DW wall with perpendicular anisotropy [83], located in the
(3, z) plane, then for the detector presented in Fig. 1(b) there is
no in-plane exchange field component which is perpendicular
to the current. Therefore, the emf contribution does not occur
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at this detector. At the same time, the component of g
parallel to the current is absent at the detector in Fig. 1(a).
Consequently, the critical current does not depend on time

for this detector, and the emf is the only contribution to the
voltage.

IV. CONCLUSIONS

The electrical response of the S/3D TI-F/S Josephson
junction to magnetization dynamics was studied and com-
pared to the electrical response of the junction with non-
superconducting leads. In 3D TI/F hybrid structures spin-
momentum locking of the 3D TI conducting surface states
in combination with the induced magnetization leads to the
appearance of a gauge vector potential. In the presence of
magnetization dynamics the gauge vector potential becomes
time dependent and generates an electromotive force. In both
cases of superconducting and nonsuperconducting leads this
emf generates a voltage between the leads. For an open circuit
this voltage is the same for both normal and superconducting
leads and allows for electrical detection of magnetization
dynamics, a structure of time-dependent magnetization and
a measurement of the effective exchange field. In the pres-
ence of the applied current the electrical response of the
Josephson junction contains additional contribution from the
time dependence of the critical Josephson current, which
comes from the strong dependence of the critical current
on the magnetization orientation. In particular geometries it
complicates quantitative detection of the exact shape of the
time-dependent magnetization texture. At the same time, it
can be used for experimental investigation of the dependence
of the critical Josephson current via the 3D TI proximitized by
a ferromagnetic insulator on the exchange field orientation.
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