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Motivated by recent experiments and density functional theory calculations on choloalite PbCuTe2O6, which
possesses a Cu-based three-dimensional hyperkagome lattice, we propose and study a J1-J2-J3 antiferromagnetic
Heisenberg model on a hyperkagome lattice. In the classical limit, possible ground states are analyzed by two
triangle rules, i.e., the “hyperkagome triangle rule” and the “isolated triangle rule,” and classical Monte Carlo
simulations are exploited to identify possible classical magnetic ordering and explore the phase diagram. In the
quantum regime, Schwinger boson theory is applied to study possible quantum spin liquid states and long-range
magnetically ordered states on an equal footing. These quantum states with bosonic partons are classified and
analyzed by using projective symmetry groups (PSGs). It is found that there are only four types of algebraic
PSGs allowed by the space group P4132 on a hyperkagome lattice. Moreover, there are only two types of PSGs
that are compatible with the J1-J2-J3 Heisenberg model. These two types of Z2 bosonic states are distinguished by
the gauge-invariant flux on the elementary ten-site loops on the hyperkagome network, called zero-flux state and
π -flux state respectively. Both the zero-flux state and the π -flux state are able to give rise to quantum spin liquid
states as well as magnetically ordered states, and the zero-flux states and the π -flux states can be distinguished by
the lower and upper edges of the spectral function S(q, ω), which can be measured by inelastic neutron scattering
experiments.
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I. INTRODUCTION

A. Magnetism in frustrated lattices

Before the phrase geometric frustration (or frustration for
short) was first introduced by Toulouse in the context of spin
glass in 1970s [1,2], frustrated magnetic systems had been
long studied indeed. Recently, it has been becoming an im-
portant feature in magnetism [3,4]. In an early paper, Wannier
[5] studied the classical Ising model on a triangular lattice
with the antiferromagnetically coupled nearest neighbor (NN)
spins, which is known as the simplest example of geometric
frustration now [3]. The frustration on a triangular lattice gives
rise to numerous ground-state degeneracies in this model.
Starting with one minimum-energy spin configuration, one
is able to obtain another minimum-energy configuration by
a “local” distortion. As a result, it does not order magnetically
even at zero temperature due to huge residual entropy [5], and
the spin-spin correlation has been found to decay following a
power law at zero temperature in accordance with the exact
solution [6]. Such a disordered state is also called a classical
spin liquid state. However, the minimum-energy spin configu-
rations for the classical antiferromagnetic (AFM) Heisenberg
model on a triangular lattice are not locally degenerate. They
are distinguished from each other only by a “global” spin
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SO(3) rotation. Consequently, the spins form a 120◦ long-
range magnetic order at zero temperature.

Indeed, a lattice can be “more frustrating” than a triangular
lattice, such that the classical NN AFM Heisenberg model
also has an infinite number of degenerate ground states that
are connected to one another by continuous “local” distortions
of the spin configuration [7]. This property holds on any lattice
with “corner-sharing” units, such as checkerboard, kagome,
and pyrochlore lattices [8]. As an example, we shall illustrate
this property on a three-dimensional (3D) hyperkagome lattice
in Sec. III A in this paper.

In addition to mentioned magnetically ordered or disor-
dered ground states and possible spin glass state [1,2], many
other emergent phenomena have been widely studied in clas-
sical spin systems on frustrated lattices as well, such as spin
ice [9] and the effect of order by disorder [7,10].

B. Effects of quantum fluctuations

Quantum mechanics brings new features to frustrated spin
systems. (i) On one hand, quantum fluctuations will lift the
local ground state-degeneracy in the classical model and lead
to a “classical” ordered state, e.g., the 120◦ magnetic ordering
ground state in the NN AFM Heisenberg model on a triangular
lattice. This classical order is associated with spontaneous
symmetry breaking and is characterized by the long-range
correlation of “local” operators, say, the local spin operators
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in this situation. (ii) On the other hand, strong quantum fluc-
tuations that are enhanced in frustrated lattices may destroy
the long-range magnetic ordering and give rise to a quantum
spin liquid ground state [11,12] It is different from a classical
spin liquid state due to the residual entropy that the entropy
density in a quantum spin liquid state is zero. This difference
serves as one of the criteria in the experimental identification
of quantum spin liquids and can be examined by specific heat
measurements.

As a combination of the two effects, say, the lift of the local
degeneracy and the ruin of classical magnetic order, quantum
mechanics may lead to exotic ground states and low-energy
behaviors on frustrated lattices that cannot be captured by
traditional semiclassical approaches. This inspired people to
study novel quantum states in frustrated lattices, especially
quantum spin liquid states [11,12]. These quantum states are
not associated with the classical order described by Landau’s
symmetry-breaking paradigm. Instead, a concept of “quantum
order” was proposed to describe the non-symmetry-breaking
orders that appear in such quantum states generally [13,14].

C. Quantum order and projective symmetry group

The quantum order generalizes the topological order of
gapful states (with long-range entanglement) [15] to gapless
states. To describe the quantum order in quantum spin liq-
uid states, a new mathematical object—projective symmetry
group (PSG)—was introduced [13]. The concept of quan-
tum order and its PSG characterization allow us to classify
symmetric quantum spin liquid states and understand the
quantum phase transitions between them in a systematic way.
A quantum spin liquid state is characterized by fractionalized
spinons and accompanied gauge fields. The spinons can be
either fermionic as Abrikosov fermions [16–18] or bosonic
as Schwinger bosons [19]. Mathematically, it is possible to
rewrite a quantum spin operator in terms of parton (fermionic
or bosonic spinon) operators. Thus, the Hilbert space is
enlarged and an additional gauge structure is generated.
To obtain physical spin states, the Gutzwiller projection is
employed to remove the gauge redundancy and restore the
physical Hilbert space. Note that the gauge structure of the
low-energy effective theory of partons could be different
from the largest gauge redundancy subject to the Gutzwiller
projection. The PSG is to characterize fractionalized parton
states with additional gauge structures, which is valid for
both fermionic and bosonic spinons [11]. In particular, the
Schwinger boson approach to quantum spins, which we will
utilize in this paper, is able to describe either a quantum spin
liquid with a finite spinon excitation gap or a magnetically
ordered state when the spinon gap closes and Bose-Einstein
condensation of spinons occurs [20]. It means that that the
Schwinger boson approach allows us to treat gapped spin
liquid states and magnetically ordered states on an equal
footing.

D. Realistic materials

In the past two decades, a host of AFM insulators have
been discovered in various frustrated lattices, and some
of them suggest quantum spin liquid ground states. The

candidate materials include organic salts κ-(ET)2Cu2(CN)3

[21] and EtMe3Sb[(Pd(dmit)2]2 [22] on anisotropic triangular
lattice, rare-earth compound YbMgGaO4 [23–25] on isotropic
triangular lattice, Herbertsmithite ZnCu3(OH)6Cl2 [26] and
Zn-doped Barlowite Cu3Zn(OH)6FBr [27,28] on kagome lat-
tice, and spinel oxide Na4Ir3O8 [29–31] on three-dimensional
(3D) hyperkagome lattice. None of these materials exhibit
classical magnetic order down to the lowest low temperature.

E. Hyperkagome Na4Ir3O8

Among these candidate materials, we are particularly inter-
ested in the spinel compound Na4Ir3O8, in which the S = 1/2
spins come from the 5d5 Ir4+ ions and form a solid network
of corner-sharing triangles, i.e., a 3D hyperkagome lattice.
The isotropic NN AFM Heisenberg model was proposed as
a microscopic spin model for this compound in several works
[32–35]. Highly degenerate classical ground states were nu-
merically found in Ref. [33], in which the spins are treated
as classical N-component vectors and the model is of O(N )
rotational symmetry. With the help of Schwinger bosons, a
coplanar magnetically ordered ground state was predicted in
the semiclassical limit, while a gapped topological Z2 spin
liquid was proposed in the quantum limit [35]. On the other
hand, gapless spin liquid states with fermionic spinons were
suggested [32,34], which are in good agreement with mag-
netic susceptibility and thermodynamic measurements [29].
The effect of strong spin-orbit coupling due to the large atomic
number of Ir was also addressed [36] and was used to explain
the anomalously large Wilson ratio observed in experiments
[34,37].

F. Hyperkagome PbCuTe2O6

More recently, another hyperkagome lattice compound
PbCuTe2O6 was synthesized [38] and suggested as a candi-
date for quantum spin liquid [39], where spins come from
Cu2+ (3d9) ions and crystallize a Cu-based hyperkagome
network. It is different from Na4Ir3O8, where Ir atoms are
much larger than sodium and oxygen, that the 5p orbitals in Te
atoms are extensive in the choloalite compound PbCuTe2O6.
So that the isolated triangles are geometrically smaller than
the hyperkagome triangles. We define the ordering of neigh-
bors in accordance with their bond lengths rather than the
strengths. Consequently, the first NN (J1 = Jtri) bonds form
isolated triangles, the second NN (J2 = Jhyper) bonds form
a hyperkagome lattices, while the third NN (J3 = Jchain)
bonds form uniform chains passing along the three crys-
tallographic directions. All these three types of bonds are
AFM and considerable, although the AFM coupling on the
hyperkagome lattice is the largest on, i.e., Jtri/Jhyper ≈ 0.54
and Jchain/Jhyper ≈ 0.77, in accordance with density functional
theory (DFT) calculation on hopping integrals [38]. Both
thermodynamic measurements [38] and NMR and muon spin
relaxation studies [39] suggest the absence of magnetic order
in polycrystalline PbCuTe2O6 sample and a gapless spin
liquid state with fermionic spinons.

Motivated by experimental observations and DFT calcula-
tions on PbCuTe2O6, we study a J1-J2-J3 Heisenberg model
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and possible classical and quantum orders in hyperkagome
antiferromagnets in this paper.

The rest of this paper is organized as follows. In Sec. II,
we introduce the space group and lattice structure and present
a J1-J2-J3 Heisenberg model for PbCuTe2O6. In Sec. III, we
analyze possible classical spin orders for the proposed J1-J2-J3

Heisenberg model and explore the phase diagram by Monte
Carlo simulation. In Sec. IV, we formulate Schwinger boson
theory and classify bosonic states with the help of PSGs. In
Sec. V, possible long-range magnetically ordered states and
quantum spin liquid states are analyzed in accordance with
PSGs and Schwinger boson mean-field theory. Section VI is
devoted to a summary.

II. SYMMETRY, LATTICE, AND MODEL HAMILTONIAN

We use the material PbCuTe2O6 as an example to illustrate
space group P4132 (no. 213) and corresponding lattice struc-
ture.

A. Space group P4132

There are two types of hyperkagome lattices corresponding
to nonsymmorphic space groups P4132 and P4332, which
differ in chirality only [40]. For simplicity, we will focus on
P4132 in this paper. The hyperkagome lattice is a cubic lattice
generated by lattice translations T1,2,3 for cubic unit cell along
three directions,

(x, y, z)
T1−→ (x + 1, y, z),

(x, y, z)
T2−→ (x, y + 1, z),

(x, y, z)
T3−→ (x, y, z + 1),

(1)

where we set lattice constant as unit for simplicity. The cor-
responding point group is the octahedral group O consisting
of 24 symmetry operations [40]. In such a nonsymmorphic
space group, the fourfold rotation in the octahedral group O is
replaced by the fourfold screw operation. One of the nonsym-
morphic screw rotations, S4, is given by a 90◦ rotation along
the axis (x,−1/4, 1/2) followed by a fractional translation of
(1/4, 0, 0),

(x, y, z)
S4−→ (

1
4 + x, 1

4 − z, 3
4 + y

)
. (2)

The four times of the fourfold screw operations result in a
displacement by a lattice constant, say, (S4)4 = T1.

In addition to these two symmetry operations, there are two
other symmetry operations which generate the whole space
group P4132 together with T1 and S4. One is the twofold
rotation, C2, along (3/8, 3/4 − y, y) axis,

(x, y, z)
C2−→ (

3
4 − x, 3

4 − z, 3
4 − y

)
. (3)

The other is the threefold rotation along (1,1,1) direction,

(x, y, z)
C3−→ (z, x, y). (4)

The commutation relations of these symmetry operations are
given in Appendix B.

FIG. 1. A unit cell in a hyperkagome lattice, which is formed by a
3D network of corner-sharing triangles. The edges of these triangles
are called “hyperkagome bonds,” which are also defined as second
nearest neighboring (NN) bonds in the main text. The 12 sublattices
are labeled by μ = 1, 2, . . . , 12.

B. Lattice structure

The 24 symmetry operations generate 24e general po-
sitions, among which there are 12d special positions with
higher symmetry. A hyperkagome lattice is made of these 12d
special positions, which is occupied by Ir atoms in Na4Ir3O8

and Cu atoms in PbCuTe2O6, such that each unit cell consists
of 12 lattice sites. These lattice sites can be labeled by a
unit cell index i and a sublattice index μ = 1, 2, . . . , 12 (see
Fig. 1). All the sublattice coordinates can be found in Table I.
Note that the 12d positions (sublattices) form a closed set
S4 screw and C2 and C3 rotations, which are summarized in
Table II.

C. Triangles and chains

As illustrated in Fig. 1, there are eight types of corner-
sharing triangles on a hyperkagome lattice, whose edges give
rise to a connect 3D network and are called “hyperkagome
bonds.” We also call these corner-sharing triangles as “hy-
perkagome triangles.” These hyperkagome triangles can be
characterized by a triad of sites (μ = 1, 2, . . . , 12) as follows:

[1, 2, 3], [4, 6, 5], [7, 8, 9], [10, 11, 12],
[1, 5, 12], [2, 6, 8], [3, 7, 10], [4, 11, 9]. (5a)

Here we neglect unit cell index i for simplicity.
To model magnetic interactions for PbCuTe2O6, we also

need to define four types of isolated triangles [see Fig. 2(a)]

TABLE I. 12d special positions of space group P4132.

1
(

3
8 , ȳ, y + 3

4

)
2
(
ȳ + 1

2 , ȳ + 3
4 , 5

8 ) 3
(
ȳ + 1

4 , 7
8 , y + 1

2 )

4
(
y + 3

4 , 3
8 , ȳ) 5

(
y + 1

2 , ȳ + 1
4 , 7

8 ) 6
(

5
8 , ȳ + 1

2 , ȳ + 3
4 )

7
(
ȳ, y + 3

4 , 3
8 ) 8

(
ȳ + 3

4 , 5
8 , ȳ + 1

2 ) 9
(

7
8 , y + 1

2 , ȳ + 1
4 )

10
(

1
8 , y, y + 1

4 ) 11
(
y, y + 1

4 , 1
8 ) 12

(
y + 1

4 , 1
8 , y)
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TABLE II. Actions of screw and rotations. A sublattice
(x, y, z; μ) is transferred to (x′, y′, z′; μ′) under screw S4 and rotations
C2 and C3. Here (x, y, z) are the coordinates of a sublattice μ.

μ C2 C3 S4

1 (x̄, z̄, ȳ; 1) (z, x, y; 4) (x, z̄ − 1, y; 6)

2 (x̄, z̄, ȳ; 12) (z, x, y; 6) (x, z̄ − 1, y + 1; 8)

3 (x̄, z̄, ȳ − 1; 5) (z, x, y; 5) (x, z̄ − 1, y + 1; 2)

4 (x̄, z̄, ȳ; 7) (z, x, y; 7) (x + 1, z̄, y + 1; 11)

5 (x̄, z̄ − 1, ȳ; 3) (z, x, y; 9) (x, z̄ − 1, y + 1; 4)

6 (x̄, z̄, ȳ; 10) (z, x, y; 8) (x, z̄ − 1, y + 1; 9)

7 (x̄, z̄, ȳ; 4) (z, x, y; 1) (x, z̄ − 1, y + 1; 3)

8 (x̄, z̄; ȳ, 11) (z, x, y; 2) (x + 1, z̄ − 1, y + 1; 7)

9 (x̄ − 1, z̄, ȳ; 9) (z, x, y; 3) (x + 1, z̄, y + 1; 10)

10 (x̄, z̄, ȳ; 6) (z, x, y; 12) (x, z̄, y; 1)

11 (x̄, z̄, ȳ; 8) (z, x, y; 10) (x, z̄, y + 1; 12)

12 (x̄, z̄, ȳ; 2) (z, x, y; 11) (x, z̄, y; 5)

given by the following triads of sites,

[1, 8, 11], [2, 4, 10], [3, 5, 9], [6, 7, 12], (5b)

and six types of uniform chains [see Fig. 2(b)] given by the
following linkings:

[1, 9, 1, 9], [2, 11, 2, 11], [3, 4, 3, 4],
[5, 7, 5, 7], [6, 10, 6, 10], [8, 12, 8, 12], (5c)

which pass along all the three crystallographic directions.
These isolated triangles and uniform chains are illustrated in
Fig. 2.

D. Model Hamiltonian

PbCuTe2O6 compounds are magnetic Mott insulators,
where spins S = 1/2 come from Cu2+ (3d9) cations. The
dominant magnetic exchange interaction between two Cu
atoms is via Cu-O-Te-O-Cu paths, namely, hyperkagome
bonds. There exist a strong hybridization between copper
dx2−y2 orbitals with oxygen px and py orbitals via σ bonding
and also with Te4+ (5s2) cations, resulting in the dominant

FIG. 2. (a) Four types of isolated triangles, whose edges are
called “for isolated-triangle bonds” or first NN bonds. (b) Six types
of uniform chains, which pass along all the three crystallographic
directions. The links on these uniform chains are called “chain
bonds” or third NN bonds.

AFM exchange on hyperkagome bonds, Jhyper > 0. Addition-
ally, the AFM exchange on isolated triangle bonds, Jtri > 0,
and the AFM exchange along uniform chains, Jchain > 0, are
considerable too. On the other hand, in accordance with the
distances between two Cu atoms, first nearest neighboring
(NN) bonds are isolated triangle bonds, second NN bonds
are hyperkagome bonds, and third NN bonds are along the
uniform chains.

Taking into account all the magnetic interactions as dis-
cussed in the above, we model PbCuTe2O6 by the following
J1-J2-J3 Heisenberg model on a hyperkagome lattice,

H =
3∑

a=1

∑
〈iμ, jν〉a

JaSiμ · S jν, (6)

where 〈iμ, jν〉a denotes ath NN bonds and Siμ is the vector
of spin operators at site iμ. All the couplings are AFM and
are given by J1 = Jtri, J2 = Jhyper, and J3 = Jchain. In this
paper, we shall study the J1-J2-J3 Heisenberg model by using
classical Monte Carlo method as well as Schwinger boson
mean-field theory.

III. CLASSICAL MAGNETIC ORDERS

In this section, we study possible ground states for the
J1-J2-J3 AFM Heisenberg model on a hyperkagome lattice
defined in Eq. (6) in the classical limit. We begin with an-
alyzing degenerate ground states in the hyperkagome limit,
say, Jtri = Jchain = 0 and Jhyper > 0, and then consider the cou-
plings on isolated triangles Jtri > 0 and the couplings on the
uniform chains Jchain > 0. Classical Monte Carlo simulations
are performed to explore the phase diagram.

A. Hyperkagome limit Jtri = Jchain = 0:
Local degeneracy of ground states

In the hyperkagome limit Jtri = Jchain = 0, the only active
magnetic coupling is Jhyper > 0 on hyperkagome bonds. Simi-
lar to the 2D kagome lattice, the hyperkagome lattice consists
of corner-shared triangles which form a 3D network. Then
the Hamiltonian in Eq. (6) can be simplified as the sum of
the squares of the total spins �S� = �S1 + �S2 + �S3 on individual
hyperkagome triangles,

H = Jhyper

∑
�

(�S�)2. (7)

Classical ground states are obtained whenever

�S� = 0. (8)

The hyperkagome triangle rule fixes the relative orientations
of the three classical spins on a triangle at 120◦ from each
other in a plane (e.g., see Fig. 3). But this triangle rule does
not fix the relative orientation of the plane of one triad with re-
spect to the planes of the triads on neighboring hyperkagome
triangles. These degrees of freedom result in a continuous or
local degeneracy of the ground states, among which some
allowed noncoplanar magnetic orders will be energetically
favorable when Jtri and Jchain are finite. A spin state satisfying
the hyperkagome triangle rule is not translational invariant
in general. Moreover, we will demonstrate below that the
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FIG. 3. Three spin vectors A, B, and C pointing toward the
vertices of an equilateral triangle.

continuous degeneracy exists even though the lattice transla-
tional symmetry is respected, which has already reduced lots
of degeneracy.

First, let us consider three classical spins on a triangle
as shown in Fig. 3, where A = x̂, B = − 1

2 x̂ +
√

3
2 ŷ, C =

− 1
2 x̂ −

√
3

2 ŷ are three coplanar unit vectors. Thus, a classical
coplanar ordered ground state can be given by the following
spin configurations,

S1,6,9,10 = A, S2,5,7,11 = B, S3,4,8,12 = C. (9)

Here we consider lattice translationally invariant states, so that
the unit cell index i is neglected temporarily and only the
sublattice index μ is kept.

Second, we twist some spins to obtain noncoplanar states
continuously. One way to do it is to twist fours spins S4, S5,
S11, and S12 out of the plane of the triad (A, B, C), while leave
other spins unchanged. The twist can be done by a rotation Rθ

1
around the x̂ axis (note that A = x̂),

Rθ
1 =

⎛
⎝1 0 0

0 cos θ − sin θ

0 sin θ cos θ

⎞
⎠, (10)

where θ ∈ [−π, π ] is the rotation angle. Introducing two new
unit vectors B̃ = Rθ

1B and C̃ = Rθ
1C, we are able to construct

the twisted spin configurations as follows:

S1,6,9,10 = A, S2,7 = B, S3,8 = C,

S5,11 = B̃, S4,12 = C̃.
(11)

The spin configuration given by Eq. (11) gives rise to a
noncoplanar magnetic order for arbitrary rotation angle θ ,
resulting in a continuous degeneracy of the ground states.

It is worth noting that the continuous degeneracy exists
even if we break the lattice translational symmetry or restrict
ourselves to coplanar spin states. This huge ground-state
degeneracy gives rise to finite residual entropy density and
remains the classical system disordered down to the lowest
temperature.

B. Jtri > 0 and/or Jchain > 0

Now we turn on the other two AFM couplings Jtri and Jchain,
which will give rise to other energetically favorable spin con-
figurations. The interplay between these spin configurations
and the hyperkagome triangle rule will lead to some classical

ordered states. We shall analyze possible ground states in this
subsection and explore the whole phase diagram by classical
Monte Carlo simulation in the next subsection.

1. Jtri coupling

We first consider the case of Jtri > 0 and Jchain = 0. The
Jtri bonds emerge from four types of isolated triangles [see
Fig. 2(a)]. Thus another triangle rule will be imposed on
such isolated triangles. We will call the new one an “isolated
triangle rule” to distinguish it from the “hyperkagome triangle
rule.” The isolated triangle rule also fixes the three classical
spins within a plane and the angle between two classical spins
at 120◦.

The coexistence of both triangle rules will reduce the
degeneracy of classical ground states largely and give rise to
limited number of classical ground states apart from a global
spin rotation. The spin configuration given by Eq. (9) satisfies
both triangle rules and is lattice translationally invariant. In
other words, it is a state with lattice wave vector Q = 0. We
call such an ordered state as a “coplanar Q = 0 state.” Note
that it is the only Q = 0 spin configuration satisfying both
triangle rules apart from a global spin rotation.

Moreover, we find that other possible spin configurations
satisfying both triangle rules are with finite lattice wave
vectors Q = 2

3 (±π,±π,±π ). One of these states is given by
Q = 2

3 (π, π, π ) and the following spin vectors,

Srμ = x̂ cos(Q · r + φμ) + ŷ sin(Q · r + φμ), (12)

where r denotes a unit cell, φ1,3,6,10 = 0, φ2,7,9,11 = 4π/3, and
φ4,5,8,12 = 2π/3. Then C2 and C3 rotations will give rise to
other Q′s and associated φμ’s that satisfy both triangle rules.
Note that the state given in Eq. (12) is a coplanar state too.
Therefore, a classical ground state is a coplanar state with a
wave vector Q = 0 or Q = 2

3 (±π,±π,±π ), when Jtri > 0
and Jchain = 0.

2. Jchain coupling

The AFM coupling Jchain prefers to antiparallel spin align-
ing along the uniform chains [defined by Eq. (5c) and also see
Fig. 2(b)]. Note that such antiparallel spin aligning gives rise
to a Q = 0 state, since each unit cell consists of two sites in a
uniform chain. We are able to construct such an antiparallel
spin configuration satisfying the hyperkagome triangle rule
in terms of six unit vectors v1, v2, . . . , v6. To do it, we twist
some spins in the state defined in Eq. (9). Let v1 = A, v2 = B,
and v3 = C, and introduce three new unit vectors, v4, v5, and
v6. Then the Q = 0 state is given by

S1 = −S9 = v1, S2 = −S11 = v2,

S3 = −S4 = v3, S5 = −S7 = v4,

S6 = −S10 = v5, S8 = −S12 = v6,

(13)

where

v1 = (1, 0, 0), v2 = ( − 1
2 ,

√
3

2 , 0
)
,

v3 = ( − 1
2 ,−

√
3

2 , 0
)
, v4 = ( − 1

2 ,−
√

3
6 ,

√
6

3

)
,

v5 = (
0,−

√
3

3 ,−
√

6
3

)
, v6 = (

1
2 ,−

√
3

6 ,
√

6
3

)
.

(14)

The Q = 0 state defined in Eq. (13) is a noncoplanar state
and we shall call it a “noncoplanar Q = 0 state” in order to
distinguish it from the previous coplanar Q = 0 state defined
in Eq. (9).
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3

1 2

(a)

Q = 2π
3
(±1, ±1, ±1)

11

1 8

(b)

3

1 2

(c)

Q = 0

1 1
9 9

(d)
Q = 0

FIG. 4. Spin structures distorted from coplanar states, where
solid arrows represent the spins in a coplanar state and dotted arrows
represent distorted spins. Q = 2

3 (±π,±π,±π ) states: typical spin
configurations in (a) hyperkagome triangles and (b) isolated trian-
gles. Q = 0 states: typical spin configurations (c) in hyperkagome
triangles and (d) along uniform chains. The distorted spin vectors are
no longer coplanar.

3. Jtri coexists with Jchain

In general, nonvanishing AFM coupling Jtri and Jchain will
lift the degeneracy and lead to magnetically ordered ground
states. As we will discuss below, the hyperkagome triangle
rule will be violated as long as both Jtri and Jchain are nonzero
and positive, although it can be satisfied when either Jtri = 0
or Jchain = 0.

First, we would like to consider the situation when Jtri �
Jchain. When Jchain = 0, the Q = 0 coplanar state given by
Eq. (9) and the Q = 2

3 (±π,±π,±π ) coplanar states given
by Eq. (12) are degenerate in energy. However, an infinites-
imal AFM Jchain will lift such degeneracy and the Q =
2
3 (±π,±π,±π ) state will be energetically favorable. Thus,
in the presence of a small but finite Jchain > 0, the ground
state will be distorted from a coplanar Q = 2

3 (±π,±π,±π )
state to a noncoplanar Q = 2

3 (±π,±π,±π ) state. Such a
noncoplanar state violates both the hyperkagome triangle rule
and the isolated triangle rule, and the typical distorted spin
configurations on these triangles are illustrated in Figs. 4(a)
and 4(b).

When Jchain � Jtri, the perturbation of Jtri will also violate
the hyperkagome triangle rule and destroy the antiparallel
spin alignment as shown in Figs. 4(c) and 4(d). Although
antiparallel spin alignment is destroyed along a uniform chain,
the lattice translational symmetries are still respected; namely,
it will become a noncoplanar Q = 0 state. The spins on
each hyperkagome triangle are slightly twisted from the 120◦
configuration and violate the hyperkagome triangle rule. All
these results have been verified by classical Monte Carlo
simulations.

4. Incommensurate magnetic orders

The situation will become complicated when Jtri and Jchain

are comparable with each other. It is easy to verify that
it is impossible to find a classical spin configuration with
antiparallel spin alignment along a uniform chain that satisfies
both the hyperkagome triangle rule and the isolated trian-
gle rule simultaneously. Moreover, the competition between
Q = 2

3 (±π,±π,±π ) states [see Figs. 4(a) and 4(b)] and
noncoplanar Q = 0 states [see Figs. 4(c) and 4(d)] will lead to
incommensurate magnetic orders when both Jtri and Jchain are
sizable. To examine this, we shall carry out classical Monte
Carlo simulation to study the J1-J2-J3 Heisenberg model and
explore the phase diagram.

C. Monte Carlo simulation and phase diagram

Classical Monte Carlo simulations, based on the standard
heat-bath method, are performed to study the J1-J2-J3 Heisen-
berg model defined in Eq. (6) on L × L × L × 12 hyperk-
agome lattices. The periodic boundary condition is imposed
in the calculations, and the system size is up to L = 24. The
system is gradually cooled down from high temperatures to
low temperatures in order to find out the ground state. A
run at each temperature consists of 106 Monte Carlo steps
and one step consists of 12L3 spin-flip processes to avoid the
autocorrelation.

1. Phase diagram

A sketched phase diagram of ground state is plotted versus
J1/J2 and J3/J2 in Fig. 5, where J1 = Jtri, J2 = Jhyper, and
J3 = Jchain. With the help of Monte Carlo simulations, we find
five phases totally: (1) In the hyperkagome limit, J1 = J3 = 0,
the ground state is magnetically disordered because of the
continuous degeneracy and huge residual entropy, which is
reminiscent of the AFM Ising model on a triangular lattice
[5]. (2) Along the axis J1 = 0, there exist two magnetically
ordered ground states. One is the coplanar Q = 0 state given
by Eq. (9), and the other is the coplanar Q = 2π

3 (±1,±1,±1)
states defined in Eq. (12). These two ground states are
degenerate in energy since both the hyperkagome triangle
rule and the isolated triangle rule are satisfied. (3) On the
top left corner of the phase diagram where both J1 and J3

are nonzero and J1 � J3, the ground states are noncoplanar
Q = 2π

3 (±1,±1,±1) states, which violate both triangle rules
[see Figs. 4(a) and 4(b)]. (4) On the bottom right corner
of the phase diagram where J3 � J1, the ground states are
noncoplanar Q = 0 states. Along the axis J1 = 0, the ground
state is the noncoplanar Q = 0 state given in Eq. (13), which
satisfies the hyperkagome triangle rule and spins are antiparal-
lel aligned along a uniform chain. Away from the axis J1 = 0,
the ground state is still a noncoplanar Q = 0 state, but the spin
configuration is distorted from that given in Eq. (13), and the
hyperkagome triangle rule is violated and spins are no longer
antiparallel aligned along a uniform chain [see Figs. 4(c) and
4(d)]. (5) In the middle area where J1 and J3 are comparable
with each other, the ground state is a magnetically ordered
state with an incommensurate wave vector Q, as we will
discuss in detail below.
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FIG. 5. Sketched ground-state phase diagram for the classical
J1-J2-J3 Heisenberg model on a hyperkagome lattice, where J1 = Jtri,
J2 = Jhyper, and J3 = Jchain. There exist five phases: (1) Disordered
state in the hyperkagome limit J1 = J3 = 0. (2) Along the axis
J3 = 0 and J1 > 0, the ground state is the coplanar Q = 0 state or
the coplanar Q = 2π

3 (±1, ±1, ±1) state, which are degenerate in
energy. (3) The noncoplanar Q = 2π

3 (±1,±1, ±1) states appear on
the top left corner, where J1 � J3. (4) The noncoplanar Q = 0 state
appears in the bottom right corner, where J1 � J3. (5) Magnetically
ordered states with incommensurate wave vectors Q in the middle
area, where J1 and J3 are comparable with each other. The two
dashed lines indicate the crossovers from incommensurate states
to the noncoplanar uniform (Q = 0) state and to noncoplanar Q =
2π

3 (±1, ±1, ±1) states.

2. Incommensurability

In the middle region of the phase diagram where J1 and J3

are comparable with each other, we find numeric evidences
for incommensurate magnetic ordering. In the Monte Carlo
simulations, we set J2 = 1 and change J1 and J3 to calculate
ground-state energy per site εL, the spin correlation function

C(r) = 1

12

∑
μ

〈Si+r,μ · Si,μ〉,

and its Fourier transformation

S(q) =
∑

r

eiq·rC(r)

on hyperkagome lattices up to L = 24. In the middle region
(see Fig. 5), the static structure factor S(q) always exhibits
peaks at finite wave vectors q = Q in the directions of
(±1,±1,±1). For a finite L × L × L × 12 lattice and all the
parameters except J1 = J3 = 0, we always find that

Q = 2πm

L
(±1,±1,±1) = 2πmp

Lp
(±1,±1,±1), (15)

where 0 � m < L, Lp is an integer factor of L, and two
integers mp and Lp are coprime, i.e., (mp, Lp) = 1. So that the
period of the magnetic ordering is Lp in a L × L × L × 12
hyperkagome lattice.

TABLE III. The fractional number mp/Lp giving rise to the
ground-state wave vector Q = 2πmp/Lp(±1, ±1, ±1). In the Monte
Carlo calculations, we use hyperkagome lattices with size L =
1, . . . , 24. Here we set J2 = 1. The mp/Lp with a footnote mark
means that the corresponding fractional number in the footnote will
give rise to an approximately degenerate ground state, namely, the
two ground-state energies are numerically indistinguishable.

J1/J3 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

0.2 2
7

1
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1
10

1
14

a 0 0 0 0 0 0
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1
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1
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b 1
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1
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1
13

c 1
13

0.6 1
3

3
10

d 2
7
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2
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6

1
6
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e

0.8 1
3

1
3

3
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3
11
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2
9

1
5

1
6

f 1
6

1
6

a 1
13 .

b 1
10 .

c 1
12 .

d 4
13 .

e 1
9 .

f 2
11 .

For a given pair of (J1, J3), we change the lattice size up
to L = Lmax to find out the lowest ground-state energy εmin

among all these L × L × L × 12 lattices, namely,

εmin = min{εL|L = 1, . . . , Lmax}, (16)

and the corresponding fractional number mp

Lp
giving rise to the

wave vector Q in Eq. (15), where Lmax = 24 is the upper
bound of the linear size L that we used in Monte Carlo
calculations. The values of fractional number mp

Lp
are listed in

Table III. As examples, we consider two points on the phase
diagram, say, (J1/J2, J3/J2) = (0.6, 0.3) and (J1/J2, J3/J2) =
(0.6, 0.8), and list the ground-state energy εL up to L =
24 in Table IV. For Lmax = 24, we have εmin = −1.362J2

TABLE IV. The ground-state energy εL for finite L × L × L × 12
lattices (up to L = Lmax = 24) and corresponding fractional number
mp/Lp defined in Eq. (15). We set J2 = 1 and choose J1/J2 = 0.6.

J3/J2 = 0.8 J3/J2 = 0.3

L εL mp/Lp L εL mp/Lp

6 −1.634 1/6 4 −1.359 1/4

7 −1.643 1/7 6 −1.351 1/3

8 −1.633 1/8 7 −1.362 2/7

9 −1.634 1/9 8 −1.359 1/4

10 −1.631 1/10 9 −1.351 1/3

12 −1.633 1/6 11 −1.354 3/11

13 −1.634 2/13 12 −1.359 1/4

14 −1.642 1/7 14 −1.362 2/7

21 −1.641 1/7 21 −1.362 2/7

22 −1.633 3/22 22 −1.353 3/11

23 −1.634 3/23 23 −1.352 6/23

24 −1.632 1/8 24 −1.357 1/4
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and mp/Lp = 2/7 at (J1/J2, J3/J2) = (0.6, 0.3), while εmin =
−1.643J2 and mp/Lp = 1/7 at (J1/J2, J3/J2) = (0.6, 0.8). It
is also found that the rational number mp/Lp changes from
point to point within this phase, so that we expect that mp/Lp

will approach an irrational number in general in the thermo-
dynamic limit Lmax → ∞. It means that the wave vector Q
varies with (J1, J3) in the middle area and is incommensurable
generally.

IV. SCHWINGER BOSON THEORY

In the remaining part of this paper, we will study the
effect of quantum fluctuations with the help of Schwinger
bosons. The Schwinger boson theory may give rise to a gapful
spin liquid state with low-lying bosonic spinon excitations
or a magnetically ordered state when bosonic spinons are
condensed at some gapless modes. In such an ordered state,
a gapless magnon excitation is made of two gapless bosonic
spinons. In this section, we shall set up Schwinger boson
theory in the large-N formulation and analyze possible frac-
tionalized states using projective symmetry group (PSG) [14].

A. Schwinger boson representation, large-N
formulation, and mean-field theory

In the quantum theory, the model Hamiltonian is still given
by Eq. (6), but all the classical spin vectors Siμ will be
replaced by spin operators Ŝiμ. We introduce two species of
Schwinger bosons biμα [19,41–43] (α =↑,↓) for a quantum
spin S as follows:

Ŝiμ = 1

2

∑
α,β

b†
iμασαβbiμβ, (17a)

with the constraint imposed at each site iμ,

n̂iμ =
∑

α

b†
iμαbiμα = nb, (17b)

where nb = 2S is the number of Schwinger bosons per site,
α, β = |↑〉, |↓〉 and σ are three Pauli matrices. Then the spin
exchange interactions in Eq. (6) can be rewritten in terms of
Schwinger bosons as follows:

Ŝiμ · Ŝ jν = − 1
2 Â†

iμ jν Âiμ jν + 1
4 n̂iμn̂ jν, (18a)

where valence-bond operators Âiμ jν are defined as

Âiμ jν = biμ↑b jν↓ − biμ↓b jν↑. (18b)

Note that Âiμ jν = −Â jνiμ for a bosonic representation.
The SU(2) valence-bond operator Âiμ jν can be generalized

into Sp(N ) case by introducing 2N flavor Schwinger boson
biμα and becomes

Âiμ jν =
∑
αβ

Jαβbiμαb jμβ, (19)

where J is a 2N × 2N matrix and reads

J =

⎛
⎜⎜⎜⎜⎝

1
−1

1
−1

. . .

⎞
⎟⎟⎟⎟⎠, (20)

and the index α = 1, . . . , 2N is transformed under the sym-
plectic group Sp(N ) [19,41–43]. For a realistic material, we
shall focus on its physical realization N = 1, when Sp(1) is
isomorphic to SU(2). However, generic situations with N > 1
are also of great interest, since the mean-field theory will be
exact in the large-N limit. It is convenient to introduce the
following parameter,

κ = nb

N
. (21)

Thus, the large-N limit is taken with fixed κ . In this paper, we
consider κ as a positive and continuous parameter, which will
be κ = 1 when S = 1/2 and N = 1. For our J1-J2-J3 model, it
turns out that large κ will lead to a magnetically ordered state
while small κ will give rise to quantum spin liquid states.

The Schwinger boson mean-field theory, which will be-
come exact in the limit N → ∞, can be formulated in accor-
dance with the following Hamiltonian,

HMF =
3∑

a=1

∑
〈iμ, jν〉a

Ja

2

[
− (Aiμ jν Â†

iμ jν + H.c.)

+ |Aiμ jν |2 + 1

4

]
+ λ

∑
iμα

(b†
iμαbiμα − κN ), (22)

where Aiμ jν = −Ajνiμ are complex numbers, and the La-
grange multiplier λ is a real number. The set of parameters,
{Aiμ jν, λ}, is called mean-field ansatz, which can be deter-
mined by the following self-consistent equations,

Aiμ jν = 〈Âiμ jν〉, (23a)

and

〈n̂iμ〉
N

= κ, (23b)

where 〈 · · · 〉 means that the expectation is evaluated in the
ground state of the mean-field Hamiltonian HMF . Note that for
a given set of mean-field ansatz, the mean-field Hamiltonian
given in Eq. (22) can be solved with the help of Bogoliubov
transformation and singular value decomposition. The details
of the self-consistent calculation can be found in Appendix A.

B. Gauge structure and PSG

In the Schwinger boson mean-field theory, the particle
number constraint in Eq. (17b) is implemented on average. A
physical spin state |
Spin〉 can be constructed from the mean-
field ground state |
MF (Aiμ jν, λ)〉 via a Gutzwiller projection
denoted by PG,

|
Spin〉 = PG|
MF (Aiμ jν, λ)〉. (24)

The Gutzwiller projection PG keeps the wave-function compo-
nents with nb = 2S bosons at each site only and removes other
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components from |
MF (Aiμ jν, λ)〉. It means that the particle
number constraint is satisfied in the projected state strictly.

1. U (1) gauge structure

There exists U (1) gauge redundancy in the Schwinger
boson representation of spins. Namely, the physical spin
operators Siμ and thereby other physical observables will not
change under the local U (1) gauge transformation,

biμα → eiφiμbiμα. (25a)

On the other hand, the mean-field Hamiltonian is invariant
under the U (1) gauge transformation defined in Eq. (25a) and
the compensated gauge transformation for Aiμ jν ,

Aiμ jν → e−iφiμ−iφ jν Aiμ jν . (25b)

Hence, two mean-field ansatzes {Aiμ jν, λ} and {Ãiμ jν, λ}
related by a gauge transformation will give rise to the same
physical spin state |
Spin〉, although corresponding mean-field
ground states |
MF (Aiμ jν, λ)〉 can differ from each other.

2. Invariant gauge group (IGG)

The gauge transformations that do not change the mean-
field ansatz {Aiμ jν, λ} constitute a subgroup of the original
U (1) gauge group called an invariant gauge group. For the
Schwinger boson mean-field Hamiltonian given in Eq. (22),
the IGG should be a Z2 group with elements {1,−1} as long
as {Aiμ jν} does not vanish, since the pairing of two bosonic
spinons always breaks U (1) to Z2.

3. Projective symmetry group (PSG)

In analogy to Landau’s symmetry classification for classi-
cal orders, it was proposed by Wen [14] that the symmetry
of the mean-field ansatz {Aiμ jν, λ} is a universal property
and can be used to characterize quantum orders in quantum
spin liquid states. The mathematical tool to characterize these
quantum orders is the projective symmetry group. An element
of a PSG is a combined operation consisting of a symmetry
transformation U followed by a local gauge transformation
GU (iμ). The PSG of a given mean-field ansatz consists of all
combined operations that leave the ansatz unchanged, i.e.,

PSG ≡ {GU |GUU (Aiμ jν ) = Aiμ jν, GU (iμ) ∈ U (1)}, (26)

where U (Aiμ jν ) = Ãiμ jν ≡ AU (iμ)U ( jν), GUU (Aiμ jν ) ≡
GU (iμ)Ãiμ jνGU ( jν), U is an element of the symmetry
group which generates the symmetry transformation, and GU

is the associated gauge transformation. It is worth noting that
IGG is a special subgroup of PSG.

In this paper, we shall classify the bosonic mean-field
ansatz {Ãiμ jν, λ} on hyperkagome lattices in accordance with
their PSGs.

C. PSGs for bosonic states with P4132 symmetry

We shall find out all the PSGs for bosonic states with P4132
symmetry. As mentioned, the Schwinger boson mean-field
Hamiltonian defined in Eq. (22) always gives rise to a Z2 state,
so that we only consider Z2 PSGs in this paper. Following
Wen’s strategy [14], we shall derive algebraic constraints
for the PSG elements at first, which allows us to construct

bosonic mean-field ansatzes according to obtained algebraic
PSGs. The idea is that the algebraic relations among physical
symmetry operations will impose algebraic constraints on the
structure of PSGs, which can be used to derive all the possible
PSGs instead of referring to a specific mean-field ansatz.

We consider the PSG classification for bosonic states with
P4132 space group. Note that a similar PSG classification
for fermionic states has been done by Huang et al. in Ref.
[44], where time-reversal symmetry is considered as well.
In this paper, we will not involve time-reversal symmetry
and consider space group symmetry P4132 only, such that
time-reversal symmetry-breaking states are allowed indeed.

As discussed in previous subsection, an operation in PSG
is implemented via combining a physical symmetry operation
with a gauge transformation. For P4132 space group symme-
try, it is sufficient to consider the six generators among all
the group elements, namely, three lattice translations T1,2,3

defined in Eq. (1), screw rotation defined in Eq. (2), and
C2 and C3 rotations defined in Eqs. (3) and (4) respectively.
Associated gauge transformations GU now are GT1,2,3 , GS4 ,
GC2 , and GC3 respectively.

The space group will impose algebraic constraints on these
GU ’s. For instance, from

T −1
1 T2T1T −1

2 = I,

we know that the implementation of such operator, i.e.,

(GT1 T1)−1GT2 T2GT1 T1(GT2 T2)−1

should be equivalent to GI I , which is nothing but an element
of the IGG. This leads to an algebraic constraint,

G−1
T1

(T1(i))GT2 (T1(i))GT1 (T1T −1
2 (i))G−1

T2
(i) = ±1,

where the sublattice index μ is neglected for brevity because
the operations T1,2,3 do not couple two sublattices. Other
algebraic relations involving screw rotation S4 and C2 and
C3 rotations can be found Appendix B, as well as detailed
calculations. The algebra is straightforward and is similar to
that used in a fermionic PSG calculation on a hyperkagome
lattice [44]. Additionally, for bosonic states, there exists a
convenient gauge choice by which all the gauge rotations
GU (iμ) are independent of the unit cell index i. This implies
that there exist only A-type ansatzes [14] for Z2 bosonic
states, in which not only the projected spin states but also the
ansatzes themselves respect the lattice translational symmetry.

Eventually, we find four different PSGs belonging to two
classes as follows.

Class 1:

gC2 = η0, gS4 = 1,

gC3 (1, 4, 7, 5, 8, 10) = 1,

gC3 (2, 3, 6, 9, 11, 12) = η0,

(27a)
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Class 2:

gC2 (1, 4, 7, 9, 12, 2) = iη0,

gC2 (5, 8, 10, 6, 11, 3) = −iη0,

gC3 (1, 4, 7) = 1, gC3 (5, 8, 10) = −1,

gC3 (2, 3, 6, 9, 11, 12) = iη0,

gS4 = 1,

(27b)

where gU (μ) ≡ GU (i = 0, μ) ∈ Z2, and η0 = ±1 gives rise to
four different algebraic PSGs. It will be seen next subsection
that η0 = ±1 will give rise to the same type of mean-field
ansatzes when we consider the first three NN bonds only,
which can be distinguished by gauge-invariant fluxes.

D. From algebraic PSG to mean-field ansatz

Now we shall discuss possible bosonic mean-field ansatzes
allowed by PSGs in Eqs. (27a) and (27b). A symmetric
mean-field ansatz can be generated as follows. Without loss
of generality, we begin with a bond 〈iμ, jν〉 with a nonzero
order parameter Aiμ jν = −Aiμ jν = �, where � is a complex
number. Thus, the order parameters Aiμ jν on other bonds can
be generated by

AU (iμ)U ( jν) = G−1
U (iμ)Aiμ jνG−1

U ( jν), (28)

where the operation U runs over all the 24 group elements
of P4132. For the J1-J2-J3 Heisenberg model, we shall restrict
ourselves to first, second, and third NN bonds, namely, we
consider the mean-field ansatzes with nonzero Aiμ jν only on
these bonds, while letting Aiμ jν = 0 on other bonds.

1. Gauge-invariant flux

With the help of PSGs, we find that there are two
types of mean-field ansatzes, which can be distinguished by
the gauge-invariant flux [45,46] � on a closed loop C =
{i1μ1, i2μ2, . . . , i2k−1μ2k−1, i2kμ2k},

� = arg
[
Ai1μ1i2μ2

( − A∗
i2μ2i3μ3

)
Ai3μ3i4μ4

× · · · Ai2k−1μ2k−1i2kμ2k

( − A∗
i2kμ2k i1μ1

)]
, (29)

where the antisymmetric relation, Aiμ jν = −Ajνiμ, has been
accounted. Note that such a gauge-invariant flux � can be
defined only in the loops with even number of bonds [see
Eq. (25b) as well], which is very different from usual gauge-
invariant SU(2), U(1), or Z2 fluxes defined in fermionic
states. It means that such a flux � cannot be defined on
any triangles. Since the bonds on the uniform chains cannot
form any closed loop, it is sufficient to consider closed loops
on the hyperkagome network only. It is known that all the
closed loops on a hyperkagome network can be decomposed
into three-site loops (hyperkagome triangles) and elemen-
tary 10-site loops. An example of such an elementary 10-
site loop (6 → 4 → 9 → 8 → 2 → 3 → 10 → 12 → 1 →
2 → 6) is demonstrated in Fig. 6. Moreover, two hyperk-
agome triangles and three elementary 10-site loops will form
a closed surface [34]. Therefore, we can parametrize these

FIG. 6. An example for the elementary 10-site loops that gives
rise to the gauge-invariant flux � = �10.

two types of ansatzes by the flux � ≡ �10, where �10 is
the gauge-invariant flux on an elementary 10-site loop. When
� = 0, we call the ansatz a zero-flux state, while when � = π ,
we call it a π -flux state.

2. π-flux state

The π -flux state is given by the algebraic PSG in Eq. (27a).
With the help of the symmetric operations S4, C2, and C3, we
find that Aiμ jν on the first and the third NN bonds will vanish
and the remaining nonzero Aiμ jν will appear on the second
NN (hyperkagome) bonds only (referring to J2 couplings).
Consider the first NN bond (iμ, jν) = (1, 8) and the third NN
bond (1,9) (here we omit the unit-cell indices for short without
causing confusion), A1,8 is transferred as

A1,8
S4−→ A6,7

C3−→ A8,1,

under successive transformations S4 and C3, and A1,9 is trans-
ferred as

A1,9
C2−→ A9,1,

under C2. Taking into account the antisymmetric relation
Aiμ jν = −Ajνiμ, we obtain A1,8 = A1,9 = 0. Symmetry oper-
ations of P4132 will generate all the other first and third NN
bonds; therefore, we draw the conclusion that Aiμ jν = 0 on all
the first and third NN bonds, and the mean-field ansatz for a
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π -flux state can be written as

A1,2 = A1,12 = A6,5 = A6,8

A9,7 = A9,4 = A10,3 = A10,11

}
= �2,

A2,3 = A3,1 = A5,4 = A4,6

A8,2 = A2,6 = A7,8 = A8,9

A12,5 = A5,1 = A3,7 = A7,10

A4,11 = A11,9 = A11,12 = A12,10

⎫⎪⎬
⎪⎭ = η0�2,

(30)

where η0 = ±1 and �2 is the short-range order parameter on
the second NN (hyperkagome) bonds. Moreover, the gauge
transformation

Giμ =
{

1, when μ = 1, 2, 4, 7, 9, 12,

−1, when μ = 3, 5, 6, 8, 10, 11,
(31)

will change the sign of η0 in Eq. (30) while leaving �2

unchanged, say,

η0 −→ −η0, �2 −→ �2,

which allows us to consider the ansatz with η0 = 1 only. For
such a π -flux state, �2 can always be chosen as a real number
because of the U (1) gauge redundancy, which indicates that
the time-reversal symmetry is respected.

3. Zero-flux state

The zero-flux state is given by the algebraic PSG in
Eq. (27b). The mean-field ansatz Aiμ jν (here we omit indices
i and j for short) reads

A11,1 = A1,8 = A2,10 = A10,4

A5,9 = A9,3 = A7,6 = A6,12

}
= �1,

A11,8 = A4,2 = A3,5 = A12,7 = η0�1,

(32a)

on the first NN bonds,

A12,1 = A1,2 = A8,6 = A6,5

A4,9 = A9,7 = A3,10 = A10,11

}
= �2,

A2,3 = A3,1 = A5,4 = A4,6

A11,12 = A12,10 = A7,8 = A8,9

A1,5 = A5,12 = A6,2 = A2,8

A9,11 = A11,4 = A10,7 = A7,3

⎫⎪⎬
⎪⎭ = η0�2,

(32b)

on the second NN bonds, and

A1,9 = A6,10 = �3,

A2,11 = A4,3 = A5,7 = A8,12 = η0�3,
(32c)

on the third NN bonds, where η0 = ±1 and �1,2,3 are three
complex numbers. The gauge transformation given in Eq. (31)
will change the signs of η0 and �1 while leaving �2 and �3

unchanged, namely,

η0 −→ −η0, �1 −→ −�1, �2 −→ �2, �3 −→ �3.

So, we can study the ansatzes with fixed η0. Note that the
time-reversal symmetry breaking is allowed in these zero-flux
states.

In the next section, we shall study the π -flux state given in
Eq. (30) and the zero-flux state given in Eq. (32) using mean-
field theory. It is noted that the π -flux state and the zero flux
state with �1 = �3 = 0 were used to study the J1-J2-J3 model
in the hyperkagome limit J1 = J3 = 0 in Ref. [35]. The PSG

analysis in this paper shows that they are only available Z2

bosonic states in this limit. However, for generic situations
with finite J1 and J3, there will be more allowed bosonic states
in accordance with all the four PSGs given in Eq. (27a).

V. RESULTS OF THE SCHWINGER BOSON
MEAN-FIELD THEORY

In this section, we study the ground states of the J1-J2-J3

Heisenberg model based on the mean-field ansatzes given in
Eqs. (30) and (32).

For the π -flux state given in Eq. (30), there are only two
independent parameters �2 and λ in the mean-field ansatz,
which are both real numbers.

For the zero-flux state given in Eq. (32), we can fix �2 to
be real and write �1 and �3 in terms of their amplitudes and
phases as follows:

�1 = |�1|eiθ1 , �3 = |�3|eiθ3 , (33)

so that there are six independent real parameters |�1|, �2,
|�3|, θ1, θ3 and λ in the mean-field ansatz of the zero-flux
state. In the calculations, we solve the self-consistent Eqs. (23)
with fixed θ1 and θ3 to obtain the energy per site Eg(θ1, θ3) for
a local ground state. Then, we minimize Eg with respect to θ1

and θ3 to reach the ground state with the energy minimum.
Note that the κ defined in Eq. (21) serves as an additional

control parameter in the calculations. For a given set of J1,
J2, and J3, there exists a critical value κc. When κ < κc, a
gapped spin liquid state is favored, while when κ > κc, the
spinon gap will close and the Schwinger bosons will condense
at some gapless point in the k space and give rise to a long-
range magnetic order [20]. The details of the self-consistent
calculation can be found in Appendix A, and the calculations
of spin correlation function and spin static structure factor can
be found in Appendix D.

A. κ > κc

When κ > κc, the self-consistent equation will give rise to
a gapless state where the Schwinger bosons will condensed at
some gapless points {K1, K2, . . . }, resulting in a magnetically
ordered state. The magnetic orders are characterized by the
peaks at wave vectors Q in the spin static structure factor S(q).
The allowed ordering wave vectors are given by

Q = K i − K j, (34)

although the spin static structure factor S(q) may vanish at
some Q given in Eq. (34) due to coherence factors (see
Appendix D for details). Usually we find that κc < 1 for both
the π -flux state and the zero-flux state, which can be also seen
in some examples later. Thus, the boson condensation will
occur in these SU(2) spin-1/2 systems, where S = 1/2 and
N = 1, and thereby κ = 1.

For all the values of J1/J2 and J3/J2, we find that the zero-
flux state always has lower energy than the π -flux state, and
the energy minimum of a zero-flux state is always achieved
at θ1 = θ3 = 0, as demonstrated in Fig. 7. Below we shall
discuss the π -flux and the zero-flux states respectively.
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FIG. 7. Zero-flux state: ground-state energy Eg in the unit of J2

is plotted vs (a) θ1 and (b) θ3. Here we set J1/J2 = 0.3, and the
diamonds denote J3/J2 = 0.3 and the squares denote J3/J2 = 0.8.
The energy minimum is achieved at θ1 = θ3 = 0. When J3/J2 = 0.3,
the amplitude |�3| is tiny such that Eg hardly changes with θ3. There-
fore, the three curves (marked by diamonds) with θ3 = 0, π/4, π/2
almost collapse to a single one in panel (a) and become nearly flat in
panel (b). More details can be found in Appendix C.

B. π-flux state

For the π -flux state, the mean-field order parameters vanish
on the first and the third NN bonds, say, �1 = �3 = 0. We
find that the spinons will always condense at the following
three time-reversal invariant wave vectors,

K1 = (0, π, π ), K2 = (π, 0, π ), K3 = (π, π, 0), (35)

where are related to each other by the C3 rotations in space
group P4132. Thus, the static structure factor S(q) will be
peaked at q = Q = K i − K j . To be explicit, the wave vectors
Q are given as follows:

Q = (0, 0, 0), (π, π, 0), (π, 0, π ), (0, π, π ). (36)

Note that S(Q = 0) for a π -flux state is finite in general when
the time-reversal symmetry is respected (see Appendix D for
details).

1. Zero-flux state

For the zero-flux state, we always have θ1 = θ3 = 0 for
the ground state, as demonstrated in Fig. 7. It is also found
that the zero-flux state is energetically favored in comparison
with the π -flux state. We change the ratios J1/J2 and J3/J2

to explore the phase diagram. As plotted in Fig. 8, there exist
two distinct phases belonging to the same class of ansatz in
accordance with the PSG. One is a uniform state with boson
condensation at K = 0. The other is an incommensurate phase
(see Appendix E for details) with boson condensation at

K = K0(±1,±1,±1), (37)

where K0/2π takes the values of 0.42 ∼ 0.5. For a uniform
state, the static structure factor S(q) has only one peak at

0.4 0.5 0.6 0.7 0.8 0.9 1.0
J3/J2

0.0
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0.4
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/
J
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K = 0 K ∝ (±1, ±1, ±1)

0.60 0.65 0.70
J /J
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/
J
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FIG. 8. The ground-state phase diagram for κ > κc. The ground
states are all zero-flux states with Schwinger boson condensation at
wave vector K. There are two phases found: (1) a uniform phase with
K = 0 and (2) an incommensurate phase with K = K0(±1, ±1, ±1).
Here J1 = Jtri, J2 = Jhyper, and J3 = Jchain are the AFM Heisenberg
exchanges on triangle bonds, hyperkagome bonds, and uniform chain
bonds respectively. Insert: The ground-state energy Eg vs J3/J2 along
the line J1/J2 = 0.1. The red dots crossing the phase boundary
denote the parameter regions for the insert plot.

Q = 0; while for an incommensurate state, S(q) has peaks at
multiple Q’s as follows:

Q = 2K0(±1,±1,±1), 2K0(±1, 0, 0),

2K0(0,±1, 0), 2K0(0, 0,±1). (38)

The peaks at other Q = K i − K j will vanish because the
condensation wave vectors K in Eq. (37) are not time re-
versal invariant and not degenerate, such that the coherence
factors are destructive and give rise to vanishing S(Q) (see
Appendix D for details).

It is worth mentioning that the wave vector K0 is incom-
mensurable in general, which is similar to that in the classical
model, and the details for the incommensurable K0 can be
found in Appendix E. It is also noted that the incommensurate
states break the lattice translational symmetry because of the
boson condensation, even though the corresponding mean-
field ansatz is translationally invariant. There exists a phase
transition separating the uniform states from the incommen-
surate states. The transition between the uniform phase and
the incommensurate phase is of first order, which can be
viewed from the insert plot in Fig. 8. The kink at the phase
boundary gives rise to a discontinuous jump in the first-order
derivative ∂Eg/∂J3 and suggests a first-order phase transition.
Meanwhile, the wave vector K0/2π jumps from 0 to ≈0.42,
crossing the phase boundary.

C. κ < κc

When κ < κc, the ground state is a spin liquid state with
bosonic spinons, where the spinon excitation spectrum has a
finite energy gap. Since a single spinon carries a U (1) gauge
field and is not gauge invariant, we would like to consider
the two-spinon excitations, which are physically measurable
in a spinon-deconfined state. The energy of such a two-spinon
excitation is given by

ω2s,μν (k) = ωμ(k1) + ων (k2) with k = k1 + k2, (39)
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where ωμ(k) is the μth band spinon dispersion. For a given k,
there exist infinite pairs of k1 and k2 that satisfy the momen-
tum conservation relation k = k1 + k2, so that the spectrum of
the two-spinon excitations is not characterized by sharp peaks
in the dynamic spin structure factor S(q, ω), which defines the
energy dispersion as the magnons in a magnetically ordered
state. Instead, the two-spinon excitations form a continuous
spectrum in S(q, ω), whose upper and lower edges can be
measured by inelastic neutron scattering experiment. The
lower edge of the two-spinon spectrum is given by

ω2s(k) = min{ω1(q) + ω1(k − q)}, (40)

where ω1(k) is the lowest band single-spinon dispersion.
We shall use the patterns of ω2s(k) to characterize the

π -flux phase and the zero-flux phase. In the calculations,
we choose the parameters as J1/J2 = 0.54 and J3/J2 =
0.77, which were estimated by the density functional the-
ory for relative exchange couplings between the Cu atoms
in PbCuTe2O6 [38]. For this set of J1/J2 and J3/J2, we
find κc = 0.64 for the zero-flux state and κc = 0.8 for the
π -flux state. For comparison, we choose κ = 0.4 < κc to
study gapful zero-flux and π -flux states. Note that our calcula-
tions are done in the large-N limit, where the Schwinger boson
mean-field theory will be exact and the O(1/N ) and higher
order corrections can be neglected. However, the physical
realization is given by N = 1, such that these corrections
are considerable and κc(N = 1) deviates from κc(N = ∞).
Regarding the material PbCuTe2O6 [38,39], it could be either
a quantum spin liquid state or a weakly ordering state with
strong magnetic fluctuations.

1. Zero-flux state

For a zero-flux state, there are eight minima in the lowest
band spinon dispersion, ω1(k), which locate at

k = k0(±1,±1,±1), (41a)

with k0 ≈ 5π
6 . Consequently, the two-spinon spectrum,

ω2s,μν (q), will reach the energy minima at

q = (0, 0, 0), q0(±1,±1,±1),

q0(±1, 0,±1), q0(0,±1,±1), q0(±1,±1, 0), (41b)

q0(±1, 0, 0), q0(0,±1, 0), q0(0, 0,±1),

where q0 ≈ 5π
3 ≡ −π

3 (mod2π ).
The lower edge of the two-spinon spectrum, ω2s(k), for the

zero-flux state is shown in Fig. 9, which exhibits fourfold rota-
tional symmetry along [100] direction and threefold rotational
symmetry along [111] direction.

2. π-flux state

It is found that ground-state energy of the π -flux state is
higher than the one of the zero-flux state for the same set of
{J1, J2, J3, κ}. For the π -flux state, there are three minima in
the lowest band spinon dispersion ω1(k0), which locate at the
three time-reversal invariant points as follows:

k = (π, π, 0), (π, 0, π ), (0, π, π ). (42a)

FIG. 9. A zero-flux state: the lower edge of the two-spinon
spectrum ω2s(k) on two [100] planes [(a) and (b)] and two [111]
planes [(c) and (d)]. The parameters are chosen as κ = 0.4, J2 =
1, J1 = 0.54, and J3 = 0.77. Two [100] planes passing through
(a) (0,0,0) and (b) (5π/6, 0, 0), and two [111] planes passing through
(c) (5π/6, 5π/6, 5π/6) and (d) (0,0,0) respectively.

Therefore, the energy minima of the two-spinon spectrum will
occur at

q = (0, 0, 0), (π, π, 0), (π, 0, π ), (0, π, π ). (42b)

The lower edge of the two-spinon spectrum for the π -flux
state is shown in Fig. 10, which exhibits fourfold rotational
symmetry along the [100] direction and threefold rotational
symmetry along the [111] direction, as the same as the zero-
flux state. These fourfold and threefold symmetries are con-
sistent with S4 and C3 symmetry operations in lattice P4132
space group.

VI. DISCUSSION AND CONCLUSIONS

To summarize, in this paper we have studied hyperkagome
lattice J1-J2-J3 AFM Heisenberg model in both classical and
quantum limits, where J1 = Jtri is the first NN AFM coupling
on isolated triangle bonds, J2 = Jhyper is the second NN AFM
coupling on hyperkagome bonds, and J3 = Jchain is the third
NN AFM coupling along the uniform chains.

In the classical limit, we have analyzed the classical
J1-J2-J3 Heisenberg model with the help of two triangle rules,
the hyperkagome triangle rule (associated with J2) and the iso-
lated triangle rule (associated with J1), and explored the whole
phase diagram by Monte Carlo simulations. There is a total of
five phases found (see Fig. 5): (1) a disordered state with huge
residual entropy down to zero temperature at J1 = J3 = 0,
whose ground states are subject to the hyperkagome triangle
rule; (2) an ordered phase locates along the axis J3 = 0 and
J1 > 0, where two types of coplanar ordered states Q = 0 and
Q = 2π

3 (±1,±1,±1) are degenerate (these coplanar states
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FIG. 10. A π -flux state: the lower edge of the two-spinon spec-
trum ω2s(k) on two [100] planes [(a) and (b)] and two [111]
planes [(c) and (d)]. The parameters are chosen as κ = 0.4, J2 =
1, J1 = 0.54, and J3 = 0.77. Two [100] planes passing through
(a) (0,0,0) and (b) (π, 0, 0) and two [111] planes passing through
(c) (π/3, π/3, π/3) and (d) (0,0,0) respectively.

satisfy both the hyperkagome triangle rule and the isolated
triangle rule); (3) a noncoplanar phase with Q = 0 exists when
J1 � J3; (4) a noncoplanar phase with Q = 2π

3 (±1,±1,±1)
exists when J1 � J3; and (5) a noncoplanar incommensurate
state with wave vector Q ∝ (±1,±1,±1) appears when J1

and J3 are comparable. All the noncoplanar states violate both
the hyperkagome triangle rule and the isolated triangle rule.
It is worth mentioning that the results for J1 = 0 or J3 = 0
are exact, and the corresponding spin configurations on the
ground states are given in Eqs. (9), (12), and (13).

In the quantum regime, we have applied the Schwinger bo-
son representation (with 2N species of bosons) and the large-
N expansion to formulate the J1-J2-J3 Heisenberg model,
which allows us to study both quantum spin liquid states and
long-range magnetically ordered states on an equal footing.
In this formulation, the physical properties are controlled by
the ratio κ = nb/N , where nb is the number of boson at each
site (spin). There exists a critical value κc: When κ > κc,
the condensation of Schwinger bosons will happen and give
rise to a long-range magnetic order, while when κ < κc, the
bosonic spinons have a finite excitation gap and lead to a
gapful quantum spin liquid state. Note that the magnetically
ordered states obtained by Schwinger boson condensation can
also be described by the spin wave theory when N = 1.

We have classified these (gapless or gapped) bosonic sates
using PSG in accordance with the lattice P4132 symmetry. It
is found that the nonsymmorphic space group P4132 imposes
strong constraints on SU(2) symmetry fractionalization, and
there exist only four A-type (associated with translationally
invariant mean-field ansatzes) Z2 bosonic algebraic PSGs.

Considering the concrete J1-J2-J3 Heisenberg model, where
only the first three NN bonds are nonzero, there are only
two types of bosonic states are allowed. These two types
of bosonic states are distinct from each other by the gauge-
invariant flux, �10, on the elementary 10-site loops on the
hyperkagome network. One has �10 = 0 and is called the zero
flux state; the other has �10 = π and is called the π -flux state.

For the zero-flux state, the mean-field order parameters on
all three first NN bonds are nonzero in general, while for the
π -flux state, the mean-field order parameters vanish on the
first and the third NN bonds, and only the second NN bonds
(hyperkagome bonds) are nonzero. It means that the zero-flux
state has more order parameters than the π -flux state in the
mean-field ansatz. The self-consistent mean-field theory cal-
culation for the J1-J2-J3 Heisenberg model on hyperkagome
lattices finds that the zero-flux state is energetically favored
rather than the π -flux state.

Both the zero-flux states and π -flux states are able to give
rise to gapful quantum spin liquid state when κ < κc and long-
range magnetic order when κ > κc. In both situations, κ > κc

and κ < κc, the zero-flux states can be distinguished from
the π -flux states experimentally. (i) When κ > κc, the gapless
π -flux state will give rise to four peaks in the spin static struc-
ture factor S(Q) at the time-reversal invariant wave vectors
Q = (0, 0, 0), (0, π, π ), (π, 0, π ), and (π, π, 0) respectively,
while the zero-flux state either is uniform and has only one
S(Q) peak at Q = (0, 0, 0), or is incommensurate and has a set
of peaks at Q = Q0(±1,±1,±1), Q0(±1, 0, 0), Q0(0,±1, 0),
and Q0(0, 0,±1). The zero-flux state phase diagram for κ >

κc is plotted in Fig. 8. (ii) When κ < κc, the ground states are
quantum spin liquid states, and the elementary spin excitations
are bosonic spinons that have a finite excitation gap. The spin
spectral function S(q, ω) is no longer characterized by the
sharp spin-wave dispersions as in the magnetically ordered
states. Instead, S(q, ω) will display a broad spinon continuum,
which measures the two-spinon spectrum indeed. The patterns
of the lower edges of the two-spinon spectrum can be used to
distinguish the π -flux state from the zero-flux state. For the
zero-flux state, the two-spinon spectrum has energy minima at
q = (0, 0, 0), q0(±1,±1,±1), q0(0,±1,±1), q0(±1, 0,±1),
q0(±1,±1, 0), q0(±1, 0, 0), q0(0,±1, 0), and q0(0, 0,±1),
where q0 is incommensurable generally; while for the π -flux
state, the two-spinon spectrum has energy minima at q =
(0, 0, 0), (0, π, π ), (π, 0, π ), and (π, π, 0).

We hope the studies in this paper will shed light on future
experiments on PbCuTe2O6 and other possible hyperkagome
antiferromagnets.
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APPENDIX A: SELF-CONSISTENT EQUATIONS IN
SCHWINGER BOSON MEAN-FIELD THEORY

In this section, we formulate the self-consistent equations
in Schwinger boson mean-field theory for Sp(N = 1), and the
formulation for generic N can be established in a similar way.
Here we use the J1-J2-J3 Heisenberg model on a hyperkagome
lattice as an example for study.

By performing Fourier transformation, we introduce the
k-space Schwinger bosons as

bkα = (bk1α, . . . , bk12α ), α =↑,↓, (A1)

where k is a three-dimensional vector in the first Brillouin
zone. For a given real-space mean-field ansatz Aiμ jν , the
Hamiltonian in Eq. (22) can be rewritten as

HMF =
3∑

a=1

∑
〈iμ, jν〉a

2Ja|Aiμ jν |2

+ C − 12λNu(1 + κ ) + Hb,

Hb =
∑

k


(k)†D(k)
(k) (A2)

where C = ∑3
a=1

∑
〈iμ, jν〉a

Ja/8 is a constant, Nu is the num-
ber of unit cell, and the vector spinon field 
(k) and the
24 × 24 matrix D(k) are


(k) =
(

bk↑
b†

−k↓

)
,

D(k) =
(

� −Ak

−A†
k �

)
.

(A3)

Here � and Ak are 12 × 12 matrices and read

�μν = λδμν,
(A4)

(Ak )μν = 1

Nu

3∑
a=1

∑
〈iμ, jν〉a

JaAiμ jνeik·(r j−ri ),

where ri denotes the position vector of unit cell i and 〈iμ, jν〉a

denotes the ath NN bonds. Recall that the explicit forms of
Aiμ jν are defined in Eqs. (30) and (32). Following the notation
in the main text, we define |Aiμ jν | ≡ |�a|(a = 1, 2, 3) on the
ath NN bond.

By performing singular value decomposition (SVD)

Ak = UkEkV
†

k , (A5)

we obtain

Hb =
∑
kμ

(b̃†
kμ↑ b̃−kμ↓)hμ(k)

(
b̃kμ↑

b̃†
−kμ↓

)
,

(A6)

hμ(k) =
(

λ −(Ek )μ
−(Ek )μ λ

)
,

where

b̃kα = (b̃k1α, . . . , b̃k12α ), α =↑,↓,

bk↑ = Uk b̃k↑, b†
−k↓ = Vk b̃

†
−k↓.

(A7)

Because A†
k = −Ak (i.e., iAk is Hermitian), both Uk and Vk are

unitary matrices. The SVD allows us to block diagonalize the

24 × 24 matrix D(k) into twelve 2 × 2 matrices hμ(k)(μ =
1, . . . , 12), and then each 2 × 2 matrix can be diagonalized
independently. With the help of Bogoliubov transformation as

bkμ↑ =
∑

ν

(Uk )μν (ukνγkν↑ − vkνγ
†
−kν↓),

b†
−kμ↓ =

∑
ν

(Vk )μν (−vkνγkν↑ + ukνγ
†
−kν↓),

(A8)

we can obtain

Hb =
∑
kμ

ωμ(k)(γ †
kμ↑γkμ↑ + γ

†
kμ↓γkμ↓ + 1), (A9)

where ωμ(k) is the μth band single spinon dispersion as

ωμ(k) =
√

λ2 − |(Ek )μ|2 (A10)

and

ukμ =
√

λ

2ωμ(k)
+ 1

2
,

vkμ = −
√

λ

2ωμ(k)
− 1

2
,

|ukμ|2 − |vkμ|2 = 1.

(A11)

The mean-field ground state energy reads

Eg = Nu

3∑
a=1

MaJa|�a|2 − 12λNu(1 + κ ) +
∑
kμ

ωμ(k),

(A12)
where M1 = M2/2 = M3 = 48, and the constant C is omitted.
Below we will discuss how to determine �a (a = 1, 2, 3) self-
consistently for both gapped states and gapless states.

Gapped states. For a gapped state, ωμ(k) > 0, such that the
matrix hμ(k) is positive definite for any given (k, μ). Then the
matrix hμ(k) can be diagonalized by finite values of ukμ and
vkμ, and the corresponding self-consistent equations read

12Nu(1 + κ ) =
∑
kμ

(|ukμ|2 + |vkμ|2),

NuMaJa|�a|2 =
∑
kμ

2Ãa
kμv∗

kμukμ, a = 1, 2, 3,
(A13)

where

Ãa
kμ =

∑
〈μ′ν ′〉a

(U †
k )μμ′ (Ak )μ′ν ′ (Vk )ν ′μ, a = 1, 2, 3, (A14)

and 〈μν〉a denotes the ath NN bond which are form by
sublattice μ and ν.

Gapless states. When there exist gapless points k’s, in
which ωμ(k) = 0, the boson condensation arises and the
zero modes (the condensate part) must be handled carefully,
because the nonpositive matrix hμ(k) corresponding to the
zero modes cannot be diagonalized by finite ukμ and vkν . We
use α to denote the percentage of the condensate fraction, and
the explicit form of the constraint Eq. (17b) reads

12Nu(1 + κ ) =
∑

ωkμ �=0

(|ukμ|2 + |vkμ|2) + 12αNμ, (A15)
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and because of the gapless points, λ can be straightforwardly
obtained as

λ = max
kμ

{(Ek )μ}. (A16)

Eventually, for gapless states, there remain only three self-
consistent equations which read

NuMaJa|�a|2 =
∑

ωkμ �=0

2Ãa
kμv∗

kμukμ

+
∑
ωkμ=0

αNu

∣∣Ãa
kμ

∣∣, a = 1, 2, 3. (A17)

APPENDIX B: PSGS WITH SPACE GROUP P4132

This Appendix is devoted to derive the allowed bosonic
algebraic PSGs for symmetric spin states on the hyperkagome
lattice P4132. At first, the constraints between symmetry
group operators should be clarified. The algebraic relations
among P4132 generators, S4, C2, and C3, and the lattice
translations T1, T2, and T3 are

C2
2 = C3

3 = T −1
1 S4

4 = I, (B1)

T −1
1 C2T −1

1 C2 = T −1
2 C2T −1

3 C2 = T −1
3 C2T −1

2 C2 = I, (B2)

T −1
1 C−1

3 T2C3 = T −1
2 C−1

3 T3C3 = T −1
3 C−1

3 T1C3 = I, (B3)

T −1
1 S−1

4 T1S4 = T −1
2 S−1

4 T3S4 = T −1
3 S−1

4 T −1
2 S4 = I, (B4)

(C3C2)2 = T −1
3 T −1

1 (S4C3)2 = T2(S4C2)2 = I, (B5)

T −1
1 T −1

2 T3C2
(
C−1

3 S4
)2

S4 = I, (B6)

where we use I to denote the identity element of P4132. Note
that the three lattice translations T1, T2, and T3 are independent
of each other.

The IGG of P4132 is Z2. Corresponding to the algebraic re-
lations among lattice symmetric operations, all the constraints
of the algebraic PSGs are

GC2 (C2( j))GC2 ( j) = η2, (B7)

GC3

(
C2

3 ( j)
)
GC3 (C3( j))GC3 ( j) = η3, (B8)

G−1
T1

(
S3

4 ( j)
)
GS4

(
S3

4 ( j)
)
GS4

(
S2

4 ( j)
)

(B9)

× GS4 (S4( j))GS4 ( j) = η4,

G−1
T1

(
C2T −1

1 ( j)
)
G−1

C2

(
T −1

1 ( j)
)
G−1

T1
( j)GC2 ( j) = η2x, (B10)

G−1
T2

(
C2T −1

3 ( j)
)
G−1

C2

(
T −1

3 ( j)
)
G−1

T3
( j)GC2 ( j) = η2y, (B11)

G−1
T3

(
C2T −1

2 ( j)
)
G−1

C2

(
T −1

2 ( j)
)
G−1

T2
( j)GC2 ( j) = η2z, (B12)

G−1
T1

(
C−1

3 T2( j)
)
G−1

C3
(T2( j))GT2 (T2( j))GC3 ( j) = η3x, (B13)

G−1
T2

(
C−1

3 T3( j)
)
G−1

C3
(T3( j))GT3 (T3( j))GC3 ( j) = η3y, (B14)

G−1
T3

(
C−1

3 T1( j)
)
G−1

C3
(T1( j))GT1 (T1( j))GC3 ( j) = η3z, (B15)

G−1
T1

(
S−1

4 T1( j)
)
G−1

S4
(T1( j))GT1 (T1( j))GS4 ( j) = η4x, (B16)

G−1
T2

(
S−1

4 T3( j)
)
G−1

S4
(T3( j))GT3 (T3( j))GS4 ( j) = η4y, (B17)

G−1
T3

(
S−1

4 T −1
2 ( j)

)
G−1

S4

(
T −1

2 ( j)
)
G−1

T2
( j)GS4 ( j) = η4z, (B18)

GC3 (C2( j))GC2 (C2C3( j))GC3 (C3( j))GC2 ( j) = η23, (B19)

GT2 (C2( j))GS4

(
T −1

2 C2( j)
)
GC2 (C2S4( j))

× GS4 (S4( j))GC2 ( j) = η24,
(B20)

G−1
T3

(
T3C

−1
3 ( j)

)
G−1

T1

(
T1T3C

−1
3 ( j)

)
GS4

(
T1T3C

−1
3 ( j)

)

× GC3 (C3S4( j))GS4 (S4( j))GC3 ( j) = η34,
(B21)

G−1
T1

(
T1S−1

4 ( j)
)
G−1

T2

(
T2T1S−1

4 ( j)
)
GT3

(
T2T1S−1

4 ( j)
)

× GC2

(
T −1

3 T2T1S−1
4 ( j)

)
G−1

C3

(
S4C

−1
3 S4( j)

)

× GS4

(
S4C

−1
3 S4( j)

)
G−1

C3
(S4( j))GS4 (S4( j))GS4 ( j) = η234,

(B22)

where all η’s are Z2 numbers which take the values of ±1,
and j may be regarded as combined indices of unit site
and sublattice indices, e.g., j = iμ. All the possible gauge
inequivalent algebraic PSGs can be obtained by solving these
coupled constraint equations.

1. Algebraic PSG solutions: Unit cell part

In this subsection, we prove that all the P4132 PSG ele-
ments GU (iμ) are independent of the unit-cell index i. Notice
there remain lots of gauge redundancy of multiplying each
GU with the elements of IGG. We can change the sign of
η by multiplying a PSG generator by −1, as long as such
a generator appears for odd number times in the Eqs. (B7)–
(B22). This means that we are able to use freedom to fix some
η’s as follows:

GC2−→ − GC2 �⇒ η234 = 1,

GC3−→ − GC3 �⇒ η3 = 1,

GT1−→ − GT1 �⇒ η4 = 1,

GT2−→ − GT2 �⇒ η3x = 1,

GT3−→ − GT3 �⇒ η4y = 1.

(B23)

Notice that the η’s in Eq. (B23) can also be fixed as −1, which
will lead to the equivalent algebraic PSG solutions.

Before solving the constraints of algebraic PSGs, first
we can use the local U (1) gauge redundancy GU (i) →
WiGU (i)W −1

U −1(i) with U = T1, T2, T3 to make

GT3 (0, 0, z; μ) = 1,

GT2 (0, y, z; μ) = 1,

GT1 (x, y, z; μ) = 1,

(B24)

where we use (x, y, z; μ) to denote a site in this Appendix (and
in the main text iμ is used to be a site index for simplicity).
Then, with [Ti, Tj] = 0 for i, j = 1, 2, 3, we can obtain

GT1 (x, y, z; μ) = 1,

GT2 (x, y, z; μ) = (ηxy)x,

GT3 (x, y, z; μ) = (ηxz )x(ηyz )y.

(B25)
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Then, the constraints of Eqs. (B10), (B10), and (B11)
respectively lead to

GC2 (T1(x, y, z; μ)) = GC2 (x, y, z; μ)η2x, (B26)

GC2 (T3(x, y, z; μ)) = GC2 (x, y, z; μ)η2y

× GT2 (C2(x, y, z; μ))(ηxz )x(ηyz )y,

(B27)

GC2 (T2(x, y, z; μ)) = GC2 (x, y, z; μ)η2z

× GT3 (C2(x, y, z; μ))(ηxy)x.

(B28)

Above formulas suggest that

GC2 (x, y, z; μ) = (η2x )x(η2y)z(η2z )y(ηxzηxy)x(y+z)

× (ηyz )yzFC2 (y, z; μ)gC2 (μ), (B29)

where

FC2 (y, z; μ) =
⎧⎨
⎩

(ηyz )y for μ = 5,

(ηxy)z(ηxz )y for μ = 9,

1 otherwise.
(B30)

Here we use gU (μ) to denote GU (0, 0, 0; μ) for simplicity.
Then the constraint of Eq. (B7) gives rise to (consider the site

of 3
C2−→ 5)

η2yη2z = 1, ηxzηxy = 1. (B31)

By considering the constraints of Eqs. (B15), (B16), and
(B17), it is found that

GS4 (x, y, z; μ) = (η4x )x(η4z )y(ηyz )yzFS4 (y, z; μ)gS4 (μ),
(B32)

where

FS4 (y, z; μ) =
⎧⎨
⎩

1 for μ = 1, 5, 6,

(ηyz )y(ηxy)y+z for μ = 7, 10, 11,

(ηyz )y otherwise.
(B33)

By considering Eq. (B9) associated with the loop of 6
S4−→

9
S4−→ 10

S4−→ 1
S4−→ 6, we obtain

ηxy = 1, (B34)

and consequently [see Eq. (B31)],

ηxz = 1. (B35)

Note that here η4 = 1 has been used. The constraints of
Eqs. (B12), (B13), and (B14) lead to

GC3 (x, y, z; μ) = (η3z )x(η3y)z(ηyz )z(x+y)gC3 (μ), (B36)

where η3x = 1 has been used. By considering Eq. (B8) asso-

ciated with the loop of 1
S4−→ 4

S4−→ 7
S4−→ 1, we can obtain

the relationship between η3z and η3y as

η3zη3y = 1. (B37)

Again, by considering Eq. (B18) associated with the loop of

5
C3−→ 9

C2−→ 9
C3−→ 3

C2−→ 5, we can obtain

ηyz = 1, η2xη2yη3z = 1. (B38)

Based on above analysis, in sum we have

GT1 = GT2 = GT3 = 1. (B39)

Then, the constraint of Eq. (B20) associated with the loop of

1
S4−→ 6

C3−→ 8
S4−→ 7

C3−→ 1 yields

η3zη4x = 1. (B40)

These constraints of η2xη2yη3z = η2yη2z = η3zη3y =
η3zη4x = 1 give rise to two independent parameters, namely
α1 and α2. We can also introduce α3 ≡ η4z and then the
relations between α’s and corresponding η’s are

α1 = η2y = η2z = ±1, (B41)

α2 = η3y = η3z = η4x = ±1, (B42)

α3 = η4z = ±1, η2x = α1α2. (B43)

Finally, we can rewrite GU ’s in terms of independent parame-
ters α1, α2, and α3 as follows

GT1 = GT2 = GT3 = 1,

GC2 (x, y, z; μ) = α
x+y+z
1 αx

2gC2 (μ), (B44)

GC3 (x, y, z; μ) = αx+z
2 gC3 (μ), (B45)

GS4 (x, y, z; μ) = αx
2α

y
3gS4 (μ). (B46)

2. Algebraic PSG solutions: Sublattice part

In this subsection, the algebraic PSGs for each sublattice
are determined by solving the remaining constraint equations.
By considering Eq. (B9) associated with the sublattices of

6
S4−→ 9

S4−→ 10
S4−→ 1 as well as the sublattices of 9

S4−→
10

S4−→ 1
S4−→ 6, it is found that

η4 = 1 = gS4 (1)gS4 (10)gS4 (9)gS4 (6).
(B47)

= α2gS4 (6)gS4 (1)gS4 (10)gS4 (9),

which indicates that α2 = 1. Similarly, by considering

Eq. (B19) associated with the sublattices of 4
S4−→ 11

C2−→
8

S4−→ 7 as well as the sublattices of 8
S4−→ 7

C2−→ 4
S4−→ 11,

we can obtain

η24 = α3gS4 (7)gC2 (8)gS4 (11)gC2 (4)
(B48)

= α1gS4 (11)gC2 (4)gS4 (7)gC2 (8),

which implies that α1 = α3.
Notice that we can still perform the local U(1) gauge

transformation as GU (μ) → WμGU (μ)W −1
U −1(μ) between two

sublattices in order to utilize all the Z2 gauge freedoms. Notice
that sublattices 1, 4, and 7 can be transformed by C3 as

1
C3−→ 4

C3−→ 7
C3−→ 1, which indicates that for GC3 we can

always choose a proper gauge to let

gC3 (4) = gC3 (7) = 1. (B49)

The condition of η3 = 1 indicates that

gC3 (1)gC3 (4)gC3 (7) = 1 �⇒ gC3 (1) = 1. (B50)
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By the same method, by considering the sublattices of 1
S4−→

6
S4−→ 9

S4−→ 10, 4
S4−→ 11

S4−→ 12
S4−→ 5 as well as the sub-

lattices of 7
S4−→ 3

S4−→ 2
S4−→ 8, we can always choose a

gauge to make

gS4 (μ �= 1, 4, 7) = 1. (B51)

So far, we have used up all of the gauge redundancy. Then, by
considering the constraint of Eq. (B9) with η4 = 1, we obtain

gS4 (1) = gS4 (4) = gS4 (7) = 1, (B52)

i.e.,

gS4 = 1. (B53)

In order to solve the constraint of Eq. (B18), we consider some

particular loops of 1
C3−→ 4

C2−→ 7
C3−→ 1

C2−→ 1 and 4
C3−→

7
C2−→ 4

C3−→ 7
C2−→ 4, and it is easy to verify that

η23 = gC2 (1)gC2 (7) = g2
C2

(4), (B54)

where gC3 (1, 4, 7) = 1 has been used. Meanwhile, by verify-
ing Eq (B7) for each sublattice, we obtain

η2 = g2
C2

(1) = gC2 (2)gC2 (12)

= α1gC2 (3)gC2 (5) = gC2 (4)gC2 (7)

= gC2 (6)gC2 (10) = gC2 (8)gC2 (11) = α1g2
C2

(9). (B55)

Similarly, the constrain of Eq. (B19) yields

η24 = α1gC2 (1)gC2 (10) = gC2 (2)gC2 (11)

= gC2 (3)gC2 (12) = α1gC2 (4)gC2 (8)

= α1gC2 (5)gC2 (7) = α1gC2 (6)gC2 (9), (B56)

where gS4 = 1 has been used. Then, Eqs. (B54), (B55), and
(B56) lead to

η2 = η23, (B57)

gC2 (1) = gC2 (4) = gC2 (7), (B58)

gC2 (5) = gC2 (8) = gC2 (10), (B59)

α1gC2 (3) = gC2 (6) = gC2 (11), (B60)

gC2 (2) = gC2 (9) = α1gC2 (12). (B61)

Here we study the above equations case by case. For conve-
nience, we introduce a Z2 number η0 = ±1. If η2 = η23 =
1, it is easy to verify that gC2 (1, 4, 7) = η0, gC2 (5, 8, 10) =
α1η0η24, gC2 (6, 11) = α1η0η24, gC2 (3) = η0η24, gC2 (9, 12) =
η0, and gC2 (2) = α1η0. Then, gC2 (2)gC2 (12) = η2 = 1 sug-
gests that α1 = 1. Similarly, if η2 = η23 = −1, it is also easy
to verify that gC2 (1, 4, 7) = iη0, gC2 (5, 8, 10) = −iα1η0η24,
gC2 (6, 11) = −iα1η0η24, gC2 (3) = −iη0η24, gC2 (9, 12) = iη0,
and gC2 (2) = iα1η0. Then, gC2 (2)gC2 (12) = η2 = −1 suggests
that α1 = 1. Overall, it is found that

α1 = 1 (B62)

and

η2 = 1 : gC2 (1, 4, 7, 9, 12, 2) = η0,

gC2 (5, 8, 10, 6, 11, 3) = η0η24,
(B63)

η2 = −1 : gC2 (1, 4, 7, 9, 12, 2) = iη0,

gC2 (5, 8, 10, 6, 11, 3) = −iη0η24.

Now we try to solve all the gC3 (μ). First, by considering
the constrain of Eq. (B8) for each sublattice, we obtain

1 = gC3 (1)gC3 (4)gC3 (7) = gC3 (2)gC3 (6)gC3 (8)

= gC3 (5)gC3 (9)gC3 (3) = gC3 (10)gC3 (12)gC3 (11),
(B64)

where η3 = 1 has been used. Furthermore, Eq. (B20) yields
that

η34 = gC3 (1)gC3 (8) = g2
C3

(2)

= gC3 (3)gC3 (6) = gC3 (4)gC3 (10)

= gC3 (5)gC3 (7) = gC3 (9)gC3 (12) = g2
C3

(11). (B65)

Similarly, by introducing another Z2 number η′
0 = ±1, we find

that

η34 = 1 : gC3 (1, 4, 7, 5, 8, 10) = 1,

gC3 (2, 3, 6, 9, 11, 12) = η′
0,

η34 = −1 : gC3 (1, 4, 7) = 1, gC3 (5, 8, 10) = −1,

gC3 (2, 3, 6, 9, 11, 12) = iη′
0.

(B66)

Notice that η24 is not a free parameter. By considering the

constraint of Eq. (B18) associated with the loop of 2
C3−→

6
C2−→ 10

C3−→ 12
C2−→ 2, one finds that

η24 = η2η34. (B67)

Up to this point, we summarize all the possible algebraic PSGs
as follows:

Class 1: η2 = 1, η34 = 1 → η24 = 1,

gC2 = η0, gS4 = 1,
(B68a)

gC3 (1, 4, 7, 5, 8, 10) = 1,

gC3 (2, 3, 6, 9, 11, 12) = η′
0,

Class 2: η2 = −1, η34 = −1 → η24 = 1,

gC2 (1, 4, 7, 9, 12, 2) = iη0,

gC2 (5, 8, 10, 6, 11, 3) = −iη0,
(B68b)

gC3 (1, 4, 7) = 1, gC3 (5, 8, 10) = −1,

gC3 (2, 3, 6, 9, 11, 12) = iη′
0,

gS4 = 1,

Class 3: η2 = 1, η34 = −1 → η24 = 1,

gC2 = η0, gS4 = 1,
(B68c)

gC3 (1, 4, 7) = 1, gC3 (5, 8, 10) = −1,

gC3 (2, 3, 6, 9, 11, 12) = iη′
0,

Class 4: η2 = −1, η34 = 1 → η24 = 1,

gC2 (1, 4, 7, 9, 12, 2) = iη0,
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FIG. 11. Zero-flux state: order parameters �1,2,3 are plotted vs (a) θ1 and (b) θ3. Here we set J1/J2 = 0.3, and the diamonds denote
J3/J2 = 0.3 (uniform phase) and the circles denote J3/J2 = 0.8 (incommensurate phase).

gC2 (5, 8, 10, 6, 11, 3) = −iη0,
(B68d)

gC3 (1, 4, 7, 5, 8, 10) = 1,

gC3 (2, 3, 6, 9, 11, 12) = η′
0,

gS4 = 1.

However, the algebraic PSGs of classes 3 and 4 are forbidden
indeed. The constraint in Eq. (B22) with η234 = 1 yields that

gC2 (1) = gC3 (9)gC3 (4), (B69)

which is only consistent with the PSGs of classes 1 and 2.
Meanwhile, Eq. (B69) imposes that

η0 = η′
0. (B70)

Eventually, there are only two free parameters η2 and η0, and
four kinds of algebraic PSGs that are given in Eqs. (27a) and
(27b) in the main text.

APPENDIX C: ZERO-FLUX SATE:
MEAN-FIELD ORDER PARAMETERS

In this Appendix, we provide detailed information for the
mean-field order parameters of zero-flux states. As mentioned
in the main text, the zero-flux state given in Eq. (32) allows
nonzero short-range order parameters on the first three NN
bonds, say, �1,2,3 �= 0, which is different from the π -flux state
given in Eq. (30), where �1 = �3 = 0. As discussed in the
main text, we choose �2 to be a real number and separate the
amplitude and the phase of �1 and �3 in Eq. (33).

For the zero-flux state, the phase (θ1 and θ3) dependence
of the ground-state energy Eg is illustrated in Fig. 7. Now
we would like to demonstrate how the order parameter
amplitudes |�1,2,3| change with θ1 and θ3. The results are

shown in Fig. 11. It is similar to Fig. 7 in that two set
of paramters, (J1/J2, J3/J2) = (0.3, 0.3) and (J1/J2, J3/J2) =
(0.3, 0.8), are adapted to study the uniform and incommensu-
rate phases respectively. For (J1/J2, J3/J2) = (0.3, 0.3), |�3|
is very small (<10−2), so that Eg hardly changes with θ3 as
shown in Fig. 7. For (J1/J2, J3/J2) = (0.3, 0.8) and θ3 = π/2,
|�1| is almost zero, and therefore the Eg − θ1 plot is nearly flat
in Fig. 7.

APPENDIX D: STATIC SPIN STRUCTURE FACTOR

In this Appendix, we derive the static spin structure factor
S(q) for gapless states and verify that the peaks of S(q) arise
from the spinon condensation. Based on our formalism, the
wave vectors Q for both the zero-flux state and π -flux state
are discussed.

Spin operators can be expressed in terms of Schwinger
bosons in k space as

Ŝx
μ(q) = 1

2Nu

∑
k

(b†
kμ↑bk+qμ↓ + b†

kμ↓bk+qμ↑),

Ŝy
μ(q) = −i

2Nu

∑
k

(b†
kμ↑bk+qμ↓ − b†

kμ↓bk+qμ↑), (D1)

Ŝz
μ(q) = 1

2Nu

∑
k

(b†
kμ↑bk+qμ↑ − b†

kμ↓bk+qμ↓).

The static spin-spin correlation functions are defined as

Sαβ
μν (q) = 〈

Ŝα
μ(q)Ŝβ

ν (−q)
〉 − 〈

Ŝα
μ(q)

〉〈
Ŝβ

ν (−q)
〉
, (D2)
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where α, β = x, y, z and

Sαβ
μν (q) = δαβSαα

μν (q), (D3)

due to the spin rotational symmetry for J1-J2-J3 Heisenberg
model.

The static spin structure is defined as

S (q) =
∑

α

∑
μν

Sαα
μν (q) = 3

∑
μν

Szz
μν (q), (D4)

where

Szz
μν (q) = 1

4N2
u

∑
k,σ

{〈b†
kμσ

bkνσ 〉〈bk+qμσ b†
k+qνσ

〉

− 〈b†
kμσ

b†
−kνσ̄

〉〈bk+qμσ b−k−qνσ̄ 〉}, (D5)

where σ̄ = −σ , e.g., ↑̄ =↓ as well as ↓̄ =↑. By Eqs. (A8) and
(A11), at the zero temperature it is easy to verify that

〈b†
kμ↑bkν↑〉 =

∑
ωσ (k)�=0

(U ∗
k )μσ (Uk )νσ (vkσ )2

+
∑

ωσ (k)=0

(U ∗
k )μσ (Uk )νσ Nc, (D6a)

〈b†
−kμ↓b−kν↓〉 =

∑
ωσ (k)�=0

(Vk )μσ (V ∗
k )νσ (vkσ )2

+
∑

ωσ (k)=0

(Vk )μσ (V ∗
k )νσ Nc, (D6b)

〈b†
kμ↑b†

−kν↓〉 = −
∑

ωσ (k)�=0

(U ∗
k )μσ (Vk )νσ ukσ vkσ

+
∑

ωσ (k)=0

(U ∗
k )μσ (Vk )νσ Nc,

(D6c)

〈b†
−kμ↓b†

kν↑〉 = −
∑

ωσ (k)�=0

(Vk )μσ (U ∗
k )νσ ukσ vkσ

+
∑

ωσ (k)=0

(Vk )μσ (U ∗
k )νσ Nc,

(D6d)

where

Nc = 6αNu/ng � 1

is the number of condensate spinons per zero mode per flavor
and ng is the number of zero modes.

The spinon condensate part significantly contributes to the
static spin structure factor. Following the notations in the main
text, we use K1 and K2 to denote the gapless points, and
approximately we obtain

S(q) ≈3N2
c

4N2
u

∑
...

{(
U ∗

k1

)
μσ1

(
Uk1

)
νσ1

(
Uk2

)
μσ2

(
U ∗

k2

)
νσ2

+ (
V−k1

)
μσ1

(
V ∗

−k1

)
νσ1

(
V ∗

−k2

)
μσ2

(
V−k2

)
νσ2

− (
U ∗

k1

)
μσ1

(
Vk1

)
νσ1

(
Uk2

)
μσ2

(
V ∗

k2

)
νσ2

− (
V−k1

)
μσ1

(
U ∗

−k1

)
νσ1

(
V ∗

−k2

)
μσ2

(
U−k2

)
νσ2

}
,

for q = K1 − K2,

(D7)

TABLE V. The condensation wave vector K = K[111] in (or
nearly in) the [111] direction. Other condensation wave vectors K
can be obtained by the P4132 symmetry. We set J1/J2 = 0.2 and
J3/J2 = 0.7 or 0.9.

J3/J2 = 0.7 J3/J2 = 0.9

L K[111]/2π K[111]/2π

7 (3, 3, 3)/7 (3, 3, 3)/7

9 (4, 4, 4)/9 (4, 4, 4)/9

12 (5, 5, 5)/12 (6, 6, 5)/12

12 (5, 5, 5)/12 (11, 11, 11)/24

27 (4, 4, 4)/9 (4, 4, 4)/9

28 (3, 3, 3)/7 (13, 13, 13)/28

30 (13, 13, 13)/30 (14, 14, 14)/30

48 (7, 7, 7)/16 (22, 22, 21)/48

63 (28, 27, 27)/63 (29, 28, 28)/63

69 (10, 10, 10)/23 (31, 31, 31)/69

and

S(q) � N2
c

N2
u

, for q �= K1 − K2, (D8)

where ∑
...

=
∑
μν

∑
〈K1K2〉

∑
ωσ1 (K1 )=0

∑
ωσ2 (K2 )=0

.

It is straightforward to see that the peaks of S(q) results
from the spinon condensation. However, at some certain Q′ =
K1 − K2, the corresponding peak may vanish because the
terms in Eq. (D7) may be canceled by each other, which
leads to S(Q′) � N2

c /N2
u . In order to see this, first we express

Vk in terms of Uk to simplify Eq. (D7). As mentioned in
Appendix A, iAk is Hermitian, which can be diagonalized with
eigenvalues Ẽk as

iAk = ŨkẼkŨ
†
k . (D9)

By defining the 12 × 12 diagonal matrix ϒk (sgn[. . . ] is the
sign function) as

(ϒk )μν = sgn[(Ẽk )μ]δμν, ϒ2
k = I12×12,

it is easy to verify that

iAk = iUkEkV
†

k = ŨkẼkϒkϒkŨ
†
k = ŨkEkϒkŨ

†
k ,

where Ek is the singular values of Ak defined in Eq. (A5).
Thus, we can always fix a gauge that makes Uk = Ũk , Vk =
iŨkϒk , which suggests that

Vk = iUkϒk . (D10)

We focus on the case of real mean-feld ansatzes (e.g., Ak =
A∗

−k), which suggests that

Uk = U ∗
−k, Vk = V ∗

−k . (D11)
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Then Eq. (D7) can be simplified as

S(Q) ≈3N2
c

2N2
u

∑
...

Cf (1, 2)

× (
U ∗

k1

)
μσ1

(
Uk1

)
νσ1

(
Uk2

)
μσ2

(
U ∗

k2

)
νσ2

,

(D12)

where we define

Cf (1, 2) ≡ (
1 − sgn

[(
Ẽk1

)
σ1

(
Ẽk2

)
σ2

])
(D13)

as a factor between gapless points (K1, σ1) and (K2, σ2).
A straightforward conclusion can be made that if all the

gapless points are not degenerate, then

S(Q = 0) � N2
c /N2

u , (D14)

due to Cf (1, 1) = 0. On the other hand, because A−k = A∗
k and

the eigenvalues of Ak are purely imaginary, it is easy to verify
that Cf (1, T (1)) = 2, where T (1) = (−K1, σ1) denotes the
dual gapless point of (K1, σ1) generated by time-reversal
operation T . Eventually, we can obtain

S(Q = 2K ) ∼ N2
c /N2

u . (D15)

π -flux state and zero-flux state in uniform phase. The
gapless points for the π -flux state are Eq. (35), and gapless
point for the uniform zero-flux state are K = 0. All these
gapless points are time-reversal invariant and so are doubly
degenerate. Therefore, for these two states, the peak at Q =
2K = 0 does not vanish, which is protected by time-reversal
symmetry.

Zero-flux state in incommensurate phase. In this case, the
gapless points are at K = K0(±1,±1,±1), while the peaks
are at Eq. (38) as

Q = 2K0(±1,±1,±1), 2K0(±1, 0, 0),

2K0(0,±1, 0), 2K0(0, 0,±1).

Notice that all of the gapless points K are not degenerate.
Therefore, by Eq. (D14), it is obvious that the peak at Q = 0
vanishes. Meanwhile, it is found numerically that

Cf (1, 2) =
{−1, K1 · K2 = K2

0 ,

1, K1 · K2 = −K2
0 ,

(D16)

which suggests that the peaks at 2K0(0,±1,±1),
2K0(±1, 0,±1), and 2K0(±1,±1, 0) also vanish.

APPENDIX E: INCOMMENSURABLE BOSON
CONDENSATION WAVE VECTOR K FOR κ > κc

The incommensurate phase of the zero-flux state occurs
when κ > κc and locates at the bottom right corner of the
phase diagram as plotted in Fig. 8, where J3 > J1, J3/J2 �
0.62, and J1 and J3 are comparable with each other. In this
region, it is numerically found that the magnetically ordered
state with boson condensation at K = K0(±1,±1,±1) has
lower energy than the uniform state with boson condensation
at K = (0, 0, 0), where K0/2π ≈ 0.42–0.5.

In the incommensurate phase, for finite-size lattices,
the condensation wave vectors K depend on the ratios
(J1/J2, J3/J2) and the lattice size L, and will converge to finite
vectors in the directions of (±1,±1,±1) in the thermody-
namic limit L → ∞. In order to see the incommensurability,
we set the parameters, J1/J2 = 0.2 and J3/J2 = 0.7 or 0.9, and
calculate the condensate wave vectors K on L × L × L × 12
lattices up to L = 69. The condensate wave vectors in (or
nearly in) the [111] direction are list in accordance with L
in Table V, which is denoted by K[111]. Other condensation
wave vectors can be obtained by P4132 symmetry operations,
namely, the C4, C3, and C2 rotations in k space. It is seen
that some K[111]’s in Table V are slightly deviated from the
direction (1,1,1) because of the finite-size effect. It is expected
that the condensation wave vectors K will be in the directions
of (±1,±1,±1) and K0/2π is an irrational number in the
thermodynamic limit L → ∞.

[1] G. Toulouse, Commun. Phys. 2, 115 (1977).
[2] J. Vannimenus and G. Toulouse, J. Phys. C 10, L537 (1977).
[3] H. T. Diep, Frustrated Spin Systems (World Scientific, Singa-

pore, 2004).
[4] C. Lacroix, P. Mendels, and F. Mila, Introduction to Frus-

trated Magnetism: Materials, Experiments, Theory, Vol. 164
(Springer, Berlin, 2011).

[5] G. H. Wannier, Phys. Rev. 79, 357 (1950).
[6] J. Stephenson, J. Math. Phys. 11, 420 (1970).
[7] J. Villain, R. Bidaux, J.-P. Carton, and R. Conte, J. Phys. France

41, 1263 (1980).
[8] R. Moessner and J. T. Chalker, Phys. Rev. Lett. 80, 2929 (1998).
[9] S. T. Bramwell and M. J. P. Gingras, Science 294, 1495 (2001).

[10] C. L. Henley, J. Appl. Phys. 61, 3962 (1987).
[11] L. Balents, Nature (London) 464, 199 (2010).
[12] Y. Zhou, K. Kanoda, and T.-K. Ng, Rev. Mod. Phys. 89, 025003

(2017).
[13] X.-G. Wen, Phys. Lett. A 300, 175 (2002).
[14] X.-G. Wen, Phys. Rev. B 65, 165113 (2002).

[15] X.-G. Wen, Rev. Mod. Phys. 89, 041004 (2017).
[16] A. A. Abrikosov, Physics 2, 61 (1965).
[17] G. Baskaran, Z. Zou, and P. Anderson, Solid State Commun.

63, 973 (1987).
[18] G. Baskaran and P. W. Anderson, Phys. Rev. B 37, 580

(1988).
[19] D. P. Arovas and A. Auerbach, Phys. Rev. B 38, 316

(1988).
[20] S. Sarker, C. Jayaprakash, H. R. Krishnamurthy, and M. Ma,

Phys. Rev. B 40, 5028 (1989).
[21] Y. Shimizu, K. Miyagawa, K. Kanoda, M. Maesato, and G.

Saito, Phys. Rev. Lett. 91, 107001 (2003).
[22] T. Itou, A. Oyamada, S. Maegawa, M. Tamura, and R. Kato,

Phys. Rev. B 77, 104413 (2008).
[23] Y. Li, H. Liao, Z. Zhang, S. Li, F. Jin, L. Ling, L. Zhang, Y.

Zou, L. Pi, Z. Yang, J. Wang, Z. Wu, and Q. Zhang, Sci. Rep. 5,
16419 (2015).

[24] J. A. Paddison, M. Daum, Z. Dun, G. Ehlers, Y. Liu, M. Stone,
H. Zhou, and M. Mourigal, Nat. Phys. 13, 117 (2017).

054408-21

https://doi.org/10.1088/0022-3719/10/18/008
https://doi.org/10.1088/0022-3719/10/18/008
https://doi.org/10.1088/0022-3719/10/18/008
https://doi.org/10.1088/0022-3719/10/18/008
https://doi.org/10.1103/PhysRev.79.357
https://doi.org/10.1103/PhysRev.79.357
https://doi.org/10.1103/PhysRev.79.357
https://doi.org/10.1103/PhysRev.79.357
https://doi.org/10.1063/1.1665155
https://doi.org/10.1063/1.1665155
https://doi.org/10.1063/1.1665155
https://doi.org/10.1063/1.1665155
https://doi.org/10.1051/jphys:0198000410110126300
https://doi.org/10.1051/jphys:0198000410110126300
https://doi.org/10.1051/jphys:0198000410110126300
https://doi.org/10.1051/jphys:0198000410110126300
https://doi.org/10.1103/PhysRevLett.80.2929
https://doi.org/10.1103/PhysRevLett.80.2929
https://doi.org/10.1103/PhysRevLett.80.2929
https://doi.org/10.1103/PhysRevLett.80.2929
https://doi.org/10.1126/science.1064761
https://doi.org/10.1126/science.1064761
https://doi.org/10.1126/science.1064761
https://doi.org/10.1126/science.1064761
https://doi.org/10.1063/1.338570
https://doi.org/10.1063/1.338570
https://doi.org/10.1063/1.338570
https://doi.org/10.1063/1.338570
https://doi.org/10.1038/nature08917
https://doi.org/10.1038/nature08917
https://doi.org/10.1038/nature08917
https://doi.org/10.1038/nature08917
https://doi.org/10.1103/RevModPhys.89.025003
https://doi.org/10.1103/RevModPhys.89.025003
https://doi.org/10.1103/RevModPhys.89.025003
https://doi.org/10.1103/RevModPhys.89.025003
https://doi.org/10.1016/S0375-9601(02)00808-3
https://doi.org/10.1016/S0375-9601(02)00808-3
https://doi.org/10.1016/S0375-9601(02)00808-3
https://doi.org/10.1016/S0375-9601(02)00808-3
https://doi.org/10.1103/PhysRevB.65.165113
https://doi.org/10.1103/PhysRevB.65.165113
https://doi.org/10.1103/PhysRevB.65.165113
https://doi.org/10.1103/PhysRevB.65.165113
https://doi.org/10.1103/RevModPhys.89.041004
https://doi.org/10.1103/RevModPhys.89.041004
https://doi.org/10.1103/RevModPhys.89.041004
https://doi.org/10.1103/RevModPhys.89.041004
https://doi.org/10.1103/PhysicsPhysiqueFizika.2.61
https://doi.org/10.1103/PhysicsPhysiqueFizika.2.61
https://doi.org/10.1103/PhysicsPhysiqueFizika.2.61
https://doi.org/10.1103/PhysicsPhysiqueFizika.2.61
https://doi.org/10.1016/0038-1098(87)90642-9
https://doi.org/10.1016/0038-1098(87)90642-9
https://doi.org/10.1016/0038-1098(87)90642-9
https://doi.org/10.1016/0038-1098(87)90642-9
https://doi.org/10.1103/PhysRevB.37.580
https://doi.org/10.1103/PhysRevB.37.580
https://doi.org/10.1103/PhysRevB.37.580
https://doi.org/10.1103/PhysRevB.37.580
https://doi.org/10.1103/PhysRevB.38.316
https://doi.org/10.1103/PhysRevB.38.316
https://doi.org/10.1103/PhysRevB.38.316
https://doi.org/10.1103/PhysRevB.38.316
https://doi.org/10.1103/PhysRevB.40.5028
https://doi.org/10.1103/PhysRevB.40.5028
https://doi.org/10.1103/PhysRevB.40.5028
https://doi.org/10.1103/PhysRevB.40.5028
https://doi.org/10.1103/PhysRevLett.91.107001
https://doi.org/10.1103/PhysRevLett.91.107001
https://doi.org/10.1103/PhysRevLett.91.107001
https://doi.org/10.1103/PhysRevLett.91.107001
https://doi.org/10.1103/PhysRevB.77.104413
https://doi.org/10.1103/PhysRevB.77.104413
https://doi.org/10.1103/PhysRevB.77.104413
https://doi.org/10.1103/PhysRevB.77.104413
https://doi.org/10.1038/srep16419
https://doi.org/10.1038/srep16419
https://doi.org/10.1038/srep16419
https://doi.org/10.1038/srep16419
https://doi.org/10.1038/nphys3971
https://doi.org/10.1038/nphys3971
https://doi.org/10.1038/nphys3971
https://doi.org/10.1038/nphys3971


HUI-KE JIN AND YI ZHOU PHYSICAL REVIEW B 101, 054408 (2020)

[25] Y. Shen, Y.-D. Li, H. Wo, Y. Li, S. Shen, B. Pan, Q. Wang, H. C.
Walker, P. Steffens, M. Boehm, Y. Hao, D. L. Quintero-Castro,
L. W. Harriger, M. D. Frontzek, L. Hao, S. Meng, Q. Zhang,
G. Chen, and J. Zhao, Nature (London) 540, 559
(2016).

[26] J. S. Helton, K. Matan, M. P. Shores, E. A. Nytko, B. M.
Bartlett, Y. Yoshida, Y. Takano, A. Suslov, Y. Qiu, J. H. Chung,
D. G. Nocera, and Y. S. Lee, Phys. Rev. Lett. 98, 107204
(2007).

[27] Z. Liu, X. Zou, J.-W. Mei, and F. Liu, Phys. Rev. B 92,
220102(R) (2015).

[28] Z. Feng, Z. Li, X. Meng, W. Yi, Y. Wei, J. Zhang, Y.-C. Wang,
W. Jiang, Z. Liu, S. Li, F. Liu, J. Luo, S. Li, G.-q. Zheng,
Z. Y. Meng, J.-W. Mei, and Y. Shi, Chin. Phys. Lett. 34, 077502
(2017).

[29] Y. Okamoto, M. Nohara, H. Aruga-Katori, and H. Takagi, Phys.
Rev. Lett. 99, 137207 (2007).

[30] R. Dally, T. Hogan, A. Amato, H. Luetkens, C. Baines, J.
Rodriguez-Rivera, M. J. Graf, and S. D. Wilson, Phys. Rev. Lett.
113, 247601 (2014).

[31] Y. Singh, Y. Tokiwa, J. Dong, and P. Gegenwart, Phys. Rev. B
88, 220413(R) (2013).

[32] M. J. Lawler, A. Paramekanti, Y. B. Kim, and L. Balents, Phys.
Rev. Lett. 101, 197202 (2008).

[33] J. M. Hopkinson, S. V. Isakov, H.-Y. Kee, and Y. B. Kim, Phys.
Rev. Lett. 99, 037201 (2007).

[34] Y. Zhou, P. A. Lee, T.-K. Ng, and F.-C. Zhang, Phys. Rev. Lett.
101, 197201 (2008).

[35] M. J. Lawler, H.-Y. Kee, Y. B. Kim, and A. Vishwanath, Phys.
Rev. Lett. 100, 227201 (2008).

[36] G. Chen and L. Balents, Phys. Rev. B 78, 094403 (2008).
[37] G. Chen and Y. B. Kim, Phys. Rev. B 87, 165120 (2013).
[38] B. Koteswararao, R. Kumar, P. Khuntia, S. Bhowal, S. K. Panda,

M. R. Rahman, A. V. Mahajan, I. Dasgupta, M. Baenitz, K. H.
Kim, and F. C. Chou, Phys. Rev. B 90, 035141 (2014).

[39] P. Khuntia, F. Bert, P. Mendels, B. Koteswararao, A. V.
Mahajan, M. Baenitz, F. C. Chou, C. Baines, A. Amato, and
Y. Furukawa, Phys. Rev. Lett. 116, 107203 (2016).

[40] T. Hahn, International Tables for Crystallography Volume A:
Space-Group Symmetry (Springer, Netherlands, 2002).

[41] N. Read and S. Sachdev, Phys. Rev. Lett. 66, 1773 (1991).
[42] S. Sachdev and N. Read, Int. J. Mod. Phys. B 5, 219 (1991).
[43] S. Sachdev, Phys. Rev. B 45, 12377 (1992).
[44] B. Huang, Y. B. Kim, and Y.-M. Lu, Phys. Rev. B 95, 054404

(2017).
[45] O. Tchernyshyov, R. Moessner, and S. L. Sondhi, Europhys.

Lett. 73, 278 (2006).
[46] F. Wang and A. Vishwanath, Phys. Rev. B 74, 174423 (2006).

054408-22

https://doi.org/10.1038/nature20614
https://doi.org/10.1038/nature20614
https://doi.org/10.1038/nature20614
https://doi.org/10.1038/nature20614
https://doi.org/10.1103/PhysRevLett.98.107204
https://doi.org/10.1103/PhysRevLett.98.107204
https://doi.org/10.1103/PhysRevLett.98.107204
https://doi.org/10.1103/PhysRevLett.98.107204
https://doi.org/10.1103/PhysRevB.92.220102
https://doi.org/10.1103/PhysRevB.92.220102
https://doi.org/10.1103/PhysRevB.92.220102
https://doi.org/10.1103/PhysRevB.92.220102
https://doi.org/10.1088/0256-307X/34/7/077502
https://doi.org/10.1088/0256-307X/34/7/077502
https://doi.org/10.1088/0256-307X/34/7/077502
https://doi.org/10.1088/0256-307X/34/7/077502
https://doi.org/10.1103/PhysRevLett.99.137207
https://doi.org/10.1103/PhysRevLett.99.137207
https://doi.org/10.1103/PhysRevLett.99.137207
https://doi.org/10.1103/PhysRevLett.99.137207
https://doi.org/10.1103/PhysRevLett.113.247601
https://doi.org/10.1103/PhysRevLett.113.247601
https://doi.org/10.1103/PhysRevLett.113.247601
https://doi.org/10.1103/PhysRevLett.113.247601
https://doi.org/10.1103/PhysRevB.88.220413
https://doi.org/10.1103/PhysRevB.88.220413
https://doi.org/10.1103/PhysRevB.88.220413
https://doi.org/10.1103/PhysRevB.88.220413
https://doi.org/10.1103/PhysRevLett.101.197202
https://doi.org/10.1103/PhysRevLett.101.197202
https://doi.org/10.1103/PhysRevLett.101.197202
https://doi.org/10.1103/PhysRevLett.101.197202
https://doi.org/10.1103/PhysRevLett.99.037201
https://doi.org/10.1103/PhysRevLett.99.037201
https://doi.org/10.1103/PhysRevLett.99.037201
https://doi.org/10.1103/PhysRevLett.99.037201
https://doi.org/10.1103/PhysRevLett.101.197201
https://doi.org/10.1103/PhysRevLett.101.197201
https://doi.org/10.1103/PhysRevLett.101.197201
https://doi.org/10.1103/PhysRevLett.101.197201
https://doi.org/10.1103/PhysRevLett.100.227201
https://doi.org/10.1103/PhysRevLett.100.227201
https://doi.org/10.1103/PhysRevLett.100.227201
https://doi.org/10.1103/PhysRevLett.100.227201
https://doi.org/10.1103/PhysRevB.78.094403
https://doi.org/10.1103/PhysRevB.78.094403
https://doi.org/10.1103/PhysRevB.78.094403
https://doi.org/10.1103/PhysRevB.78.094403
https://doi.org/10.1103/PhysRevB.87.165120
https://doi.org/10.1103/PhysRevB.87.165120
https://doi.org/10.1103/PhysRevB.87.165120
https://doi.org/10.1103/PhysRevB.87.165120
https://doi.org/10.1103/PhysRevB.90.035141
https://doi.org/10.1103/PhysRevB.90.035141
https://doi.org/10.1103/PhysRevB.90.035141
https://doi.org/10.1103/PhysRevB.90.035141
https://doi.org/10.1103/PhysRevLett.116.107203
https://doi.org/10.1103/PhysRevLett.116.107203
https://doi.org/10.1103/PhysRevLett.116.107203
https://doi.org/10.1103/PhysRevLett.116.107203
https://doi.org/10.1103/PhysRevLett.66.1773
https://doi.org/10.1103/PhysRevLett.66.1773
https://doi.org/10.1103/PhysRevLett.66.1773
https://doi.org/10.1103/PhysRevLett.66.1773
https://doi.org/10.1142/S0217979291000158
https://doi.org/10.1142/S0217979291000158
https://doi.org/10.1142/S0217979291000158
https://doi.org/10.1142/S0217979291000158
https://doi.org/10.1103/PhysRevB.45.12377
https://doi.org/10.1103/PhysRevB.45.12377
https://doi.org/10.1103/PhysRevB.45.12377
https://doi.org/10.1103/PhysRevB.45.12377
https://doi.org/10.1103/PhysRevB.95.054404
https://doi.org/10.1103/PhysRevB.95.054404
https://doi.org/10.1103/PhysRevB.95.054404
https://doi.org/10.1103/PhysRevB.95.054404
https://doi.org/10.1209/epl/i2005-10389-2
https://doi.org/10.1209/epl/i2005-10389-2
https://doi.org/10.1209/epl/i2005-10389-2
https://doi.org/10.1209/epl/i2005-10389-2
https://doi.org/10.1103/PhysRevB.74.174423
https://doi.org/10.1103/PhysRevB.74.174423
https://doi.org/10.1103/PhysRevB.74.174423
https://doi.org/10.1103/PhysRevB.74.174423

