
PHYSICAL REVIEW B 101, 045114 (2020)

First-principles study of the charge ordered phase in κ-D3(Cat-EDT-TTF/ST)2: Stability of
π-electron deuterium coupled ordering in hydrogen-bonded molecular conductors
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We study the electronic and structural properties of the low-temperature ordered phase of hydrogen-bonded
molecular conductors, κ-D3(Cat-EDT-TTF)2 and its selenium-substituted analog κ-D3(Cat-EDT-ST)2, by means
of first-principles density functional theory (DFT) calculations. In these compounds, the charge ordering in the
π -electron system is coupled with the ordering of the displacements in the deuteriums forming the hydrogen
bond, equally shared by two oxygens in the high-temperature phase. While the structural optimization within the
standard DFT method based on the generalized gradient approximation fails to reproduce the structural stability
of the charge-ordered phase, we show that a hybrid functional of Heyd, Scuseria, and Ernzerhof can reproduce
structural characters of the charge-ordered phase owing to the more localized nature of the wave functions.
Furthermore, using the ability of the hybrid functional to predict the electronic and structural properties, we find
a stable noncentrosymmetric charge-ordered phase with another pattern of deuterium ordering.
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I. INTRODUCTION

Accurate calculation of structural and electronic properties
for crystalline solids hosting strongly correlated electron sys-
tems is a long-standing problem in condensed-matter physics.
The standard first-principles calculations based on the density
functional theory (DFT) which have shown great success in
many materials often fail to reproduce the insulating states
such as Mott insulators [1–3] and charge-ordered (CO) in-
sulators [4–11]. One of the prototypical systems is molec-
ular conductors in which correlated electrons are formed
owing to comparable energy scales for the kinetic energy
and the Coulomb interactions among electrons [12]. A fun-
damental problem is that the CO phases in these molecular
systems, often seen experimentally and extensively studied
theoretically, are not structurally stable within the standard
DFT approach. Namely, even when we perform structural
optimization starting from the experimentally observed low-
temperature structure with charger ordering, the optimized
structure becomes that of the high-temperature phase where
the charge disproportionation is absent.

Here, we study a class of molecular crystals based on cate-
chol with ethylenedithiote-tetrathiafulvalene (Cat-EDT-TTF)
and its selenium-substituted analog, Cat-EDT-ST [13]. These

*tsumu@kumamoto-u.ac.jp

systems are characteristic in the sense that their electronic and
structural properties are strongly linked through the hydro-
gen bonding in their constituent molecular units. The units
form the so-called κ-type two-dimensional arrangement; the
solids are called κ-H3(Cat-EDT-TTF)2 (hereafter abbreviated
as H-S) and κ-H3(Cat-EDT-ST)2 (H-Se). Their deuterated
samples, κ-D3(Cat-EDT-TTF)2 (D-S) and κ-D3(Cat-EDT-
ST)2 (D-Se), are also prepared and experimentally investi-
gated. Interestingly enough, large differences between the
hydrogen and deuterium samples are seen. At high tempera-
tures, they all show Mott insulating behavior with localized S
= 1/2 spins [14,15], Structurally, every two H/D(Cat-EDT-
TTF/ST) units share a H/D atom, forming the hydrogen-
bonding between two nearest oxygens, bridging the molecules
with a relatively short O · · · O distance [Fig. 1(a)]. These are
consistent with the electronic structure calculations [14,16]
where the π electrons form a half-filled band owing to the
dimerization in the κ-type arrangement of H/D(Cat-EDT-
TTF/ST) units, which are all equivalent. The strong electron-
electron repulsion is the probable reason the system is Mott
insulating (the so-called dimer-Mott insulator [2,3,12,17]).
Then the S = 1/2 spins are localized on every dimer, namely,
the antibonding pair of the highest occupied molecular or-
bitals (HOMOs) of H/D(Cat-EDT-TTF/ST) molecules.

The difference between the H and D samples appears at
low temperatures. The H samples stay paramagnetic down to
the lowest temperatures, showing the possibility of a quantum
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FIG. 1. (a) Molecular structure of D3(Cat-EDT-TTF/ST)2.
(b) Crystal structure of the low-temperature phase of κ-D3(Cat-EDT-
TTF/ST)2 (space group P1̄) [20] and (c) its view along the c axis
showing the ab plane. The solid (dashed) ellipses in (b) and circles in
(c) indicate dimers of the molecular units with D (without D). Their
dimer structures: (d) D4(Cat-EDT-TTF/ST)2, and (e) D2(Cat-EDT-
TTF/ST)2. Experimental values of intermolecular atomic distance
between C atoms are shown for both D-S and D-Se.

spin liquid state [15]. The coupling between the quantum
fluctuation of protons and π electrons is discussed based
on a dielectric constant measurement showing a quantum
paraelectric behavior [18]. In fact, our previous first-principles
DFT calculations show that the optimized distance between
the two O atoms is relatively short, and the calculated potential
energy surface for the shared H atom is very shallow near the
minimum points [16].

In stark contrast, in the D samples, a first-order phase
transition occurs that is associated with a large structural
change at a transition temperature Tc of 182 and 185 K in D-S
and D-Se, respectively [19–21]. The magnetic susceptibility
decreases sharply below Tc, resulting in a nonmagnetic ground
state [18,22]. The heat capacity of D-S shows smaller values
than in H-S at low temperatures, consistent with the absence
of a spin contribution [22]. Below Tc, the D atom forming
the hydrogen bond localizes near one of the two O atoms.
The low-temperature structure (space group P1̄) suggests the
existence of charge disproportionation between two types of
dimers that consist of two distinct molecules, D2(Cat-EDT-
TTF/ST) and D(Cat-EDT-TTF/ST), abbreviated here as w-D
and w/o-D units, respectively [Figs. 1(b) and 1(c)] [19,20]. It
is considered that the charge ordering in the π -electron system
is coupled with the D ordering [23].

In our previous study [16], we performed structure opti-
mization for H-S and found a H-coupled CO phase, which
has the same symmetry as the low-temperature structure of
D-S and D-Se. However, the results show a metallic state with
a large Fermi surface, in contrast to the insulating behavior

in experiments, and the magnitude of charge imbalance and
the structural distortions from the high-temperature phase are
much smaller than those observed in the D samples. These cal-
culations were done with a conventional exchange-correlation
functional of the generalized gradient approximation (GGA)
proposed by Perdew, Burke, and Ernzerhof (PBE) [24], which
often underestimates the localization of electrons and then the
structural stability of CO phases. Since the band structure,
distortion of molecules, and their packing are all sensitive to
the localization of electrons and the magnitude of the charge
imbalance, GGA may not have enough accuracy to calculate
the electronic structures of such molecular CO systems. Due
to this problem of GGA-PBE, it is very difficult to construct a
reliable effective model, which is essential for many theoreti-
cal studies related to the CO state. Some of the parameters in
the effective model may be determined from the experimental
results, but information from first-principles calculations is
highly desirable.

In this work, we compare the GGA-PBE functional with
another exchange-correlation functional, i.e., a hybrid func-
tional by Heyd, Scuseria, and Ernzerhof (HSE06) [25–28],
and investigate the stability of the CO states in D-S and D-Se.
We expect that the hybrid functional method will provide
more reliable results than GGA to calculate the electronic and
structural properties of this class of materials [29,30]. How-
ever, since the computational cost is much more expensive
than that of GGA, they have not been applied to complex
molecular CO systems, and their quantitative accuracy is yet
to be evaluated.

The rest of the paper is organized as follows. We introduce
the crystal structure and the calculation method in Secs. II
and III, respectively. In Sec. IV, we show the results: The
electronic structure is discussed based on the experimental
structures of D-S and D-Se, and the GGA-PBE and HSE06
functionals are compared (Sec. IV A). Structural optimization
for D-S is performed, and the structural stability of the CO
phase is discussed, including the possibility of another CO
pattern (Sec. IV B). Sections V and VI are devoted to discus-
sion and a summary, respectively.

II. CRYSTAL STRUCTURE

The low-temperature phase of D-S and D-Se has a triclinic
structure (centrosymmetric space group P1̄) where one of the
D atoms is located at an off-center position closer to one
of the two O atoms forming hydrogen bonds, as shown in
Fig. 1(a). This is in contrast to the high-temperature phase
(centrosymmetric space group C2/c), isostructural to the
H samples, where all the H/D(Cat-EDT-TTF/ST) units are
equivalent and the hydrogen-bond-forming H/D is equally
shared by two oxygens in different units. Figures 1(b) and 1(c)
show the crystal structure, which is characterized by a charge
disproportionation between monomers w-D and w/o-D. Each
monomer forms a dimer with the same type of monomer;
namely, there are w-D dimers and w/o-D dimers with a
1:1 ratio. These two kinds of dimers, which are in the
high-temperature C2/c structure equivalent and connected
by glide operations, are alternately stacked with a periodic
arrangement.
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III. CALCULATION METHOD

In order to study the electronic and structural properties of
the CO state coupled with D ordering, we compare the results
with two first-principles approaches mentioned above, using
GGA-PBE and HSE06 as exchange-correlation functionals.
Note that we need to treat strong intramolecular and weak
intermolecular interactions simultaneously. Furthermore, the
energy difference between competing phases is often very
small and can be as small as of the order of 10 meV/f.u. in
our case, as discussed later.

For the GGA calculations, Kohn-Sham equations are
self-consistently solved in a scalar-relativistic fashion us-
ing the all-electron full-potential linearized augmented plane
wave (FLAPW) method implemented in the QMD-FLAPW12
code [31–34]. The band structure calculations with GGA are
also performed using the pseudopotential method based on the
projector augmented wave (PAW) method with plane wave
basis sets implemented in the Vienna Ab initio Simulation
Package (VASP) [35–37]. The results are fairly in agreement
with each other. The LAPW basis functions in the interstitial
have a cutoff energy of 30.3 Ry. The angular momentum
expansion inside the sphere is truncated at l = 8 for all the
atoms. The cutoff energy for the potential and density is 276
Ry. The muffin-tin sphere radii are set as 0.66, 0.36, 0.62,
1.03, and 1.16 Å for C, H, O, S, and Se atoms, respectively.
The k-point meshes used are 4 × 4 × 2.

As for the HSE06 hybrid functional, the Kohn-Sham equa-
tions are solved using the pseudopotential method based on
the PAW method with plane wave basis sets implemented
in VASP [38]. Previously, the role of the exact exchange on
the electronic structure for the charge modulated state was
discussed for TiSe2 [39,40] and BaBiO3 [41,42], and it was
shown that the use of the hybrid functional was essential for
obtaining a proper description of the electronic and structural
properties. In the present HSE06 calculations, we first obtain a
converged charge density from the self-consistent calculation
within GGA, and then the self-consistent hybrid functional
calculations are performed using the GGA charge density as
the initial state. A common k-point sampling, including for
the structural optimization, is set as 3 × 4 × 2. The cutoff
energy for plane waves is 29.4 Ry for the HSE06 calculations.
The range-separation parameter in HSE06 calculations is 0.2
Å−1, and 25% of the exact exchange is mixed to the GGA
exchange for the short-range interactions.

We note that the present study does not consider the quan-
tum effects of H or D atoms [43–45]. We do not distinguish
H and D atoms in our DFT calculations, and the H/D isotope
effect is not discussed.

For the lattice parameters, we use the experimental ones
throughout this paper since we have difficulty with their
theoretical determination as explained in the following. First,
the importance of dispersion interactions or van dar Waals
interactions, which are not correctly treated in the GGA-PBE
or HSE06 functional, in the CO phase is unclear [46]. We
expect the electrostatic interactions in the CO phase are much
stronger [12,23].

Second, if the effect of dispersion interactions is important,
the choice of the method treating the dispersion corrections
would significantly affect the optimized lattice parameters. To

evaluate the lattice parameters accurately, we need to use a
method which can treat the dispersion interactions as well as
the CO state simultaneously. We may also have a problem in
the numerical accuracy to calculate the stress tensors since
they are subtle quantities related to the calculation conditions.
Considering these ambiguities in the optimization of lattice
parameters and, in contrast, the high accuracy of the experi-
mental ones, especially at ambient pressure, we use the exper-
imental lattice parameters and concentrate on clarifying the
detailed accuracy of the first-principles evaluation of various
quantities related to the CO state of the title compounds. Since
the reliability and accuracy of first-principles methods within
GGA-PBE or HSE06 for the CO state in molecular conductors
are far from clear, we believe that our present study is also
valuable for constructing a reliable effective model.

IV. RESULTS

As explained above, it is important to investigate the accu-
racy of the first-principles methods for the title compounds.
In this section, we first investigate the electronic properties
of the CO state using the experimental structure, including
the internal coordinates, in Sec. IV A. Then, in Sec. IV B,
we work on its structural stability by optimizing the internal
coordinates using GGA-PBE and HSE06 functionals.

A. Electronic structure

In this section, the electronic structure based on the ex-
perimental crystal structure in the CO state is discussed.
Figure 2(a) shows the calculated band structure of D-S within
GGA. The top of the valence band is located at the Y
point, and the bottom of the conduction band is located
at the U point, which both slightly cross the Fermi level;
the system is (semi)metallic. As plotted in Fig. 2(b), the
calculated local density of states (LDOS) clearly shows charge
disproportionation between the two types of monomers in the
unit cell. The solid and dashed curves are the LDOS of the
w-D and w/o-D units, respectively. The LDOS are obtained as
a summation of projected DOS on C p, O p, S p, and S d states
in the respective monomer units. Compared with the CO state
discussed in our previous study for H-S [16], the magnitude of
the intermolecular charge disproportionation is much larger,
which is consistent with the experimental observations. At
around −0.1 to 0 and −0.5 to −0.3 eV, where the second
and third bands locate among the four bands, the LDOS of
w-D is much larger than that of w/o-D. Conversely, the top
and fourth bands at around 0 to +0.2 and −0.7 to −0.5 eV,
respectively, mostly originate from the LDOS of w/o-D.

These features can be understood by a schematic energy
diagram of molecular orbitals of the two kinds of dimers, as
shown in Fig. 3. Here, the energy levels of the monomers are
evaluated by the calculations of the isolated monomers in a
supercell. We first note that the HOMO level of the w/D unit
is lower than that of the w/o-D unit. This is reasonable since
we expect that it is stabilized by the hydroxyl (-OD) group at
the end of the molecule.

When they form dimers, the energy levels are split into
antibonding and bonding states, and since the distances be-
tween the two monomers are very different [see Figs. 1(d)
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FIG. 2. (a) Band structure and (b) local density of states (LDOS)
of the low-temperature phase of κ-D3(Cat-EDT-TTF)2 calculated
within GGA. The origin of the vertical axis with a dashed line
shows the Fermi level. The LDOS contains two parts; the solid
and the dashed curves indicate LDOS of D2(Cat-EDT-TTF) (w-D)
and D(Cat-EDT-TTF) (w/o-D), respectively. (c) Band structure and
(d) LDOS of the low temperature phase of κ-D3(Cat-EDT-ST)2.

and 1(e)], the splitting is much larger in the w/o-D units
with shorter distance (3.42 Å) than in the w-D units with
larger distance (3.71 Å). These MO levels of the dimers are
obtained from a single-k-point calculation for the crystalline
solid. As a result, the antibonding level of the w/o-D dimer
is higher than that of the w-D dimer, and the occupancies of
the two antibonding levels become different, 2 for w-D and 0
for w/o-D dimers, consistent with the realization of the CO
state in the solid. From these analyses, we conclude that there
are two main contributions to stabilize the CO state: (i) the
energy difference between w/o-D and w-D monomers and (ii)
the stronger dimer formation of w/o-D than w-D. Since the
former is closely related to the localization of H or D atoms,
their positions and dynamics are coupled to the stability of the
CO state.

Next, the GGA band structure of D-Se and the LDOS of
the w-D and w/o-D units are shown in Figs. 1(c) and 1(d),
respectively. Similar to D-S, the Fermi level crosses the upper
two bands, resulting in a metallic state, and the LDOS shows
charge disproportionation between the w-D and w/o-D units.
The difference from D-S is that the dispersion of each band is
about 15% larger than that of D-S while, from the structural
point of view, the interplanar distances between monomers are
slightly longer [Figs. 1(d) and 1(e)]. These originate from the
fact that the Se p state is more delocalized than S p. Again,
good correspondence between the four bands and the LDOS

Dimer
MonomerMonomer

D2(Cat-EDT-TTF)

D(Cat-EDT-TTF)

0

1

Energy [eV]

FIG. 3. Schematic energy diagram of the HOMO orbitals for the
w-D and w/o-D monomers and their dimers, D4(Cat-EDT-TTF)2 and
D2(Cat-EDT-TTF)2, calculated with the GGA-PBE functional. The
energy diagram with dashed (solid) lines shows that of D4(Cat-EDT-
TTF)2 [D2(Cat-EDT-TTF)2]. The HSE06 functional gives almost
the same result, but the energy position of the antibonding state of
D2(Cat-EDT-TTF)2 is about 0.22 eV higher than that of GGA. Here,
the energy levels of the monomers are evaluated by single-k-point
calculations of isolated monomers in a large supercell. On the other
hand, the MO levels of the dimers are obtained from single-k-
point calculations at the � point for the crystalline solid of κ-D3

(Cat-EDT-TTF)2.

of the four monomer units is seen. Therefore, we expect that
the mechanism of CO formation coupled to the D ordering is
the same as in D-S.

Now, the band structures and the LDOS of D-S and D-Se
using the HSE06 hybrid functional are plotted in Fig. 4.
Compared to the GGA results, the four bands are farther apart
from each other, suggesting the more localized behavior of the
wave functions, as expected. Since the same correspondence
between the bands and the molecular orbital levels discussed
above holds, the enhanced separation of the bands leads to
more pronounced charge disproportionation. This is seen in
the LDOS in Figs. 4(b) and 4(d), especially in the upper two
bands where the LDOS of the antibonding state of w-D (w/o-
D) units becomes more occupied (unoccupied) compared to
the GGA case in Fig. 2.

In D-S, more importantly, a finite band gap is opened. An
indirect band gap of 0.04 eV is obtained between the top of
the valence bands at the Y point and the bottom of conduction
bands at the U point. The same tendency is seen in the band
structure of D-Se, but it is not enough to make the system an
insulator. Although there are some quantitative differences,
GGA and HSE06 provide similar band structures for both
compounds. However, we will show that the structural stabil-
ity of the CO state is completely different between these two
functionals in the next section.

B. Structural optimization and possible
noncentrosymmetric phase

In this section, we investigate the accuracy of structure
determination of the internal coordinates using the
experimental lattice parameters, as in our previous work [16].
First, we discuss the results obtained by setting the initial
state as the experimental structures of the D localized phase
in D-S and D-Se. We have also found another stable structure
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FIG. 4. (a) HSE06 band structure and (b) local density of states
(LDOS) of the low-temperature phase of κ-D3(Cat-EDT-TTF)2.
(c) HSE06 band structure and (d) LDOS of κ-D3(Cat-EDT-ST)2.
Similar to Fig. 3, the plotted LDOS contains two parts; the solid
and the dashed curves indicate LDOS of w/D and w/o-D units,
respectively. The dotted lines at 0 eV show the top of the valence
bands.

with noncentrosymmetric space group P1, which will be
discussed later.

The experimental and theoretically optimized bond param-
eters are summarized in Table I, and the O · · · O and C=C
distances are shown in Fig. 5. The first thing we notice is
that, after the geometrical relaxations within GGA-PBE, the
difference in the C=C bond length at the center of the TTF
part of w-D and w/o-D is less than 10−3 Å in both D-S and
D-Se. This is also the case for the rest of the bond lengths

C=C bond length:
GGA:  1.37 Å
HSE06: 1.38 Å
Exp.: 1.40 Å (50K)

C=C bond length:
GGA:  1.37 Å
HSE06: 1.35 Å
Exp.: 1.34 Å (50K)

 with D (w-D)
without D (w/o-D)

O•••O distance:
GGA:  2.43 Å
HSE06: 2.48 Å
Exp.: 2.50 Å (50K)

d

d

C=C bond length
GGA:  1.37 Å
HSE06: 1.37 Å
Exp.: 1.38 Å (50K)

C=C bond length
GGA:  1.37 Å
HSE06: 1.35 Å
Exp.: 1.35 Å (50K)

O•••O distance
GGA:  2.43 Å
HSE06: 2.48 Å
Exp.: 2.52 Å (50K)

C
H/D
O
S
Se

(a)

(b)
 with D (w-D)

without D (w/o-D)

FIG. 5. Optimized bond length of the C=C bond at the center
of the TTF part and the O · · · O distance at the hydrogen bonding
in (a) κ-D3(Cat-EDT-TTF)2 and (b) κ-D3(Cat-EDT-ST)2, calculated
with the GGA-PBE and HSE06 functionals, together with their
experimental values.

in the two monomer units, suggesting that the structure is
basically relaxed to that of higher-symmetry C2/c of the
high-temperature phase, within the numerical accuracy. Since
this C=C bond length is known to be sensitive to the charge
disproportionation, the results indicate that the CO state is
unstable after the structural optimization.

We can overcome this problem using the HSE06 hy-
brid functional. Now, as seen in Table I and Fig. 5, the
optimized structures are fairly in agreement with the
experiments. Importantly, the central C=C bond lengths in
the TTF part are well reproduced, 1.35 and 1.38 Å for the w-D
and w/o-D units (for both D-S and D-Se), respectively, within
±0.02 Å compared with the experimental values. Therefore,

TABLE I. Experimental and theoretically optimized structural parameters of central C=C bonds in the TTF part and hydrogen bonds
in κ-D3(Cat-EDT-TTF)2 (D-S) and κ-D3(Cat-EDT-ST)2 (D-Se). The P1 structure for D-S is the noncentrosymmetric structure discussed
in the text.

C=C (Å) O · · · O O–D (Å) ∠O–D–O
Method w-D w/o-D (Å) w-D w/o-D (deg)

D-S
Centrosymmetric (P1̄) Expt. 1.34 1.40 2.50 1.02 1.51 164.7

GGA-PBE 1.37 1.37 2.43 1.14 1.29 173.9
HSE06 1.35 1.38 2.48 1.06 1.41 173.9

Noncentrosymmetric (P1) HSE06 1.37 1.38 2.43 1.10 1.33 174.7
1.35 1.36 2.49 1.05 1.43 173.3

D-Se
Centrosymmetric (P1̄) Expt. [20] 1.35 1.38 2.52 0.80 1.73 167.9

GGA-PBE 1.37 1.37 2.43 1.09 1.40 172.9
HSE06 1.35 1.38 2.48 1.06 1.43 173.8
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showing the ab plane [the same as in Figs. 1(b) and 1(c), but with expanded views]. (c) Noncentrosymmetric (P1) structure with a different D
ordering pattern and (d) a view along the c axis showing the ab plane. The structures optimized with the HSE06 hybrid functional are shown.

we conclude that the HSE06 functional is highly accurate
for reproducing the structures of the molecular CO phase
quantitatively.

Encouraged by the reliability of the results above, we now
investigate another CO state with D ordering, but with a differ-
ent pattern from the experimental observations. We consider
the CO pattern known as the “ferroelectric” phase discussed
in κ-(BEDT-TTF)2X 1 and related systems [50–56]. It gives
rise to a noncentrosymmetric P1 structure, and its possible
realization coupled to the displacement of H/D in H/D-S was
discussed in Ref. [23] based on an effective model.

Here, to model the noncentrosymmetric phase, in the initial
state we change the position of D atoms, from the experimen-
tal structure of the low-temperature phase of D samples, to
that where the direction of the displacement of D from the
middle point between the shared oxygens is opposite. We in-
deed find a stable solution by structural optimization, as listed
in Table I. One can see that there are four kinds of C=C bond
lengths as well as O-D distances, which we can classify into
two each: the w-D (w/o-D) units with shorter (longer) C=C
bonds, indicating larger (smaller) electron occupation. The
pattern is shown in Fig. 6, together with the experimentally
observed pattern [the same as in Figs. 1(b) and 1(c), but with
expanded views]. In the latter [Figs. 6(a) and 6(b)], the two
kinds of dimers, i.e., the w-D dimers and w/o-D dimers, are
arranged in a checkerboard pattern in the two-dimensional
planes. On the other hand, as shown in Figs. 6(c) and 6(d), in
the noncentrosymmetric phase, each dimer has one w-D unit
and one w/o-D unit, leading to charge disproportionation and
electric polarization within the dimers. The pattern globally
breaks the inversion symmetry.

Energetically, the centrosymmetric and noncentrosymmet-
ric structures are very close, while the centrosymmetric phase

1BEDT-TTF = Bis(ethylenedithio)tetrathiafulvalene, X = anion
molecule or atom

(−406.190 eV/f.u.) is slightly more favorable than that of
the noncentrosymmetric structure (−406.182 eV/f.u.) within
an energy difference of 8 meV/f.u. It is an interesting issue
to evaluate the value of electrical polarization and identify
its nature in the noncentrosymmetric phase [44,57–59] under
the variation from a “paraelectric” phase involving both D
displacements and molecular deformation, which we leave as
a future problem.

V. DISCUSSION

Using the HSE06 functional, our theoretical results by
structural optimization show overall good agreement with
the experimental structural parameters of the low-temperature
phase in D-S and D-Se. This indicates that the more localized
nature of the resulting wave functions is reflected in the
electron-lattice coupling, giving rise to a quantitative descrip-
tion of the materials. In TTF-based systems, it is known that
the amount of charge on the molecule can be probed by
measuring the frequency of the central C=C bond vibration
by Raman vibrational spectroscopy [56,60]. In fact, the low-
temperature Raman spectrum of D-S shows new peaks at 1516
and 1405 cm−1 that are not observed in the high-temperature
phase [19]. These are assigned to the shorter and longer
central C=C bonds of the w-D and w/o-D units, respectively.
With a reliable description of the CO phase as demonstrated
here, we expect that the phonon frequencies calculated on
the basis of our results can now be directly compared with
experiments [61].

The band gap is opened in our HSE06 calculations for D-S,
and its value is in fairly good agreement with the experimental
value estimated from the resistivity measurement [19,20]. On
the other hand, for D-Se, our calculations exhibit a semimetal-
lic band structure, while experiments show an insulating
behavior. The full clarification of the accuracy of HSE06 for
the evaluation of band gaps in strongly correlated molecular
systems is left for future studies.
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Finally, let us discuss our results in light of previous
theoretical studies for these compounds. Multicomponent
DFT-based quantum chemistry calculations were performed
by Yamamoto et al. [62,63] with a hybrid functional, the
so-called Minnesota functional. The nuclear quantum effect
of H/D on the potential energy surface of H/D atoms was
studied: It changes the potential surface from double well to
single well. We consider that the two DFT-based calculation
methods are complementary to each other: In our calculations,
the quantum effect of the H/D atom cannot be discussed,
while the structural stability of the low-temperature phase in
the actual crystalline form can be investigated, in contrast to
their calculations, where only isolated molecular systems are
treated.

On the other hand, Naka and Ishihara [23] studied an
effective model where the correlated π -electron system is
coupled with pseudospins describing the proton (H+) de-
gree of freedom, assuming its double-well potential. Their
results show that two types of π -electron-proton coupled
order compete with the dimer-Mott-insulating state, both
resulting from the cooperative effects of the proton order-
ing and CO. The two ordered states correspond to the
centrosymmetric and noncentrosymmetric phases discussed
above. They considered the proton-electron coupling as an
attractive potential, which is consistent with our results that
the w-D monomers show lower HOMO energy than the
w/o-D monomers (Fig. 3). However, in their model, the
difference of intermonomer distances in each dimer is not
taken into account. Our results suggest that the electronic
structure of the low-temperature phase is stabilized by both
effects, namely, the variation of the intermolecular distances
in two different dimers and the difference in MO energy levels
depending on the position of the D atom. By the quantitative
evaluation using first-principles calculations, these two effects
indeed have the same order, as seen from our energy diagram
in Fig. 3.

VI. SUMMARY

We studied the electronic and structural properties of
the deuterium and π -electron coupled CO state of κ-D3

(Cat-EDT-TTF)2 (D-S) and κ-D3(Cat-EDT-ST)2 (D-Se) using
GGA and a range-separated hybrid functional HSE06. Using
the experimental crystal structure, both GGA and HSE06
calculations show charge ordering but with a larger degree of
charge disproportion in the latter, closer to the experimental
situation. Using HSE06, an insulating band structure of D-S is
obtained. By performing structural optimization with HSE06,
the central C=C bond lengths that are sensitive to the degree
of charge disproportionation are well reproduced, whereas
GGA fails to stabilize the CO state. We also proposed possible
patterns of D ordering and showed a stable noncentrosymmet-
ric CO phase which has energy close to the experimentally
realized phase.
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