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Proximity coupling of superconducting nanograins with fractal distributions
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We explore the electrical and magnetic properties of a fractal assembly of Josephson junctions with transparent
interfaces. For this purpose, we employ an Mg/MgO/MgB2 nanocomposite with ∼16 vol. % of MgB2

nanograins, which are distributed in a fractal manner in the normal matrix. Irrespective of the low volume
fraction of MgB2 nanograins, the nanocomposite behaves as a bulk-like superconductor, i.e., zero resistivity,
perfect diamagnetism, and strong vortex pinning. Thus, a global Josephson phase coherence is achieved in the
nanocomposite. The lower (Hc1J) and higher (Hc2J) critical fields of the Josephson network are exceptionally high
(Hc1J = 96 Oe and Hc2J = 83.5 kOe) as compared to those reported previously for granular superconductors.
This will give an example of robust macroscopic superconducting coherence derived from long-range proximity
coupling among fractally distributed superconducting nanograins through quantum interference of Andreev
quasiparticles. Transverse-field muon spin rotation measurements reveal that the mean internal field in the
superconducting mixed state increases with decreasing temperature below which the Josephson phase coherence
sets in, opposite to the diamagnetic response observed in magnetization measurements. This unusual behavior
implies a highly disordered and fluctuating nature of the Josephson vortices in the present superconducting
nanocomposite.

DOI: 10.1103/PhysRevB.101.035146

I. INTRODUCTION

In nature, we find a large set of systems consisting of many
interacting components whose collective behavior cannot be
predicted in terms of the components. Examples of these sys-
tems range from brain-network function to solar flare statistics
[1,2]. It is also interesting to note that these complex systems
often consist of hierarchical lattices with power-law distribu-
tions [3], leading to a fractal network system [3–5]. Thus,
structure, dynamics, and characterization of scale-invariant
fractal networks and related power-law phenomena have re-
ceived considerable attention in various fields of science
over the past decades [3–6]. Recently, such a scale-invariant
structural organization and related structural inhomogeneity
have been found to exist also in high-transition-temperature
(Tc) superconductors [7–10]. It has been demonstrated [7]
that even in optimally doped superconducting samples, oxy-
gen interstitials exhibit highly inhomogeneous distributions,
yielding fractal-like defect networks. This strongly suggests
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the underlying relationship between scale-free structural pat-
terns and superconducting transition temperature Tc [7–12].
In addition, it has been recognized that the fractal nature
of critical wave function correlations in disordered super-
conductors plays a vital role in generating and enhancing
superconductivity [11–18].

Motivated by these recent works, we here investigate the
electrical and magnetic properties of an Mg/MgO/MgB2

nanocomposite, in which the superconducting (MgB2)
nanocrystals are distributed in the normal matrix in a frac-
tal manner. The volume fraction of superconducting MgB2

nanocrystals in the nanocomposite is ∼16%, which is below
the critical volume fraction (∼20−∼50%) for the onset of
percolative superconductivity in granular systems [19–21]. In
spite of such a low volume fraction of the MgB2 nanograins,
the nanocomposite shows a bulk-like superconducting behav-
ior, i.e., zero resistivity, perfect diamagnetism, and strong
vortex pinning. These results indicate that a robust and
global Josephson coherence is achieved in the nanocompos-
ite, showing the occurrence of long-range proximity cou-
pling among fractally distributed superconducting nanograins
through phase coherent Andreev reflections [22,23]. We also
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investigate and discuss the internal magnetic field distribution
in the nanocomposite using transverse-field muon spin rota-
tion spectroscopy.

II. EXPERIMENTAL PROCEDURES

To fabricate a solid sintered body of the Mg/MgO/MgB2

nanocomposite, we first carried out the solid phase reaction
between Mg and B2O3 [24] in flowing Ar atmosphere (for
details, see the Supplemental Material [25]). To ensure the
inclusion of Mg in the products, the excess amount of Mg
(Mg : B2O3 = 5 : 1) was employed. The expected reaction is
given by

5Mg + B2O3 → 3MgO + MgB2 + Mg. (1)

The method had been originally developed by the present
authors to synthesize highly defective MgO microcrystals
with a large number of oxygen vacancies [26–28]. The re-
sulting black powders were then processed using a spark
plasma sintering (SPS) system. In SPS, sintering is realized
by subjecting the green compact to arc discharge generated by
a pulsed electric current. An electric discharge process takes
place on a microscopic level and accelerates the sintering
processes accompanied by material diffusion. One of the most
pronounced features of this technique is that the small grain
size can be maintained while achieving full densification,
enhancing the connectivity between grains through the min-
imization of the undesirable grain growth and the creation of
clean grain boundaries [29]. Hence, the SPS treatment is a key
process for preparing a densified Mg/MgO/MgB2 with clean
interfaces and high connectivity.

The structural, morphological, thermal, electrical, and
magnetic properties of the thus obtained Mg/MgO/MgB2

nanocomposite have been explored using various techniques,
including x-ray diffraction (XRD), field-emission scanning
electron microscopy (FESEM), high-resolution transmis-
sion electron microscopy (HR-TEM), electrical resistivity
and magnetoresistivity measurements, magnetic susceptibility
measurements, and transverse-field muon spin rotation (TF-
μSR) spectroscopy, as described in detail in the Supplemental
Material [25].

III. RESULTS

A. Structural and morphological analyses

Figure 1 shows a typical XRD pattern of the SPS-treated
sample, showing the peaks assigned to Mg, MgO, and MgB2.
According to Scherrer equation, the average crystalline sizes
d of Mg, MgO and MgB2 are dMg = 46 nm, dMgO = 20 nm,
and dMgB2 = 48 nm, respectively. Rietveld pattern fitting [30]
was then performed to determine the weight fraction of the
respective crystalline phases. This resulted in a satisfactory
profile fit with the weighted-profile R value (Rwp) of 8.11%
and the goodness-of-fit (GoF) of 1.65. The weight (mole)
fractions of Mg, MgO, and MgB2 are estimated to be 8.5
(11.0), 78.5 (75.5), and 13.0 (13.5) %, respectively. The thus
estimated mole fraction of MgO (Mg and MgB2) is somewhat
larger (smaller) than that expected from Eq. (1), i.e., Mg :
MgO : MgB2 = 20 : 60 : 20 (mole %). This is probably due
to the partial oxidation of Mg during the sample preparation

FIG. 1. Output from a Rietveld analysis of the XRD pattern.
The observed data are indicated by red circles, and the calculated
profile is the black continuous line overlying them. The short vertical
lines below the pattern represent the positions of all possible Bragg
reflections for MgO (top row), MgB2 (middle row), and Mg (bottom
row). The lower curve is the difference between the observed and
calculated intensity at each step, plotted on the same scale. The
inset shows a typical HR-TEM image obtained for Mg/MgO/MgB2

interfaces.

and the post SPS processes. From the weight fractions of the
constituent crystals and their bulk density, the volume fraction
of the respective components are estimated to be as follows:
Mg : MgO : MgB2 = 15 : 69 : 16 (vol. %). This gives an up-
per limit of the volume fraction of the respective species, and
the fraction will decrease depending on the amount of voids
and/or pores possibly present in the sintered body.

Field emission scanning microscopy/energy dispersive
x-ray analysis (FESEM/EDX) was performed to inves-
tigate the microstructures and chemical compositions of
the nanocomposite [Figs. 2(a), 2(b)]. One sees from the
lower-magnification (4k×) FESEM/EDX mapping shown in
Fig. 2(a) that the elemental distributions are highly inhomo-
geneous. EDX quantitative elemental analysis indicates that
the atomic ratio of Mg: O: B is 48: 42: 10, in reasonable
agreement with that calculated based on the Rietveld quantita-
tive analysis (Mg : O : B = 50 : 37 : 13). The FESEM/EDX
mapping image also reveals that there exist red (boron) spots
with a size of ∼1 μm. This implies that the MgB2 nanocrystals
are aggregated to form micrometer-sized MgB2-rich regions.
One also sees from Fig. 2(a) that the regions of high B
concentration (red spots in the boron EDX map) correspond
to O-deficient regions (dark regions in the oxygen EDX map).
This indicates that there exists an anticorrelation between the
MgB2-rich and the MgO-rich regions. It should be noted that
similar inhomogeneous elemental distributions and the related
anticorrelations are also seen in the higher magnified (14k×)
FESEM/EDX image [Fig. 2(b)] although the size of the red
spots is an order smaller than that observed in the lower
magnified image. These observations demonstrate that the
structural modulations induced in the nanocomposite exhibit
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FIG. 2. FESEM and the corresponding EDX images at (a) lower (4k×) and (b) higher (14k×) magnification; Red = B, Green = O,
Blue = Mg. The higher-magnified image was obtained by enlarging the O-rich region in the lower-magnified image where the micrometer-
sized red spots do not appear to exist. (c) Bright field (BF)-STEM and the corresponding EDX images (400k×) for an O-rich region; Red = B,
Green = O, Blue = Mg.

a self-similar (fractal-like) pattern with different hierarchi-
cal levels spanning the length scale from submicrometer to
several micrometers. Such scale-invariant structural arrange-
ments can further be identified in the scanning transition
electron microscope (STEM)/EDX image shown in Fig. 2(c)
(magnification 400k×), demonstrating that the primary MgO
nanoparticles (green or blue-green) form chain-like clusters,
and the Mg (blue) and B (red) rich regions are located in
between the MgO-rich chains. From the SETM/EDX image,
one sees that the respective B-rich (i.e., MgB2-rich) regions
with a size of ∼50 nm are separated by a distance of more
than 100 nm, which is much longer than the coherence length
ξ0 of MgB2 (ξ0 = 5 nm [31]). Thus, in the nanocomposite,
the percolation channels consisting of physically connected
MgB2 nanograins will not be formed, as expected from a low
volume fraction (16 vol. %) of MgB2.

To quantitatively evaluate the fractal-like organization of
the constituent elements, especially boron, we evaluated the
fractal dimension by a box-counting technique [3] using vari-
ous FESEM/EDX and STEM/EDX mapping images of boron
with different magnifications. The box-counting technique
consists of discretizing the binarized image into voxels of
dimension r; the number of voxels containing the EDX signal
were counted as N. Any linear dependence in the logarithmic
plot of N versus r manifests fractality; the fractal dimension or
box-counting dimension D was then obtained from the linear
slope of the plot (for details, see the Supplemental Material
[25]). We found that the box-counting curve of boron EDX
mapping images shows a linear region over four orders of

magnitude of r [Fig. 3(a)]. Although the D values lie in the
range from ∼1.5 to ∼1.7 depending on the EDX images used
for the analysis [Fig. 3(b)], the fractal analysis allows us to
confirm the fractal-like distribution of MgB2 nanograins in the
nanocomposite. Judging from the anticorrelation between the
MgB2-rich and the MgO-rich regions, the spatial distributions
of the normal regions consisting mostly of the MgO-rich
regions will not be completely random but will have scale-free
characteristics as well. It should be noted, however, that when
all elements (B, O and Mg) are taken into account in the box-
counting procedure, the resulting D values are almost equal
to 2 (see Fig. S1 in the Supplemental Material [25]), which is
expected for completely random (homogeneous) distribution
of points in two-dimensional images [32].

It is also worth mentioning that the interfaces among
MgB2, Mg, and MgO are atomically clean, as shown in a
HR-TEM image shown in the inset in Fig. 1. In hybrid sys-
tems made of normal (N) and superconducting (S) materials
with highly clean N-S interfaces, a long-range electron-hole
coherence (proximity) effect is expected to persist far away
from the N-S interface [33–35]. Thus, in what follows, we
will investigate the electrical and magnetic properties of the
composite in view of the proximity effect.

B. Electrical resistivity and magnetoresistivity measurements

Figure 4(a) presents temperature-dependent electrical re-
sistivity ρ(T ) data taken at a variety of applied fields
H ranging from 0 to 70 kOe. The ρ value at room
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FIG. 3. (a) The box-counting analysis for boron distribution in the FESEM/EDX image given Fig. 2(a). (b) The values of D obtained for
various FESEM/EDX and STEM/EDX images of boron with different magnifications.

temperature is rather low (ρ ∼ 6 × 10−1 μ� m). When taken
into consideration with the fact that the composite consists
of 69 vol. % of MgO, we expect that the major MgO
component will not inhibit electrical conduction, but may
act as good tunneling conductors due probably to oxygen
vacancies [36] that are likely to be introduced during the
preparation process [27]. In zero applied field, the resistivity
decreases almost linearly with temperature T down to ∼40 K.
As for the pure MgB2 [37] and the MgB2-MgO composite
near the percolation threshold [24], ρ(T ) exhibits a strong
power-law dependence with T, which is well approximated
by ρ(T ) = ρ0 + ρ1T α with α = 2.3 − 3. It is hence probable
that in the nanocomposite, the electrical conduction at tem-
peratures above ∼40 K is not governed by the percolative
conduction of MgB2, but rather by that of Mg, which shows
a linear T dependence of ρ due to lattice-scattering-limited
conductivity [38]. Figure 2(a) also shows that, in zero applied
field, ρ(T ) exhibits Tc onset at 38.5 K and becomes virtually
zero (ρ <∼ 10−11 �m) at temperatures below 33.4 K, im-
plying the establishment of the intergrain Josephson network
of MgB2 nanograins. Thus, the zero-field resistivity below
Tc(onset) does not show a broad tail, although a broad ex-
ponential tail is often observed in disorder superconductors
near the percolation threshold [39,40]. Residual resistivity ra-
tio [RRR = ρ(300 K)/ρ(39 K)] is rather high (RRR = 10.2),
suggesting excellent grain connectivity. Figure 4(a) further
reveals that there is a large magnetoresistance �ρ/ρ0, where
ρ0 is the zero-field resistivity in the normal state; for ex-
ample, at H = 70 kOe, �ρ/ρ0 is ∼80%. This observation
is somewhat surprising because a large magnetoresistance
would not be observed in samples with enhanced impurity
and/or defect scattering [41,42], which might be the case
in general for nanocomposites. Although the origin of the
large magnetoresistance is not clear at the moment, it can
be said that the present nanocomposite has a long mean free
path that is essential for having a large magnetoresistance.
The isothermal �ρ/ρ0 data shown in Fig. 4(b) vary almost
linearly with H, in contrast to the case of MgB2, where
�ρ/ρ0 shows a power-law H dependence with an exponent

of ∼2 [41,43]. To further investigate the magnetoresistance
properties, a Kohler plot, i.e., �ρ/ρ0 vs H/ρ0 on a log−log
plot, is shown in Fig. 4(c). According to the Kohler′s rule,
if there is a single species of charge carrier and the single
scattering time, the magnetoresistance data accumulated from
different temperatures should collapse to a single curve in the
Kohler plot [41]. Figure 4(c) demonstrates that the Kohler′s
rule is not strictly obeyed in the present sample, as expected
from the composite nature of the specimen.

In the present nanocomposite, the zero resistivity state will
not be realized unless the phase locking of the Josephson cou-
pling between MgB2 nanograins remains in effect. Hence, it
would be reasonable to assume that the transition temperature
at zero resistivity Tc, Tc (offset), for a given value of H can be
used to evaluate the upper critical field of the Josephson net-
work Hc2J(T ). Figure 4(d) presents the Hc2J(T ) data that we
deduce from Tc(offset) in different fields shown in Fig. 4(a).
The Hc2J(T ) curve shows a positive upward curvature over the
entire temperature region investigated. The result is in contrast
to the case of granular superconductors in the dirty limit [44],
in which Hc2J(T ) shows a linear temperature dependence.
We found that the Hc2J(T ) data can be well approximated
by the expression Hc2J(T ) = Hc2J(0)(1 − T/Tc)1+α . The fitted
values of Hc2J(0) and α are 83.5 kOe and 0.28, respectively.
Typical Hc2J values of granular high-Tc superconductors are
less than ∼30 Oe [45]. Thus, the estimated value of Hc2J(0) is
unusually high, implying that the enhanced phase-locked state
is realized in the present nanocomposite.

C. Magnetization measurements

Figure 5 shows the results of magnetization M measure-
ments of the nanocomposite. From the magnified view of
magnetic susceptibility (4πχ or 4πM/H) measured in H =
5 Oe [see the inset of Fig. 5 (a)], one sees that the transition
from the normal to the superconducting state begins at ∼38 K,
in agreement with the zero field resistivity measurement. Fig-
ure 5(a) also demonstrates that the 4πχ value observed in the
zero field cooled (ZFC) state reaches almost −1 for T <∼10
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FIG. 4. (a) Resistivity of the Mg/MgO/MgB2 nanocomposite in zero and in 70 kOe applied field. The inset shows a magnified view of
resistive superconducting transition in different applied fields (from bottom right to top left) from 0 to 70 kOe in steps of 10 kOe. (b) Magnetic
field dependence of the isothermal magnetoresistance �ρ/ρ0. The solid lines are fitting curves of �ρ/ρ0 ∝ Hα to the experimental data. (c)
Kohler plot obtained from the data shown in (b). (d) Upper critical field of the Josephson coupled network Hc2J determined from Tc(offset) in
different H. The solid line represents the fit of the function Hc2J(T ) = Hc2J(0) (1 − T/Tc )1+α . The fitted values of Hc2J(0) and α are 83.5 kOe
and 0.28, respectively.

K and H <∼20 Oe. This reveals that a state of the perfect
diamagnetism, i.e., bulk-like superconductivity, is achieved in
the composite. On the other hand, the field cooled (FC) curves
show a very low Meissner fraction (<∼1%), demonstrating
strong pinning in the sample (see also the M(H) hysteresis
loops shown in Fig. S2 in the Supplemental Material [25]).

The temperature dependence of the initial M(H) curves is
shown in Fig. 5(b). The initial slope becomes steeper with
decreasing temperature from 36 to ∼30 K [see also the right
axis of Fig. 5(d) and Fig. S3 [25]). This probably arises from
a decrease in the intragrain penetration depth with decreasing
temperature. Figure 5(b) further demonstrates that at temper-
atures below ∼28 K, an additional diamagnetic component
with a much steeper slope begins to emerge in the low H
(H< ∼10 Oe) region, due to the establishment of intergrain
Josephson coupling. We also found that in the temperature

range below ∼30 K down to ∼20 K, the initial M(H) curves
exhibit periodic magnetization jumps, as shown in the inset of
Fig. 5(b) (see also Fig. S3 [25]). Such oscillating M(H) signals
have been reported in mesoscopic superconductors [46,47]
and are understood qualitatively as an entry or exit of mag-
netic vortices, arising from size quantization of the Cooper-
pair motion [46]. Thus, in the temperature range between ∼20
and ∼30 K, the system can be regarded as a simple (nonin-
teracting) assembly of mesoscopic Josephson junction loops.
With a further decrease in temperature below ∼20 K, the ini-
tial magnetization does not show such an oscillating behavior
but begins to exhibit a simple linear decrease with H with a
slope −dM/dH of ∼1/4π up to a certain H value [see Fig. 5(c)
and Fig. S3 [25]). This implies that the respective mesoscopic
Josephson loops interact coherently to generate a macroscopic
Josephson system, leading to a bulk-like superconducting
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response. The point of departure from linearity will represent
the lower critical field of the Josephson-coupled (intergrain)
superconducting network Hc1J. The temperature dependence
of Hc1J(T ) is shown in the left axis of Fig. 5(d). One sees a
steep increase in Hc1J(T ) with decreasing temperature below
∼10 K, reaching the value of 96 Oe at 2 K. The resulting
Hc1J value is about two orders of magnitude larger than that
observed commonly in granular high-Tc superconductors [45].

In type-II superconductors, the upper critical field Hc2
represents the field value for which the distance between
two fluxons approaches the order of coherence length ξ .
According to the GL theory, the relationship between Hc2 and
ξ is given by [48]

Hc2 = 	0/(2πξ 2), (2)

where 	0 is a flux quantum (	0 = h/2e ∼ 2.1 × 10−15 Wb).
If we apply this relationship to our system, we obtain a value

of ξJ = 6 nm for Hc2J(0) = 83.5 kOe. The GL theory also
predicts the following relationship between Hc1 and κ = λ/ξ

for a high-κ superconductor (κ � 1) [48],

Hc1 = 	0

4πλ2
lnκ. (3)

From Eq. (3), λJ is calculated to be 252 nm, assuming
that ξJ = 6 nm and Hc1J = 96 Oe. The thus obtained values
of ξJ and λJ are consistent with the initial assumption of
κ = λJ/ξJ ∼ 42 � 1. Hence, we consider that the high-κ
approximation is justified in our case and can be reasonably
used to estimate the basic physical properties of the induced
superconducting phase.

D. Muon spin rotation (μSR) measurements

To gain further insight into the superconducting state of
the nanocomposite, we carried out μSR measurements [49]
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in applied transverse fields (TFs). TF-μSR has proved an
effective probe of the internal magnetic field distributions
n(B) in the vortex state of conventional and unconventional
type-II superconductors [50,51]. In this work, high-statistics
of ∼100 × 106 muon decay events were collected in magnetic
fields applied transverse to the initial muon spin polarization
P(t = 0). The TF-μSR signal is the time t evolution of P(t),
and is related to n(B) by the following relationship [50,51]:

P(t ) =
∫ ∞

0
n(B) exp(iγμBt )dB, (4)

where γμ is the muon gyromagnetic ratio. When the TF-μSR
signal is measured in the time domain, its Fourier transform
provides a good approximation of n(B).

Figures 6(a) and 6(b) shows the TF-μSR spectra of the
sample in the normal and superconducting states measured
in FC conditions in fields of 97 and 340 Oe. We found that
the profiles of P(t ) obtained at temperatures above Tc are well
fitted by the oscillatory decaying Lorentzian function,

AP(t ) = A exp(−�t ) cos(γμ〈B〉t + ϕ), (5)

where � is the muon relaxation rate, 〈B〉 is the central
magnetic field, and ϕ is the initial phase angle, and A rep-
resents the initial muon asymmetry. When the magnetic-field
broadening is due to nuclear dipolar fields of randomly (ho-
mogeneously) distributed 11B in a sample, the time evolution
is described by a Gaussian function [49]. Thus, the observed
Lorentzian decay does not match the random distribution
scheme, but suggests a dilute [52] and highly inhomoge-
neous distribution [53] of the B nuclear moment, as indeed
demonstrated in the EDX mapping data shown in Fig. 2.
The dilute distribution model is consistent with the observa-
tion that in the normal state, � grows linearly with applied
field up to 340 Oe [see the red filled circles in Fig. 4(c)].
At temperatures well below Tc, e.g., T = 5 K, the TF-μSR
signals, which can be still fitted reasonably with the same
Lorentzian function as described in Eq. (5), decay almost
completely with negligible background signal, meaning that
the Josephson-coupled superconductivity extends throughout
the sample volume. Note also that, as shown in Fig. 4(c),
� shows a linear increase with H both at temperatures of 5
and 20 K, as in the case of the normal state. These results
allow us to expect that under this experimental condition,
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the internal field distribution becomes more inhomogeneous
with increasing H, and the vortices are well separated to
each other on the length scale of the Josephson penetration
depth. It is hence interesting to investigate the fast Fourier
transformation (FFT) of the TF-μSR spectra [see Fig. 7(a)],
providing an approximate picture of the n(B) probed by the
muons. One sees from Fig. 7(a) that rather symmetric line
shapes are observed both at temperatures below and above Tc.
In general, the magnetic disorder induced by random pinning
in the superconducting mixed state will truncate the high-field
tail and reduce the asymmetry of the line shape [54,55].
Thus, the symmetric nature of the n(B) spectra is attributed
to the random pinning centers present in the nanocomposite.
One also notices that the peak field tends to become higher
than the applied field with decreasing T and/or increasing H.
To further quantify the temperature dependence of the peak
field, we plot in Fig. 7(b) the fitted values of 〈B〉, which
represents the maximum in the n(B) spectra, as a function of
temperature. One sees a slight negative shift right below Tc,
both for H = 97 and 340 Oe, whereas at temperatures below
∼30 K the 〈B〉 value shows a positive shift with decreasing
temperature. This is in contrast to the case of typical type-II
superconductors, in which the peak maxima, which represent
the smeared-out van Hove singularities, are displaced below
the external magnetic field due to flux expulsion [49–51]. A
possible origin of this unusual behavior will be discussed in
Sec. IV.

Figure 6(d) reveals that the muon relaxation rate � shows
an almost linear T dependence even in the temperature region
well below Tc. This is in contrast to a T independent behav-
ior observed in the two-gap (s-wave) superconductor MgB2

[56,57]. A similar linear T dependence of the relaxation rate
has been observed in the high-Tc cuprate [58] and Fe-based
[59] superconductors and is often interpreted in terms of the
presence of nodes in the energy gap function [51,59]. How-
ever, the nodal gap scenario cannot be applied to the present
Mg/MgO/MgB2 nanocomposite system. The observed linear
T dependence results from a different mechanism, presumably
phase fluctuation of the superconducting order parameter
[60,61], as will be discussed also in Sec. IV.

IV. DISCUSSION

The TF-μSR experiments have demonstrated that the in-
ternal magnetic field distributions in the present nanocom-
posite are quite different from those in typical type-II su-
perconductors, as evidenced, for example, by a paramagnetic
signature under applied fields. Figure 7(b) shows that the
paramagnetic shift is observed especially at temperatures
below ∼30 K. This indicates that the vortices penetrating
the Josephson coupled regions, i.e., the Josephson vortices,
are responsible for the observed paramagnetic shift. Previ-
ous μSR measurements have demonstrated that only a few
classes of high-temperature superconductors (HTS), including
electron-doped cuprate superconductors (Pr2−xCexCuO4 [62]
and Pr1−xLaCexCuO4 [63]) and Fe-based superconductors
(Sr(Fe1−xCox )2As2 [64,65] and Ba(Fe1−xCox )2As2 [55,65]),
show a similar paramagnetic shift. Although the physical ori-
gin has not been fully understood, the field-induced magnetic
order derived, directly or indirectly, from the d and/or f met-
als in these HTS materials are assumed to be responsible for
the observed paramagnetic signature [62,64,65]. We should
note that the present superconducting nanocomposite does not
nominally contain any such d and/or f block elements, imply-
ing that its origin is different from that in the HTS. We can also
rule out the possibility of explaining the positive field shift by
the so-called paramagnetic Meissner effect [66,67] because
both ZFC and FC magnetization data show a diamagnetic shift
[see Fig. 5(a)].

Irrespective of its origin, the observed paramagnetic shift
indicates that the Josephson vortices in our sample have core
regions, since in the superconducting mixed state, only the
field in the vortex core carrying a flux quantum can exceed the
external field [68]. This is consistent with the recent prediction
[69] and observation [70] that Josephson vortices in long
diffusive SNS Josephson junctions have real cores. As for an
ideal vortex lattice, the core regions contribute to the high-
field tail of the local magnetic field distribution [50,51]. In the
present superconducting nanocomposite, however, the high-
fields tail is truncated to yield a rather symmetric distribution
[see Fig. 7(a)]. This implies substantial disordering of the
vortices. We suggest that the vortex disordering occurs not
only in a static but also in a dynamic way; that is, dynamic
variation of the vortex positions is likely to take place due
to phase fluctuations of the superconducting order parameter
in the Josephson network on a time scale faster than the
characteristic muon sampling time (∼10 μs). Considering that

035146-8



PROXIMITY COUPLING OF SUPERCONDUCTING … PHYSICAL REVIEW B 101, 035146 (2020)

e-

h+

Cooper pair

Cooper pair

MgB2
(primary particle)

MgB2
(aggregate)

normal matrix 

Global superconducting stateLong-range proximity coupling in the 
scale-free Josephson junction network

Phase-coherent Andreev reflection
in the diffusive normal matrix

MgB2

MgB2

(a) (b)

FIG. 8. Schematic illustration of the superconducting proximity effect in the Mg/MgO/MgB2 nanocomposite. (a) The Andreev refrore-
flection at the MgB2/Mg(MgO)/MgB2 interfaces where diffusive counterpropagation of electron- and hole-like quasiparticles with zero total
phase accumulation is possible. (b) Development of the long-range proximity coupling in the fractal Josephson network consisting of MgB2

nanograins with hierarchical length scales (left and middle panels), leading to a global superconducting state (right panel).

the static disordering will not be sufficient to account for
the observed paramagnetic shift [71], we could suggest that
such phase fluctuations are responsible for the unusual para-
magnetic behaviors probed by TF-μSR. In granular systems,
quantum phase fluctuations are inevitable because the charge,
which is quantum conjugate to the phase, on each grain is
assumed to be constant [72]. As noted earlier, the expected
phase fluctuations are also supported by an almost linear T
dependence of the muon relaxation rate [see Fig. 4(c)]. It is
also likely that the scale-invariant Josephson network induces
dynamic or nonequilibrium vortex states characterized by
intense fluctuation behavior, which has been shown to play
an important role in a vortex insulator-to-metal transition in a
proximity array of superconducting islands [73,74]. The fluc-
tuating nature of the Josephson vortices could be inherent to
the fractal disorder, leading to the underlying nonequilibrium
critical phenomena.

It should be noted, however, phase fluctuations generally
compete with Josephson coupling. It is probable that in the
present Josephson coupled system, there exists a mechanism
that facilitates a global phase locking irrespective of the
presence of substantial phase fluctuations. The criterion for
the granular superconductors to become phase locked is [75]

zEJ � kBT + EC, (6)

where EJ is the Josephson coupling energy, EC is the charging
energy, and z is a parameter of the order of the number of the
neighboring grains contributing to the phase locking. In usual
granular superconductors, z should be taken as the number
of the nearest neighbors around each superconducting grain
[71,75]. However, the number of z could be much larger if
respective superconducting grains interact fractally and hier-
archically to form a macroscopic scale-free network, and ac-
cordingly the condition to achieve a global phase locking will
become easier to fulfill. Recently, scale-invariant antiferro-
magnetic textures with robust and nonvolatile characteristics
have been shown to exist in NdNiO3 [76], which is one of the

strongly correlated quantum solids. It has been demonstrated
that in NdNiO3, the close interplay between competing phases
triggers new organizing principles, resulting in the robust elec-
tronic fabric textures with a scale-free power-law distribution
[76]. Thus, scale-invariant magnetic textures will generally
have a potential to induce emergent but stable electronic and
magnetic phases on the verge of criticality.

From the microscopic point of view, the superconducting
proximity effect is the result of an interplay between Andreev
reflection and phase coherence in NS junctions [77,78]. In the
Andreev reflection process, an electron (e−) in the N conduc-
tor is retroreflected as a hole (h+) along the time-reversed path
of the electron (and vice versa), and the missing charge of
2e− is absorbed as a Cooper pair by the S region. The degree
of proximity coupling and phase shift can be influenced by
a number of factors, including the energy of the incident
electron, the path length of the electron and the retroreflected
hole, the applied magnetic field, the transparency of NS inter-
faces, and the disorder in the N region [77–79]. In particular,
the presence of disorder (or elastic scatters) is important
because the multiple elastic scattering process in the N region
leads to diffusive counterpropagation with zero total phase
accumulation, resulting in the so-called reflectionless tunnel-
ing [79]. Note also that the reflectionless tunneling requires
highly transparent NS interfaces [33–35]. Considering that the
present nanocomposite is characterized by atomically clean
interfaces (see the inset of Fig. 1), we suggest that the coherent
multiple scattering process occurs in between the adjacent, but
remote, MgB2 nanograins, as illustrated in Fig. 8(a). It would
be possible that the collective accumulation of respective
coherent transfer processes through the N-S interface result
in coherent closed loops where the total phase shift even-
tually becomes zero. When the superconducting grains are
distributed in a fractal manner, it would also be expected that
phase coherent loops with different sizes are hierarchically
interacted with each other through Andreev bound states
[80] to develop into macroscopic Josephson junctions [see
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Fig. 8(b)]. Such a self-organized network often arises in scale-
free fractal systems [1–4] and is believed to be created through
a feedback between different dynamical and the underlying
correlation and percolation properties of the network [81].
This leads to global coherence or synchronization [82] and
induces the emergent electronic and magnetic phases near
a critical point [76], as mentioned earlier. We suggest that
this hierarchical feedback mechanism is responsible for the
increase in z in Eq. (6) and hence the occurrence of the bulk-
like superconductivity in the present nanocomposite system.

V. CONCLUSIONS

We have investigated the superconducting properties of
the nanocomposite with clean atomic interfaces, in which the
MgB2 nanograins are distributed in a fractal manner. Although
the volume fraction of MgB2 grains (∼16 vol. %) appears
to be too low to form percolation channels of their own, the
global Josephson phase coherence is induced in the nanocom-
posite. The lower (Hc1J) and higher (Hc2J) critical fields of the
Josephson network are exceptionally high (Hc1J = 96 Oe, and
Hc2J = 83.5 kOe). From the values of Hc1J and Hc2J, ξJ and
λJ are estimated to be 6 and 252 nm, respectively. Thus, the
resulting Josephson coupled state can be practically regarded
as a bulk type-II superconductor. However, the magnetic

field distributions probed by the TF-μSR measurements are
quite different from those in typical type-II superconductors.
The vortex lattices will not be simply aligned parallel to
the applied field, but will exhibit strong misalignment with
dynamic fluctuations, leading to the paramagnetic response.
We suggest that the collective effect due to Andreev reflection
in the scale-free Josephson network is responsible for the es-
tablishment of the robust proximity coupling and the unusual
internal magnetic field distribution.
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