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Magnetization switching in bistable nanomagnets by picosecond pulses of surface acoustic waves
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We perform a theoretical investigation of the magnetization switching in polycrystalline Ni nanoparticles
induced by ultrashort pulses of surface acoustic waves via magnetoelastic interactions. In our numerical
simulations, a Ni nanoparticle is modeled as an ellipsoidal disk deposited on a dielectric substrate. The in-plane
external magnetic field breaks the symmetry and allows us to adjust the height of the energy barrier between two
metastable magnetization states of the free-energy density and dramatically lower the amplitude of elastic strain
pulses required for magnetization switching. The switching threshold is shown to depend on the duration of an
acoustic pulse, the magnetic shape anisotropy of an elliptical nanoparticle, the amplitude of the external magnetic
field, and the magnetostriction coefficient. We introduce the magnetoelastic switching diagram, allowing for the
simultaneous visualization of the switching threshold and its characteristic timescale as a function of various
physical parameters.
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I. INTRODUCTION

The interaction of bulk acoustic phonons and surface
acoustic waves (SAWs) with magnetization in thin ferromag-
netic films has attracted significant interest, motivated by
beautiful physics and principles of magnetic recording [1–16].

Magnetization switching using quasimonochromatic SAW
pulses has a long history. Nonresonant magnetoelastic switch-
ing in micrometer-sized cobalt bars using MHz-frequency
SAWs has been demonstrated by Davis et al. [17]. Un-
der similar excitation conditions, Sampath et al. reported
on a magneto-acoustic mechanism for switching from a
single-domain to vortex states using arrays of cobalt nanoel-
lipses [18]. Experiments on a dilute magnetic semiconductor
(Ga,Mn)(As,P) evidenced both the nonresonant [19] and res-
onant [20] precessional magnetization switching. Assuming
that time-dependent “ramped” voltages with picosecond rise
times are applied to a piezoelectric transducer (PZT), Roy
et al. theoretically identified the regimes of ultralow loss
(∼100 kT) energy dissipation and subnanosecond switching
times in ferromagnet/PZT multiferroic nanomagnets [21].

Here we explore an alternative route of magnetoelastic
switching using single broadband SAW pulses of picosec-
ond duration. In our previous work, we predicted the phe-
nomenon of the acoustically induced magnetization switching
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in Terfenol thin films using ultrafast acoustic strain pulses
characterized by a relatively large strain amplitude ∼1 % [22].
Although acoustic pulses with such huge amplitude can be
generated under strong excitation conditions [23], the energy
barrier between the metastable states in Terfenol (determined
by the competition of magnetoelastic, magnetocrystalline, and
magnetic shape anisotropies) cannot be easily tuned.

On the other hand, recent all-optical transient grating
(TG) experiments provide a detailed picture of magnetoelastic
interactions as monitored by the small-angle ferromagnetic
resonance (FMR) precession induced by quasimonochromatic
surface acoustic transients [9,10]. In these experiments, the
estimated strain amplitudes did not exceed 0.1%. SAWs
with amplitudes up to 0.3% have been measured recently
in femtosecond TG experiments by ultrafast x-ray probing
[24,25]. A question arises if it is possible to design a magnetic
system where the magnetization could be switched by readily
available ultrashort surface acoustic transients with strain
magnitudes not exceeding 0.1%. Note that SAW amplitudes in
femtosecond TG experiments appear to be significantly larger
as compared to the typical SAW strains of the order of 10−5

generated by conventional interdigital transducers [16,26].
Here we propose an in-plane architecture of a bistable

magnetic system, where the magnetization can be switched by
relatively weak ultrashort pulses of surface acoustic transients
under the presence of a small external magnetic field. Inter-
estingly, a similar generic system consisting of an elliptical
nanoparticle driven by an oscillating magnetic field (under
the static magnetic bias) has been investigated recently with
the main focus on interplay between magnetization switching,
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quasiperiodicity, and chaos [27,28]. An ultralow energy
threshold for single bit magnetization recording down to the
ultimate Landauer limit [29] stimulated some recent exper-
imental studies in ensembles of nanomagnets [30], isolated
nanomagnets, [31] and single atoms [32].

In this paper, we focus on exploring the dynamics of acous-
tic magnetization switching induced by picosecond surface
acoustic transients. To quantify the the switching behavior
in the multiparameter space, we introduce the magnetoelastic
switching diagram visualizing the switching thresholds to-
gether with the characteristic switching timescale. From the
technological point of view, the localized optoacoustic exci-
tation of picosecond SAW strain pulses using ultrashort laser
pulses would allow for the contact-free magnetic recording
while scanning the sample relative to the laser focus. Apart
from that, this paper represents a step toward the understand-
ing of the magnetization dynamics in a complex physical
system: an anisotropic single-domain nanomagnet driven by a
single-cycle SAW pulse with the characteristic time duration
comparable to the natural frequency of FMR precession.

II. GEOMETRY OF THE PROBLEM
AND BASIC EQUATIONS

We study a polycrystalline Ni nanoparticle in the shape
of an ellipsoidal disk with a long axis a, a short axis b, and
a thickness c. Such structures can be routinely fabricated
from thin nickel films by electron or ion beam lithography.
It is important to notice that such nanoparticles, produced by
lithography techniques, stick to the surface and their mechan-
ical adhesion is the same as that of the continuous thin film.
Introducing the Cartesian coordinates, we can set the y axis to
be parallel to the long axis of the ellipse. The particle is placed
in a permanent magnetic field H which points in the positive
direction of the x axis. Short acoustic transient propagates
along the x axis, its front spreads along the y axis, see Fig. 1.

The free-energy density consists of Zeeman, demagnetiza-
tion, and magnetoelastic terms:

F = FZ + Fd + Fme(t ) . (1)

The Zeeman term reads

FZ = −μ0M0m · H , (2)

where μ0 is the magnetic permeability of vacuum, M0 is the
saturation magnetization of Ni, and m is the unit magnetiza-
tion vector. The demagnetization energy

Fd = 1
2μ0M2

0 m · N · m (3)

depends on the demagnetization tensor N, and the magne-
toelastic energy induced by a SAW propagating along the
x axis,

Fme(t ) = b1m2
xexx(t ), (4)

depends on the magnetoelastic constant b1 = 107 [J/m3] (for
nickel) and the time-dependent elastic strain exx(t ). Contribu-
tion of the other strain component ezz(t ) can be neglected in
the case ezzmz << exxmx, which is fulfilled in our simulations.

FIG. 1. Geometry of the problem: Absorption of an ultrashort
laser pulse in a thin-film opto-acoustic transducer launches picosec-
ond surface acoustic transients (SSLW and SAW pulses, see Sec. III
for details), which propagate along the surface and interact with
a single elliptical nanomagnet via magnetostriction mechanism. A
constant in-plane magnetic field is used to modify the free energy of
the nanomagnet.

The demagnetization tensor N of an elliptical ferromag-
netic nanoparticle has the following form:

N =

⎛
⎜⎝

Nx 0 0

0 Ny 0

0 0 Nz

⎞
⎟⎠ , (5)

where the demagnetizing factors Ni are determined by the
particle dimensions a, b, c via elliptic integrals of the first
and second kind [33]. To calculate the elastically driven
magnetization dynamics of the nickel nanoparticle, we solve
the Landau-Lifschitz-Gilbert (LLG) equation [34],

∂m
∂t

= −γμ0m(t ) × Heff(t ) + αm(t ) × ∂m
∂t

, (6)

where γ is the gyromagnetic ratio and α is the dimension-
less phenomenological Gilbert damping. Projections of the
effective time-dependent magnetic field Heff(t ) = − 1

μ0M0

∂F
∂m

on different axes read

Heff,x = −
(

NxM0 + 2b1exx

μ0M0

)
mx + H , (7)

Heff,y = −NyM0my , (8)

Heff,z = −NzM0mz . (9)

The vector Eq. (6) can be rewritten as the nonlinear system
of equations for three components of the magnetization:

dmx

dt
= − γμ0

1 + α2

[
(my + αmxmz )Heff,z

−(mz − αmymx )Heff,y − α
(
m2

y + m2
z

)
Heff,x

]
, (10)
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dmy

dt
= − γμ0

1 + α2

[(
mz + αmymx

)
Heff,x

−(mx − αmzmy)Heff,z − α
(
m2

z + m2
x

)
Heff,y] , (11)

dmz

dt
= − γμ0

1 + α2

[
(mx + αmzmy)Heff,y

−(my − αmxmz )Heff,x − α
(
m2

x + m2
y

)
Heff,z

]
. (12)

We can tune free-energy density by different means. For
example, its demagnetization term Fd depends on Ni, therefore
it can be modified by varying the aspect ratio a/b of the
nanoparticle. In the presented analysis, we use the following
particle dimensions: a = 150 nm, b = 100 nm, c = 20 nm.
The choice of these dimensions is arbitrary, but it fulfills
certain requirements. First, such dimensions ensure that the
magnetization is in a single-domain state and provide the vol-
ume of the nanoparticle to obtain the energy barrier between
the metastable states in Fig. 2. Second, the small axis of the
ellipse remains much smaller than the spatial extent of the
SAW pulse and justifies the assumption of a spatially homo-
geneous strain acting on the nanoparticle. Third, as long as
the lateral dimensions of the nanoparticle are large compared
to its thickness, i.e., a, b � c, the simulations will still be
valid for nanodiscs with the same aspect ratio a/b = 1.5. The
macrospin approximation used throughout this paper should
hold for characteristic dimensions between 10–300 nm [35].

Variation of the external magnetic field provides another
flexible tool to change the structure of the free-energy density.
In the absence of the external magnetic field or for small H ,
the free energy F possesses two minima corresponding to two
metastable states of defined magnetization direction. Upon an
increase of H , these minima merge into a single minimum,
corresponding to the alignment of the magnetization along the
external magnetic field.

To demonstrate this, Fig. 2 shows the cross-sections of the
free-energy density in the xy plane for several values of the ex-
ternal magnetic field [Fig. 2(a)] and the dependence of the
small-angle FMR precession on the external magnetic field
[Fig. 2(b)].

Varying the amplitude H of the static magnetic field, we
can achieve two distinct situations: either two energy minima
at ±φeq �= 0 obeying

cos φeq = H

M0(Nx − Ny)
(13)

for H < Hcr, or a single-energy minimum at φeq = 0 for H >

Hcr. The critical value of the magnetic field (in Tesla), for
which two energy minima merge into a single one reads

Bcr = μ0Hcr = μ0M0(Nx − Ny) . (14)

For a given demagnetizing tensor with Nx = 0.1385, Ny =
0.0781, Nz = 0.7835, and μ0M0 = 0.6 T for nickel, critical
magnetic field Bcr ≈ 37 mT is reasonably low to be achieved
by a conventional electromagnet. Variation of the external
magnetic field can be used to tune continuously the height of
the free-energy barrier between two metastable magnetization
states, which represents a practical advantage of the proposed
geometry.

FIG. 2. (a) Dependence of the free energy on the azimuthal
angle φ, calculated for different values of the external magnetic
field. (b) Dependence of a small-angle FMR precession on the
magnetic field. (c) Influence of the static strain exx = ±5 × 10−4 on
the nanomagnet’s free energy at B = 30 mT.

A strong variation of the FMR frequency in Fig. 2(b) as a
function of the external magnetic field, including its zero value
at B = Bcr, can be associated with the change of curvature of
the angular dependence of the free energy in the vicinity of
φ = 0 from concave to convex. An analytical expression for
the FMR frequency displayed in Fig. 2(b) reads

f = γμ0

2π

[
M2

0 (Nx − Ny)(Nz − Ny) sin2 φ − (M0(Nz

−Nx ) cos φ + H )(M0(Nx − Ny) cos φ − H )
]1/2

. (15)
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This equation has been obtained by the linearization of the
LLG equations in the vicinity of the equilibrium magnetiza-
tion position φeq. Analysis of the asymptotic behavior of the
Eq. (15) makes it easier to understand how the transition be-
tween these two characteristic cases occurs. At zero magnetic
field H = 0, the equilibrium magnetization is aligned along
the long axis of the ellipse (φeq = ±π/2), i.e., the Y axis,
and the FMR frequency depends solely on the demagnetizing
factors Ni and the saturation magnetization M0:

f = γμ0

2π
M0[(Nx − Ny)(Nz − Ny)]1/2 . (16)

For H > Hcr, the magnetization precession around the single-
energy minimum φeq = 0 occurs at an angular frequency:

f = γμ0

2π
[(M0(Nz − Nx ) + H )(H − M0(Nx − Ny))]1/2 .

(17)
To understand the behavior of the magnetization vector

under the influence of the dynamic strain, it is instructive to
show how the angular dependence of the free energy changes
with a static strain, see Fig. 2(c). Whereas tension (posi-
tive strain εxx = 5 × 10−4) tends to shift the energy minima
farther apart to larger angles and increase the height of the
potential barrier between them, compression (negative strain
εxx = −5 × 10−4) makes the potential barrier disappear. It is
worth mentioning that for a given value of the magnetic field
B = 30 mT, the height of the potential barrier 11.3 kT (kT =
25 meV stands for thermal energy at room temperature) is
very small. Therefore, energies required for magnetization
switching are expected to approach the fundamental Landauer
limit of kT ln 2 = 17meV, i.e., the minimum energy required
to record a single bit of information at T = 300K [29]. Having
said that, it is not surprising that a relatively weak static strain
with an amplitude of εxx = ±5 × 10−4 can drastically modify
the free-energy density. The rest of the paper will address
under which conditions a single ultrashort, picosecond SAW
pulse can induce the magnetization switching, i.e., the transi-
tion from one metastable energy minimum to another one.

III. GENERATION OF ULTRASHORT PULSES OF
SURFACE ACOUSTIC WAVES

Short acoustic pulses propagating at the surface of a solid
can be generated by absorption of short laser pulses in a
thin subsurface layer. This results in a transient and spatially
inhomogeneous heating profile and subsequent generation of
thermoelastic stress. This excites various acoustic modes in a
solid, two of them propagate along the surface: surface skim-
ming longitudinal wave (SSLW) and Rayleigh SAW [10,11].

By focusing a laser beam into a narrow strip, one is able
to generate an acoustic source with a one-dimensional spatial
Gaussian distribution. Calculation of the acoustic response of
a sapphire surface (amorphous sapphire glass with Young’s
modulus of 345 GPa, Poisson’s ratio 0.27, and mass density
3.98 g/cm3) to such an excitation can be done as a convolution
of the Green’s function [36] with the source in the form of
the Gaussian spatial stress distribution. The result exhibits
two distinct pulses, the aforementioned SSLW and the SAW
propagating with the longitudinal velocity (10.4 μm/ns) and

Rayleigh velocity (5.4 μm/ns), respectively. Figure 1 shows
the strain component exx associated with those waves. Note
that negative or positive signs of exx correspond to the material
compression or stretching, respectively. Amplitude of the
SSLW decays upon propagation due to a leakage into the
bulk acoustic modes, whereas the SAW amplitude remains
constant. Thus, the nanoparticle positioned at a sufficiently
large distance from the source will be affected solely by the
SAW pulse. The dominant exx(t ) strain component of the
SAW pulse generated in a thermoelastic regime by a thin
Gaussian line source can be approximated by the following
expression:

exx(t ) = η

[
4p2

(1 + p2)3
− 1

(1 + p2)2

]
, (18)

where p = 2(t − t0)/τ , t0 is the position of the pulse center,
τ and η are the duration and the amplitude of the pulse,
respectively. Here τ equals the time interval between the
two side maxima. The SAW exx(t ) pulse consists of a strong
negative (compressional) peak surrounded by two relatively
small positive symmetrical sidebands. The time integral of
this model shape equals zero, assuring the zero net displace-
ment of the material after the SAW pulse has gone. This model
pulse shape is shown in Fig. 1 together with the exact solution
obtained through the Green’s function method.

The model expression in the form of Eq. (18) will be
used throughout the paper to calculate the acoustically in-
duced magnetization dynamics and diagrams of magnetiza-
tion switching. The one-dimensional Gaussian focusing to
1 μm generates a SAW pulse in sapphire substrate with the
duration τ = 280 ps, a value used in all calculations.

The maximum possible amplitude η of SAW pulses gen-
erated by the thermal expansion mechanism is ultimately
limited by the damage threshold, which can be estimated
by laser-induced heating of nickel close to its melting point
(1700 K). Starting at room temperature, the corresponding
temperature rise 
T = 1400K, multiplied by the thermal
expansion coefficient β = 13 × 10−6 K−1 in Ni, provides a
rough estimate for the peak thermoelastic strain ∼β
T =
1.8 × 10−2. A more accurate estimate takes into account
the Gaussian temperature distribution across the laser spot
generating the spatially inhomogeneous thermoelastic stress
σ = (C11 + 2C12)β
T = 10 GPa acting on the surface of the
sapphire substrate. Convolution of the Green’s function [9]
with such a Gaussian source provides the estimate for the
maximum possible SAW amplitude η � 10−2. The simula-
tions of magnetoelastic switching are performed for much
smaller SAW amplitudes assuring that the fs-laser excitation
fluence stays well below the damage threshold.

It is worth mentioning that ultrashort single-cycle acoustic
SAW pulses at absorbing surfaces can be generated by tightly
focused fs-laser pulses [37,38], with SAW duration deter-
mined by the size of the focal spot divided by SAW velocity.
Using an elastically hard substrate such as sapphire should
allow for reducing the SAW duration down to a few hundreds
of picoseconds while focusing pump pulses of visible light
through a high-NA microscope objective.
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IV. SWITCHING DYNAMICS AND
SWITCHING-TIME DIAGRAMS

Let us inspect the magnetization dynamics following the
excitation by an ultrashort acoustic pulse of the shape given
by Eq. (18). We evaluate these dynamics by solving the LLG
Eqs. (10)–(12) numerically with the fourth- or fifth-order
Runge-Kutta method.

Initially, the magnetization vector rests in one of the two
metastable minima (we choose a positive azimuthal angle).
Impact of the acoustic pulse pushes the magnetization vec-
tor m via the magnetoelastic interaction given by Eq. (4),
and its further motion is governed by the LLG equations.
Depending on the magnitude of the strain pulse, the magne-
tization vector may either return to its initial steady position
[Figs. 3(a) and 3(c)] or switch to another free-energy mini-
mum [Fig. 3(b)].

FIG. 3. Magnetization dynamics and switching induced by a
single SAW pulse (dashed line) with different amplitudes: (a) no
switching at η = 1.8 × 10−4, (b) switching at η = 3.2 × 10−4, (c) no
switching at η = 6.5 × 10−4. Duration of the SAW pulse is τ =
280 ps, the pulse is centered at t0 = 0.8 ns. Magnetic field is
B = 30 mT.

FIG. 4. Magnetization dynamics and switching induced by a sin-
gle SAW pulse (dashed line) with constant amplitude η = 5 × 10−4

for three different values of magnetic field: (a) no switching at B =
20 mT, (b) switching at B = 27 mT, (c) no switching at B = 35 mT.
Duration of the SAW pulse is τ = 280 ps, the pulse is centered at
t0 = 0.8 ns.

In addition to the amplitude of SAW pulses, which can be
controlled by changing the intensity of optical pump pulses,
the value of the external magnetic field can determine whether
the magnetization will switch or not, see Fig. 4. Besides the
fact that the magnetic field controls the switching in a similar
manner as the amplitude of SAW pulse in Fig. 3, another
remarkable observation concerns the characteristic time of the
magnetization dynamics. At small values of the magnetic field
[20 mT and 27 mT in Figs. 4(a) and 4(b)], the timescale is
determined by the period of the small-angle FMR precession.
The precession period increases in the vicinity of the critical
field, as dictated by Fig. 2(b), reaching 1 ns at B = 35 mT.
Figure 4(b) demonstrates a remarkable rapid decrease of
my from +0.7 to −0.9 within approximately 250 ps, i.e.,
on a deeply subcycle timescale. Meanwhile, with regard to
the most intriguing question, i.e., on the ultimate speed of
magnetization dynamics and switching, here we would like

024425-5



VLADIMIR S. VLASOV et al. PHYSICAL REVIEW B 101, 024425 (2020)

to provide a qualitative explanation based on Fig. 2(b). On the
timescale exceeding the acoustic travel time through the nano-
magnet (equal to b/vSAW = 100 nm/5.4 nm/ps � 18.5 ps �
τ = 280 ps), the action of an ultrashort acoustic strain pulse
results in an alternating tension and compression of the nano-
magnet. It is evident from Fig. 2(c) that the transient com-
pression results in the disappearance of two metastable energy
states in a single state, i.e., a transient and reversible phase
transition will take place, while, in a single minimum state, the
magnetization follows the precessional motion around the x
axis. That is why the relevant timescale would be governed by
the precessional motion in this strongly perturbed (stressed)
single-minimum state and not by the small-angular precession
frequency shown in Fig. 2(b).

More insight in the switching behavior can be inferred
from the magnetoelastic switching diagrams displaying the
final magnetization state after the interaction with an acoustic
pulse. Previously reported magnetoelastic switching diagrams
[22,28] represent binary images in a subspace of physical
parameters, indicating solely whether switching occurs or
not. Here we introduce a different type of magnetoelastic
switching-time diagrams, which also show the characteristic
timescale of magnetization switching. Assuming that initially
the magnetization rests in the metastable state with my > 0
[see Figs. 5(b) and 6(b)], we define the switching time as the
delay between the central minimum of the SAW pulse and
the sign change of the magnetization component my, if later
it does not become positive again. At first glance, it seems
that such definition should result in the underestimation of
the switching time, because the damped precession around
the second metastable state with my < 0 can take hundreds
of picoseconds. However, these dynamics can be suppressed
with a weaker time-delayed second acoustic pulse via the
coherent control of the FMR precession, a well-understood
phenomenon in ultrafast magnetoacoustics [39]. Moreover,
this definition of switching allows for negative switching
times, meaning that my changes the sign even before the strain
peak has arrived, i.e., switching occurs clearly within the SAW
pulse width.

Figure 5(a) demonstrates a diagram with the dependence
of the switching time on the amplitude η and duration τ of
the acoustic pulse. Figure 5(b) displays some representative
magnetization trajectories corresponding to τ = 280 ps and
different η.

The switching time does not vary continuously with the
parameters η and τ . One can distinguish different areas
in Fig. 5(a), appearing in different colors corresponding to
switching times covering a wide range between negative (vio-
let), sub-100 ps (red) to above-500 ps (blue). These areas are
separated by dashed regions, where the magnetization does
not switch. In the faster (violet and red) areas, the switching
occurs within a fraction of a precession period. In the slower
areas, it makes one or more rotations around the initial equi-
librium state before turning to its final state. Negative and
sub-100 ps switching times in Fig. 5 are significantly shorter
than the stationary precession period of 500 ps extracted
from Eq. (15) for B = 30 mT and shorter than the acoustic
pulse duration τ = 280 ps. This observation highlights the
highly nonequilibrium nature of the switching process, where
at every time instant the magnetization vector is precessing

FIG. 5. (a) Magnetoelastic η − τ switching-time diagram for
B = 30 mT. Dashed areas are not switched, the color within the
switched areas maps the switching time in picoseconds (see the color
bar and text for details). (b) Magnetization trajectories for different
strain amplitudes η = 1.8, 3.2, 6.5, 10 × 10−4. The switching time
for η = 3.2 × 10−4 and η = 10 × 10−4 is 260 ps and 170 ps, respec-
tively. The duration of the SAW pulse τ = 280 ps. Dashed lines show
five switching trajectories under the influence of random thermal
noise (see text for details). Panel (c) demonstrates how thermal
noise affects the magnet-elastic η − τ switching-time diagram: The
boundaries between different regions look fuzzy, while the structure
of the diagram persists.

with time-dependent frequency around the rapidly varying
effective magnetic field.

The height of the potential barrier of 11.3 kT for B =
30 mT is not so large in comparison with the energy of thermal
fluctuations. To study the influence of thermal fluctuations
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FIG. 6. (a) Magnetoelastic η − B switching-time diagram for
τ = 280 ps. Dashed areas are not switched, the color maps
within the switched areas map the switching time in picoseconds
(see text for details). (b) Magnetization trajectories for different
values of the magnetic field B = 20, 27, 35 mT and the SAW am-
plitude η = 5 × 10−4. Panel (c) demonstrates how thermal noise af-
fects the magnetoelastic η − B switching-time diagram: The bound-
aries between different regions are particularly affected for smaller
(B < 5 mT) and larger (B > 33 mT) magnetic fields.

on the magnetoelastic switching, we have complemented the
LLG equations with δ(t )-correlated Langevin forces δH (t )
randomly changing in 2 ps time steps [40–42]. Thin dashed
lines in Fig. 5(b) represent five different realizations of mag-
netization dynamics in the presence of Langevin noise: All
trajectories starting from point 2 in Fig. 5(a) display switch-
ing. Figure 5(c) represents a switching diagram calculated
in the presence of Langevin noise: Each pixel corresponds

to a single trajectory of the magnetization vector. Whereas
the borders between different zones become fuzzy, the gen-
eral structure of the switching diagram is preserved prov-
ing the robustness of the proposed concept against thermal
fluctuations.

The magnetoelastic switching diagram represented in the
η − B plane (Fig. 6) displays much larger zones, indicat-
ing that switching should occur for a wide range of pa-
rameters, notably for small values of the magnetic field
B < Bcr � 37 mT. The magnetization trajectories all start from
metastable states determined by the magnitude of the mag-
netic field, see the time traces for Fig. 6(b). The structure
of the switching diagram in Fig. 6(a) becomes much more
complex for magnetic fields approaching the critical field Bcr

when the height of the barrier between two metastable states
gradually disappears and the corresponding switching times
exceed 1 ns.

The switching diagram in the presence of thermal noise
[Fig. 6(c)] shows that the zones of the switching diagram
disappear for B > 33 mT where the potential barrier becomes
comparable with kT and thermal fluctuations can induce the
stochastic switching process. Surprisingly, thermal noise also
affects the switching diagram at small fields below 5 mT,
where the potential barrier is much larger (see Fig. 2). The
explanation roots in the fact that the magnetoelastic driving
field ∝ εxxmx is proportional to mx that turns zero at B = 0 and
the initial magnetization dynamics out of the equilibrium di-
rection (parallel to the y axis) is driven solely by thermal noise.
A better physical understanding might be expected from the
analysis of the presented model system within the framework
of the dynamic and thermodynamic phase transitions [43].

The magnetoelastic switching should be also sensitive to
the geometrical imperfections of lithographically fabricated
nanomagnets. Variations in the dimensions of an elliptical
nanomagnet will affect the demagnetization tensor and, as a
consequence, change the critical field Bcr and the height of the
potential barrier. For instance, an increase of a large axis of the
ellipse from 150 to 160 nm lifts up the critical field Bcr from
37 to 41.5 mT and raises the height of the potential barrier
from 70 to 109 kT at B = 20 mT. However, the decrease of
the magnetic field to 16 mT brings the potential barrier back to
70 kT and restores the conditions for magnetoelastic switch-
ing. Figure 6 displays relatively large switched areas within
a wide range of magnetic fields. Therefore, we conclude
that the same acoustic pulse should switch magnetization in
nanomagnets with slightly different dimensions. However, as
the width of the switched areas in Fig. 6 varies as a function
of acoustic pulse duration and amplitude, we can only provide
a rough estimate that lithographically feasible 10% tolerances
in the lateral dimensions a and b should preserve the switching
phenomenon.

The efficiency of the magnetoelastic coupling ∝ b1/M0

in Eq. (7) is determined by the ratio of the magnetoelastic
constant b1 and the saturation magnetization M0 [22]. The
∼10−4 SAW-induced switching threshold for elliptical Ni
nanomagnets appears to be significantly lower as compared
to highly magnetostrictive thin films of Terfenol-D switchable
by ultrashort longitudinal acoustic pulses with amplitudes
∼10−2 propagating in the direction perpendicular to the sur-
face [22]. This observation may seem surprising because of
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the ∼20 times larger magnetostriction coefficient in Terfenol-
D [44]. However, the much longer ∼300 ps duration of the
SAW pulses as compared to Ref. [22] and the possibility
to tune the height of the potential barrier with the external
magnetic field overcompensate the lower efficiency of the
magnetoelastic coupling in nickel. It is quite straightforward
that the SAW-induced switching threshold of Terfenol-D el-
liptical nanomagnets of similar dimensions should drop below
∼10−5, making the investigated configuration suitable for
low-power acoustic transducers.

In this paper, we have restricted ourselves only to anal-
ysis of acoustically induced FMR precession [1,4,39,45,46],
i.e., neglecting possible contributions of acoustically excited
exchange magnons. We have recently shown that exchange
magnons can be efficiently excited only in the case when
the spatial extent of acoustic pulses in the propagation di-
rection is smaller that the characteristic size of the magnetic
nanostructure in the propagation direction [47]. In the present
investigation, acoustic pulses are longer than 100 nm in
size, suggesting that magnetoelastic excitation of exchange
magnons can indeed be neglected.

V. CONCLUSIONS

We investigated the phenomenon of magnetization reversal
(switching) in elliptical nanomagnets induced by ultrashort
SAW pulses. The switching threshold between two metastable
single-domain magnetization states depends on the amplitude
and duration of SAW pulses, the magnetoelastic coupling
efficiency, and the height of the potential barrier between
these states. The latter is determined by the magnetic shape
anisotropy of an elliptical nanomagnet, which depends on
its dimensions and the amplitude of the external magnetic

field. The key point is tuning the height of the potential
barrier between the metastable energy minima using weak
magnetic fields easily accessible in the experiments. Our
geometry, where the magnetic nanoparticle is driven by short
SAW pulses, is complementary to similar objects driven by
quasimonochromatic excitations and displaying bifurcations
and chaos [27]. Ultimate speed limits of the magnetoacoustic
switching can be investigated solving the LLG Eqs. (7)–(12)
driven by dynamic SAW strains in Eq. (18) and analyzing the
results within the framework of switching-time diagrams, with
or without thermal noise.

The most critical assumption of the present study, i.e., the
single-domain magnetic ground state of elliptic nanomagnets,
depends on its dimensions and exchange stiffness [48,49]
as well as the presence of nanoscale material defects [44].
Therefore, the experimental realization of the proposed SAW-
induced magnetic recording will ultimately involve investiga-
tions of elliptical nanomagnets with different aspect ratios and
dimensions.
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