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Impact of alloy disorder on Auger recombination in single InGaN/GaN core-shell microrods
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We study the influence of local inhomogeneities on carrier recombination dynamics in single InGaN/GaN
core-shell microrods (MRs) by means of time-resolved microphotoluminescence (TRPL) at 10 K. At low
carrier density (∼1011 cm−2), the carrier recombination in the m-plane quantum well is dominated by radiative
processes and the recorded decay times along the MR equally amount to about 400 ps, corresponding to a
bimolecular coefficient of 1.1 ± 0.2 × 10−2 cm2 s−1. When the excited carrier density exceeds 1012 cm−2, both
the efficiency and the decay time of the PL in the quantum well drop significantly, which indicates the onset of
Auger recombination. Based on a modified ABC model, we estimate a C coefficient varying from 0.5 ± 0.2 to
2.2 ± 0.9 × 10−16 cm4 s−1 from the lower to the upper part of the MR. This increase is accompanied by a rise of
PL linewidth in the low excitation regime, indicating an increase of alloy disorder. Relaxation of the k-selection
rule by alloy disorder is expected to play an important role in the observed increase of Auger coefficient. These
results confirm that Auger recombination is sensitive to disorder and can be significantly enhanced in strongly
disordered systems. We conclude that it is therefore crucial to minimize the degree of disorder in the active layer
for high power LEDs based on core-shell MRs.
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I. INTRODUCTION

Thanks to the nonpolar surface orientation, high surface-
to-volume ratio, and the absence of nonradiative extended de-
fects, InGaN/GaN core-shell microrods (MRs) have received
substantial attention for highly efficient solid state lighting
[1,2]. They represent one of the potential candidates allowing
to mitigate the efficiency droop induced by the increased
nonradiative recombination in highly-injected InGaN quan-
tum wells (QWs). Indeed, they allow for a thicker m-plane
InGaN layer and a significantly larger active region, compared
to conventional c-plane QWs [3]. However, core-shell MRs
frequently suffer from several intrinsic inhomogeneities, such
as a variation of both the In content and the QW thickness
[4,5]. In particular, because of a limited gas diffusion towards
the base of the MRs and due to a higher exposure to the
gas-phase precursors near the top of the MR, the selective
area growth causes significant inhomogeneities in the sidewall
active regions of MRs [6]. Auger recombination is widely
accepted as the dominant mechanism underlying the effi-
ciency droop, as proven by the direct observation of linear
correlation between hot electron emission current and the
droop current [7]. Recent studies further point out that indirect
Auger processes may be particularly strong in InGaN/GaN
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QWs because of the scattering induced by alloy disorder and
interface roughness [8–11].

Compared to planar active layers, it is much more de-
manding to investigate the recombination dynamics in MRs
due to their microscopic dimension. A proper analysis of
the different contributions to carrier recombination, including
Shockley-Read-Hall (SRH), radiative, and Auger terms is also
essential. Up to date, Auger recombination in single MRs has
been studied by confocal pump-probe transmission method
and electroluminescence of single MR devices [12,13]. How-
ever, to our knowledge, the influence of the inhomogeneities
on carrier dynamics of Auger processes in single MRs has
not been reported yet. Here, relying on a high injection
time-resolved photoluminescence setup with 2 μm spatial
resolution (micro-TRPL) [14], we have explored the carrier
dynamics at different positions along a single MR. In combi-
nation with a modified ABC model developed previously [11],
we are able to extract the excited carrier density, radiative,
and Auger recombination coefficients, and to evaluate the
impact of the different degrees of inhomogeneities on Auger
recombination along the MR.

II. SAMPLE AND MICRO-TRPL SETUPS

InGaN/GaN core-shell MRs were grown on n-GaN/c-
plane sapphire templates by selective area metalorganic
vapor-phase epitaxy [6]. The growth was started with a
heavily n-doped (∼1020 cm−3 [15]) GaN core grown under
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silane-rich condition, promoting vertical growth as detailed
in Ref. [6]. An InGaN underlayer with an ∼1% In content
was grown subsequently, which serves to improve the quan-
tum efficiency in the active region [16,17] and prevent the
diffusion of background electrons from the core region to the
active region. Followed by the shell growth, the active region
contains a single InGaN QW in between two GaN barriers.
The inner barrier is n type and the outer one is undoped. Each
individual MR has a diameter of ∼1.3 μm and a length of
∼10 μm. The In content ranges from 11 to 13% and the
width of the InGaN QW increases from 6 to 13 nm from
the bottom to the top of the MR, as revealed by scanning
transmission electron microscopy and quantitative analysis of
the high-angle annular dark field (HAADF) contrast carried
out on MRs grown under similar conditions [5,18]. More
details about the structure can be found in Ref. [19]. To
investigate individual MRs, a single MR has been detached
from the substrate by mechanical liftoff and transferred to a
Si/SiO2 substrate, as the secondary electron image presented
in Fig. 1(a).

The experiments were carried out using a micro-TRPL
setup. A frequency-tripled Ti:sapphire laser was used as a
pump source producing pulses of 280 nm wavelength and 2
ps duration at a repetition rate of 80.5 MHz. The laser beam
was focused on the sample by means of a UV objective with
13 mm focal length and a numerical aperture of 0.32, allowing
us to reach a high carrier injection with a photon fluence
exceeding 1013 cm−2 per pulse. The luminescence spot was
magnified 23 times by means of a confocal microscope and
refocused on a pinhole of 50 μm diameter, which gives a
2.2 ± 0.2 μm spatial resolution. In addition, spatial filtering
allowed us to study only the uniform excitation at the center
of the laser spot. A streak camera was then used to record
carrier dynamics with a temporal resolution better than 20 ps.
In order to simplify the analysis and neglect any significant
contribution of SRH recombination all measurements in this
work were carried out at 10 K [19].

III. EMISSION PROPERTIES INVESTIGATED
BY MICRO-PL

To study the influence of the intrinsic inhomogeneities on
the local optical properties, we first performed a micro-PL
mapping along a single MR at low fluence (0.84 μJ/cm2)
at 10 K. Figure 1(b) shows the spatial dependence of the
time-integrated PL spectra stemming from the m-plane QW
from the bottom to the top of the MR. Figure 1(c) shows the
corresponding spatially dependent peak energy and full width
at half maximum (FWHM) extracted by Gaussian fitting.
Upon moving from the bottom to the top of the MR, we
notice a redshift of the QW transition energy from 3.03 down
to 2.94 eV together with an increase of the broadening from
140 up to 230 meV. This observation is consistent with the
variation of the In content and the QW thickness along the MR
as specified before. Given the relatively large QW thickness
(>6 nm), the confinement of carriers is predominantly in-
fluenced by the local change in the In content. Hence, the
variation of the peak energy and the linewidth of the QW
along the MR are a result of the In gradient and disorder.

(a) )c()b(

FIG. 1. (a) Plan view secondary electron image of a detached
microrod lying on a Si/SiO2 substrate. (b) One-dimensional mapping
of the time-integrated PL spectra of the m-plane InGaN QW from the
bottom to top of the MR under low fluence 0.84 μJ/cm2 measured
at 10 K. (c) The corresponding spatial dependent peak energy (black
dots) and full width at half maximum (FWHM) (red dots) obtained
by Gaussian fitting of the spectra shown in Fig. 1(b).

To investigate the Auger-related carrier dynamics in the
MR, we then performed fluence dependent micro-PL and
TRPL measurements at 10 K. We probed two positions along
the MR with different degrees of disorder, characterized by
different peak energy and linewidth. They are used here as
an evaluation for the strength of carrier localization [20].
Figures 2(a) and 2(b) present the fluence dependent time-
integrated PL spectra of the m-plane QW probed at the lower
and upper part of the MR, which correspond to the position
at 3 and 8 μm shown in Fig. 1, respectively. Figures 2(c) and
2(d) show the comparison of the QW PL peak energy and the
linewidth between the two positions. Data have been extracted
by Gaussian fitting and illustrate in a qualitative manner the
carrier-density-dependent blueshift and simultaneous spectra
broadening, due to varying In content and alloy disorder along
the MR. In the upper part of the MR, the peak energy of the
QW PL clearly blueshifts from 2.94 to 2.97 eV when the
fluence rises from 0.21 to 1.68 μJ/cm2. This goes together
with a slight linewidth narrowing from 210 to 180 meV.
These phenomena are different from the typical narrowing
where enhanced scattering between carriers enhances relax-
ation down to lower localization states, resulting in a redshift
of the PL spectrum [21,22]. Alternatively, this behavior can be
explained by the existence of an in-plane electric field along
the 〈0001〉 direction induced by In-rich clusters with a few
nm size [5]. In other words, the screening of the field not
only results in a blueshift but also reduces the field-induced
potential fluctuations [23,24]. For the lower part of the MR,
characterized with a lower In content, the blueshift (3.00–
3.02 eV) and linewidth narrowing (150–146 meV) are less
pronounced, which is in line with our interpretation. In ad-
dition, the fluence dependent spectrum evolution can be also
related to the interplay between inhomogeneous broadening
and the degenerate carrier statistics [25].

As the fluence increases to its maximum (27 μJ/cm2), a
clear blueshift as well as a broadening of the spectra at both
positions hints at the strong phase-space filling under high
injection. The fluence dependent PL efficiency of the InGaN
QW emission is then calculated as the ratio between the PL
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FIG. 2. Fluence dependent time-integrated PL spectra of the m-
plane QW recorded in the lower and the upper part of the MR. (a) and
(b) correspond to the probing position at 3 and 8 μm in Fig. 1, re-
spectively. (c) and (d) the fluence dependent peak energy and FWHM
of QW PL measured in the lower (black dots) and in the upper (red
dots) part of the MR extracted by Gaussian fitting. (e) Derived PL
efficiencies of the QW at the two recorded positions (normalized
ratio between PL intensity and its corresponding fluence).

intensity and the corresponding fluence, referenced to the
value obtained at low fluence, as shown in Fig. 2(e). For both
positions, the efficiency shows a plateau at low injection and
drops when the fluence increases up to 27 μJ/cm2, evidencing
the presence of the droop. Moreover, without anticipating
the following TRPL results, we can notice that the decrease
of the relative efficiency is more pronounced in the upper part
of the MR than in the lower one.

IV. CARRIER DYNAMICS PROBED
BY MICRO-TRPL AND MODELING

To gain more insight into carrier dynamics of the InGaN
QW under high injection, we performed time-resolved stud-
ies. Figures 3(a) and 3(b) show the fluence dependent PL
decays integrated over the full energy range of QW lumines-
cence measured in the lower and in the upper part of the MR,
respectively.

At low fluence, below 0.84 μJ/cm2, the two positions share
a similar and invariant single exponential decay, which is con-
sistent with the observed plateau of PL efficiency in Fig. 2(e)
and suggests a dominant radiative recombination process.
When the fluence goes beyond 6.75 μJ/cm2, both series of

FIG. 3. (a),(b) Fluence dependent PL decays (color lines) of the
m-plane QW measured in the lower and in the upper parts of the MR,
and corresponding best fittings (black lines), and the tolerant ones
(gray shaded zones) for the decay at 27 μJ/cm2 based on a modified
ABC model.

decays exhibit a fast nonexponential trend at early delay.
Note that, under high injection, phase-space filling results in
a constant radiative lifetime evidenced by the linear increase
of PL intensity at early delays [26–28]. Additionally, even if
SRH recombination was present, its saturation at high carrier
density would contribute to a longer decay, not a shorter one
[11,28]. Consequently, the observed nonexponential decay
strongly indicates the emergence of Auger recombination.

Figures 4(a) and 4(b) illustrate the time-dependent evolu-
tions of the spectra of the m-plane QW at the two recorded
positions. At early delay (t = 0), the spectra at both positions
reveal a pronounced broadening of the QW PL induced by the
high carrier density. At longer decay, both series of spectra
show a noticeable redshift, which can be attributed to the car-
rier relaxation from shallow localization states to deeper ones
and to the descreening of the in-plane field [29]. Moreover, it
is apparent that the time-dependent PL intensity for the upper

FIG. 4. (a),(b) Time-dependent InGaN spectra evolution (from
0 to 450 ps) of the m-plane QW measured in the lower and in the
upper part of the MR under high injection (27 μJ/cm2) at 10 K,
and corresponding tolerant (gray shaded zones) and best (black
lines) fittings of the spectra at early delay (t = 0) based on Fermi’s
golden rule.

235301-3



W. LIU et al. PHYSICAL REVIEW B 100, 235301 (2019)

TABLE I. Summaries of predominant parameters for fitting and the experimental linewidths.

Position n (×1012 cm−2) τ0 (×10−6 s) C (×10−16 cm4 s−1) FWHM (meV) n0 (×1011 cm−2)

upper 9.5 ± 1.0 5.1 ± 0.5 2.2∓0.9 180±10 1.0 ± 0.3
lower 8.5 ± 1.0 5.0 ± 0.5 0.5 ∓ 0.2 148±10 1.2 ± 0.3

part of the MR drops much faster than that in the lower part,
which suggests a stronger Auger recombination in the former
case.

In order to quantify the coefficient of Auger recombination
from TRPL results, we use a modified ABC model [11,30]:

dn

dt
= −

∫ ∞

EQW

Rsp(n, E )dE − C

2
((n + n0)2n + (n + n0)n2),

(1)

where n, n0, and C denote the nonequilibrium carrier den-
sity, the electron background concentration, and the Auger
recombination coefficient, respectively. Rsp is the spontaneous
radiative rate, which can be expressed as:

Rsp(n, E ) =
∑

j=A,B

1

τ0
D(E )cv

j f (n, E )e, j f (n, E )h, j, (2)

where τ0 is the average transition lifetime, which depends on
the oscillator strength, and D(E ) is the 2D joint density of
states. fe, j , fh, j are the electron and hole Fermi-Dirac distri-
bution, with the subscript indicating the transitions from the
conduction to the A and B valence bands. The consideration
of those two transitions is referred to the report that they are
the dominant components measured in polarization-resolved
PL spectra when carrier density reaches the degenerate regime
[25]. In the last term of Eq. (1), the prefactor 1/2 is used
to allow for a comparison with the standard ABC model by
assuming an equal contribution between electron-electron-
hole and electron-hole-hole Auger processes [8]. SRH recom-
bination is neglected as mentioned before.

The radiative lifetime τr , Auger lifetime τAug, and the
effective lifetime τeff at early delay can then be obtained via:

τr = n∫ ∞
EQW

Rsp(n, E )dE
, (3)

τAug = 2

C[(n + n0)2 + (n + n0)n]
, (4)

τeff = (
τ−1

r + τ−1
Aug

)−1
. (5)

The fitting parameters include n at t = 0, n0, τ0, and C, which
are determined as follows. First, the initial n at 27 μJ/cm2

is extracted through a fit of the spectral shape at t = 0, using
Eq. (2) convoluted with a Gaussian profile reproducing the
inhomogeneous linewidth [11,29]. The linewidth is taken at a
moderate excitation flux of 3.37 μJ/cm2, corresponding to the
minimum value in Fig. 2(d). The results of such best fits and
tolerant fits dependent on the uncertainties of n are displayed
in Fig. 4. At low excitation density values, the corresponding
initial n at each fluence can be derived assuming a linearity
between the laser fluence and the initial carrier density. Then,
τ0, n0, and C, summarized in Table I, serve to fit simulta-
neously the PL decay and the initial PL intensity Ipl(t = 0)
in Fig. 3, and the experimental effective lifetimes τeff in

Fig. 5. Specifically, τeff denotes the effective carrier lifetime
for each fluence and is obtained by fitting the initial decay by a
single exponential. The modeling reveals that the C coefficient
shows a variation by about a factor of 4 between the upper
and the lower part of the MR with values of 2.2 ± 0.9 and
0.5 ± 0.2 × 10−16 cm4 s−1, respectively. The estimated value
in 3D units amounts to 2.7 ± 2.0 × 10−28 and 1.8 ± 1.0 ×
10−29 cm6 s−1, respectively, by using ∼11 and 6 nm QW
thickness at the two positions of the MR [5]. On the other
hand, the B coefficient can be estimated by 1/[(n0 + n)τr]
and has similar values at both positions, around 1.1 ± 0.2 ×
10−2 cm2 s−1 at low carrier density (∼1011 cm−2), which
corresponds to 1.21 ± 0.44 and 0.66 ± 0.18 × 10−8 cm3 s−1

in 3D units. These extracted coefficients are consistent with
our previous report about planar m-plane QW with strong
alloy disorder at 4 K [11].

Finally, Fig. 5 compares the changes of τeff of the InGaN
QW in the lower and in the upper parts of the MR as a
function of the injected carrier density. At low carrier density
(∼1011 cm−2), τeff shows similar values for both positions
(∼400 ps). The slightly longer τeff observed at the top of the
MR can be ascribed to the lower electron background concen-
tration n0 as listed in Table I [15]. By contrast, at maximum
carrier density, τeff varies significantly between the upper and
the lower part of the rod, with values of 70 and 160 ps,
respectively. In addition, the τeff of the barrier exhibited in
Fig. 5 is as short as ∼100 ps, which suggests an efficient
carrier transfer to the InGaN QW and no dependence on the

FIG. 5. (a),(b) Experimental effective PL lifetime τeff in the
InGaN QW (solid dots) and the GaN barrier (hollow circles) as a
function of carrier density measured in the lower and in the upper
part of the MR, extracted from a single exponential decay in Fig. 3,
and corresponding tolerant (shaded zones) and best (solid lines)
theoretical estimations of τeff (red), radiative lifetime τr (black), and
Auger one τAug (blue).
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actual position along the MR. These observations lead us to
the conclusion that the decrease of τeff under high injection is
mainly governed by Auger recombination. Moreover, based
on the distinct drop in PL efficiency together with the shorter
τeff in the InGaN QW closer to the top of the MR, the stronger
Auger recombination is likely related to the inhomogeneous
linewidth and thus to the disorder landscape. These observa-
tions are in agreement with the outcome of previous studies on
planar m-plane samples [8–11]. Using Eqs. (3) and (4) enables
us to distinguish between the contribution of τr and τAug to
the carrier recombination dynamics, as shown in Fig. 5. As
the QW carrier density increases from 1011 to 1012 cm−2, τr

governs the evolution of τeff and decreases continuously from
∼400 to ∼300 ps. When n is near 1013 cm−2, τr is expected to
be constant and equal to ∼260 ps, due to phase-space filling
[26–28], and the corresponding internal quantum efficiency
in the lower and upper part of MR is about 62% and 27%,
respectively, given by τeff/τr . Meanwhile, τAug dramatically
drops and become shorter than τr when n is approaching
1013 cm−2. Interestingly, we observe that the τAug is four
times shorter under high injection in the upper part of the
MR compared to the lower one. Therefore, considering the
similar τr value in the two positions, it suggests that stronger
Auger recombination takes place in the upper part. This can be
understood by taking into account the stronger alloy disorder
in this region as characterized by the larger PL linewidth and
In content.

In order to elucidate the underlying mechanism, we qual-
itatively model the relaxation of the k-selection rule in the
presence of alloy disorder and its impact on Auger recom-
bination, as detailed in the Appendix. Based on localization
landscape theory and Schrödinger equation [31,32], our simu-
lation reveals that the ground state carriers are localized within
one of the potential minima with a few nanometer spatial
extension. As In content is increasing, the spatial extension
of ground state is further reduced, which corresponds to a
broadening in k space. Finally, we model the dependence of
three-particle Auger process on the finite linewidth [10]. It
indicates that a low k-broadening (diluted In content) restrains
the direct Auger transition due to the stringent k-selection
rule. In contrast, as In content increases, the Auger coefficient
increases significantly, which results from the relaxation of
k-selection rule by the strong alloy disorder.

V. CONCLUSION

In conclusion, by using micro-TRPL at 10 K, we study
the local carrier recombination dynamics in a single dis-
persed core-shell MR with an m-plane InGaN/GaN QW.
The impact of InGaN alloy disorder on the carrier dynam-
ics is quantified by a modified ABC model. At low carrier
density, the carrier recombination is dominated by radiative
processes and the recorded decay times along the MR equally
amount to about 400 ps, corresponding to a B coefficient of
1.1 ± 0.2 × 10−2 cm2 s−1. As a comparison, at high carrier
density (> 1012 cm−2), the efficiency and decay time of PL
in the QW drop significantly, which indicates the onset of
Auger recombination. The extracted C coefficient near the
top part of the MR is about four times larger than that at the
base, which is manifested by values of 2.2 ± 0.9 and 0.5 ±

0.2 × 10−16 cm4 s−1, respectively. This is related to a different
degree of alloy disorder in the two probed positions, with
∼180 and 150 meV inhomogeneous linewidth, respectively.
Relaxation of the k-selection rule by alloy disorder is expected
to play an important role in the increase of Auger coefficient.
Therefore, our results confirm that Auger recombination is
sensitive to alloy disorder and can be significantly enhanced
when this type of disorder is prominent. Our results suggest
that it is crucial to minimize the degree of disorder in the
active layer for high power light-emitting diodes based on
core-shell MRs.
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APPENDIX: MODELING OF AUGER RECOMBINATION
VERSUS RELAXATION OF THE k-SELECTION RULE

The Appendix elaborates the qualitative modeling of the
relaxation of the k-selection rule by alloy disorder and its
impact on Auger recombination. Note that k relaxation is
equivalent to carrier localization in real space and that holes
experience stronger localization than electrons due to their
heavier effective mass. First, we simulate the hole effective
potential fluctuation induced by InGaN alloy disorder based
on localization landscape (LL) theory [31,32]. The spatial
location of the eigenstates of carriers in a fluctuating potential
V (r) can be predicted by an effective confining potential
W (r) ≡ 1/u(r), via solving the following equation [31,32]:

Ĥu = − h̄2

2m
�u + Vu = 1, (A1)

where Ĥ is the Hamiltonian of eigenstates, and m is the
effective carrier mass. To construct an InGaN random alloy,
by using binomial distribution In atoms are distributed in a
2D grid with a spacing corresponding to the average distance
between cation atoms (a = 2.83 Å) [20,33,34]. To account for
smoothing the rapidly oscillating distribution of the atoms,
while preserving the effects of alloy disorder on the elec-
tronics properties, an average area with a radius ≈ 0.6 nm
is chosen for the binomial distribution [33]. For simplicity
but without losing the major feature of carrier localization,
we only consider the hole in A valence band with geometric
mean value of the m-plane effective mass 0.58 m0, where m0

is the electron rest mass [11,35]. The fluctuation of valence
band potential V (r) is simulated by assuming that its variation
corresponds to 30% of the total band gap variation [33,36].
Moreover, the constructed Ĥ can be further used for calculat-
ing the ground state by Schrödinger equation.

Finally, the dependence of the Auger recombination rate on
the relaxation of the k-selection rule is expressed as [10]:

R Auger =
∫∫∫∫

|M1,1′,2,2′ |2P1,1′,2,2′ × δ(Esum)

× 1

σ
√

2π
exp

(
−k2

sum

2σ 2

)
dk1dk1′dk2dk2′ , (A2)
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FIG. 6. (a) Effective potential fluctuations of holes in the A-
valence band simulated by localization landscape theory using 11%
In composition governed by the binominal distribution and the m-
plane effective mass in the A valence band. (b) Spatial distribution
of holes in their ground state (〈�0 | �0〉2) calculated using the
Schrödinger equation. The black contour shows the boundary where
the probability density drops by 1/e.

where M1,1′,2,2′ is the Auger matrix element and P1,1′,2,2′

denotes the occupation probabilities. According to Ref. [9],
the matrix elements in group-III nitrides are approximately
constant and can be considered as independent of wave vector
at short range [9]. We thus keep M1,1′,2,2′ as constant. Esum and
ksum stand for E1′ + E2′ − E1 − E2 and k1′ + k2′ − k1 − k2,
respectively. Here, a parabolic E − k dispersion has been
assumed for simplicity. The subscripts 1 and 2 represent
electrons in the lower states of the conduction band, while
state 1′ is for a hole in the valence band and state 2′ is for
an excited electron in the higher state of the conduction band.
In order to emphasize the impact of k relaxation, we keep
the restricted energy conservation by Dirac-delta function,
meanwhile use the Gaussian function with standard deviation
σ to describe the finite linewidth of k relaxation. The carrier
density is set as 1 × 1013 cm−2, which corresponds to the
regime of efficiency droop.

Figure 6(a) shows the effective potential landscape induced
by InGaN alloy with 11% In content. The landscape indicates
that holes tend to localize in potential minima, which have
sizes on the order of a few nanometers. Correspondingly,
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FIG. 7. (a),(b) In content dependent localization area of hole in
the ground state and the corresponding broadening area in k space
deduced from Fourier transform. The area of gray shadow illustrates
the uncertainty of statistical calculations. (c) Simulated relative
Auger coefficient as a function of In content, in the framework of
relaxation of the k-selection rule in three particle recombination.

Fig. 6(b) shows the normalized probability density of the hole
in its ground state (〈�0 | �0〉2) calculated by the Schrödinger
equation using the identical distribution of In content. The
ground state hole is localized within one of the potential
minima predicted by LL theory. The area that fulfills 〈�0 |
�0〉2 � 1/e, as the black contour shown in Fig. 6(b), is used
as a criterion to estimate the spatial extension of the hole wave
function.

By varying the In composition from 1% to 25%, Fig. 7(a)
reveals that localization area decreases from ∼30 nm2 to
∼4 nm2, due to the increase of alloy disorder. Equivalently,
the k relaxation is displayed in Fig. 7(b), which shows gradual
broadening of the k-space area from ∼0.008 to ∼0.08 nm−2

by Fourier transform of 〈�0 | �0〉2 in real space. In the
end, based on the In dependent k-space broadening area, we
simulate the behavior of the relative Auger coefficient as a
function of In content [10]. Figure 7(c) reveals a significant
increase in the Auger coefficient as In content increases. This
indicates that Auger recombination under low k-broadening
(diluted In content), is subject to a stringent k-selection rule,
which restrains the direct Auger transition. In contrast, as In
content increases, the k-selection rule is relaxed by the alloy
disorder, strongly increasing the Auger coefficient. As a result,
the above simulations further support our TRPL results.
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