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We report the charge doping of KCr3As3 via H intercalation. We show that the previously reported ethanol
bath deintercalation of K2Cr3As3 to KCr3As3 has a secondary effect whereby H from the bath enters the
quasi-one-dimensional Cr6As6 chains. Furthermore, we find that—contrary to previous interpretations—the
difference between nonsuperconducting as-grown KCr3As3 samples and superconducting hydrothermally an-
nealed samples is not a change in crystallinity but due to charge doping, with the latter treatment increasing
the H concentration in the CrAs tubes, effectively electron doping the 133 compound. These results suggest
another stoichiometry KHxCr3As3, that superconductivity arises from a suppressed magnetic order via a tunable
parameter and paves the way for a charge-doped phase diagram in these materials.
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Arguably the start of quantum materials, superconductors
have suggested topological classifications, given rise to the
resonating valence bond theory used in quantum spin liq-
uids, and have formed the basis of numerous technologies
in quantum information [1–6]. Yet unlike many of the topo-
logical quantum materials whose physics are understood but
which struggle to find physical realizations, unconventional
superconductors exist but have no settled microscopic theory,
leaving their optimization unguided [3,7–10]. Instead, we rely
on an empirical recipe derived from a surprisingly universal
phase diagram where superconductivity is found near insta-
bilities [11].

To refine this recipe and discriminate between possible
mechanisms, it is useful to find new unconventional supercon-
ductors which are structurally simple, have few orders, and
are easy to address theoretically (e.g., fewer relevant orbitals,
lower dimensionality.) Much as the iron superconductors
helped refine themes from the cuprates, a new family of
superconductors A2TM3As3 (A = Na, K, Cs, or Rb, TM = Cr
or Mo, and P6m2 symmetry) has begun offering insights,
but helpfully via a quasi-one-dimensional structure [11–17].
Neutron scattering, nuclear magnetic resonance, Raman scat-
tering, and density functional theory work have revealed both
structural and magnetic instabilities—as seen in the iron-
based superconductors [18–23]. However, in K2Cr3As3, for
instance, these orders break different symmetries, show no
coupling, and suggest that only magnetism couples to super-
conductivity [18,19]. Additionally, evidence of Luttinger liq-
uid physics, spin-triplet superconductivity, topological super-
conductivity, and a nodal gap function have emerged, indicat-
ing the broader novelty of this system [24–31]. Nonetheless,
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its study has been inhibited by an extreme air sensitivity and
lack of charge doped variants [32].

Promisingly, KCr3As3 (with P63/m symmetry) addresses
these issues with both a diminished electron count and sta-
bility in air. KCr3As3 (or “133” as opposed to “233” for
K2Cr3As3) is created by soaking 233 in ethanol, which
ostensibly removes one K while retaining the quasi-one-
dimensional CrAs tubes, and thus affords access to end mem-
bers of a potential phase diagram [33]. Yet, results from
KCr3As3 (and the broader ACr3As3 family) have proven con-
tentious. Initially, it was reported as nonsuperconduting with
spin-glass-like magnetism [16,33]. More recently, a postbath
hydrothermal ethanol anneal was found to produce bulk super-
conductivity with nonmagnetic behavior [34,35]. Similarly,
theory work has found conflict, with reports of long-range
magnetic ground states, Fermi-surface nesting mediated su-
perconductivity, and of a structural instability which precludes
spin-mediated superconductivity [31,36,37].

Previously, crystalline disorder has been suggested to ex-
plain these conflicting results—in Ref. [34] it is argued that
superconductivity arises in KCr3As3 upon postannealing due
to an improvement of the crystallinity, while in theory work,
Ref. [36] suggests its predicted magnetic order is not seen
experimentally due to disorder in the physical material and
Ref. [37] suggests that similar to K2Cr3As3 the predicted
structural instability may have no long-range coherence [19].
In attempting to sort through these possibilities, we stumbled
upon an unexpected but useful origin to these discrepancies.

Here, we report a systematic study of synthesis reactions
for KCr3As3 using neutron and x-ray diffraction together
with density functional theory (DFT). We reveal a previously
missed effect of the ethanol bath whereby H is unavoidably
intercalated into the CrAs tubes, leading to a KHxCr3As3

stoichiometry. We show that H concentration is controllable
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FIG. 1. Room-temperature x-ray (top row) and neutron (bottom row) powder diffraction patterns for the four KCr3As3 samples plotted
with the results of Rietveld refinements for H and D containing models. The neutron diffraction data were collected using identical sample
mass, neutron exposures, and sample containers, and thus the scattered neutron intensity is directly comparable between samples.

and that the difference between nonsuperconducting spin-
glass and nonmagnetic superconducting samples is not in
the sample crystallinity but in the amount of H intercalated.
Our DFT work suggests that the KHxCr3As3 structure is
stable, electron doped relative to KCr3As3, and exhibits an
electronic structure more similar to K2Cr3As3 than KCr3As3.
Additionally, we find that the H stabilizes the P63/m structure
and places the compound proximate to an antiferromagnetic
instability. These results lead to the exciting possibility of
continuously tuning KHxCr3As3 from a spin glass to a su-
perconductor via charge doping with H—the long sought
after tuning parameter. Furthermore, this shifts interest to
another air stable compound, opening up this system for
widespread study. More contemplatively, it offers a realization
of a frustrated magnetic to superconducting transition in a
quasi-one-dimensional (Q1D) system which has long been
suggested as a potential recipe for spin-liquid physics [38,39].

Neutron powder diffraction (NPD) data were collected
using the HB-2A and NOMAD diffractometers of Oak Ridge
National Laboratory’s High Flux Isotope Reactor and Spal-
lation Neutron Source [40–42]. High-resolution synchrotron
x-ray powder diffraction (XRD) data were collected at beam-
line 11BM-B of the Advanced Photon Source at Argonne
National Laboratory. Structural analysis was performed using
the Rietveld method as implemented in the FULLPROF, GSAS,
and EXPGUI software suites [see Supplemental Material (SM)
[43] for more details] [44–47]. DFT calculations were per-
formed using projector-augmented plane-wave method and
checked using the general potential linearized augmented
plane-wave method as implemented in VASP and WIEN2K, re-
spectively [48–52]. Phonon spectrums were calculated using
the PHONOPY code [53]. For more details on the calculations,
see the SM [43] and references contained therein [54].

To study how the synthesis procedures effect the mea-
sured properties, we synthesized powder samples following
the methodologies reported by Bao et al. in Ref. [33] and
Mu et al. in Ref. [34]. Thus three samples were used for
initial characterization: (S1) as grown from an ethanol bath,
(S2) with a postbath vacuum anneal, and (S3) with both
postbath hydrothermal and vacuum anneals [a fourth sample
(S4) was also grown and will be discussed later in this

text]. Susceptibility measurements show we were successful
in reproducing the previously reported change in properties
with S1 and S2 being trace superconductors with spin-glass
properties (identified here as in Ref. [33]) and S3 showing
bulk superconductivity (see SM [43]).

Previously, the change in properties was attributed to the
postbath annealings’ effects on the crystallinity of the sam-
ple. Ostensibly, the more crystalline annealed samples hosted
superconductivity which was otherwise destroyed by disorder
in the as-grown samples [34]. To test this assertion, NPD and
XRD data were collected and are shown along with the best
fit results of Rietveld refinements in Fig. 1. We note that even
visually, the main qualitative difference between the samples
is not in the peak shape but in the background to signal ratio.
Specifically, in the NPD data the bulk superconducting S3 has
a remarkably larger background to signal ratio than any other
sample.

To qualitatively check the crystallographic properties, the
NPD and XRD were used together for Rietveld refinements.
From this analysis, the lattice parameters and measures of
strain, crystallinity, and grain size can be assessed (plotted as
a function of sample number along with the 233 compound
labeled as sample 5 in Fig. 2). Considering the extracted
anisotropic microscopic strain parameters (Lnn where n =
1, 2, 3 correspond to the a, b, and c lattice directions, respec-
tively) and Lx (which is proportional to the inverse of the
crystallite size), little difference is seen in these terms between
samples, indicating similar crystalline properties. Compared
to the broadening parameters determined in previous work
on the 233 compound [18], it is seen that generally the
deintercalation process leaves the 133 material with poor
crystallinity. However, it is not significantly improved upon
either vacuum or hydrothermal annealing, in contrast with
previous reports which did not compare qualitative measures
of the crystallinity [34].

Looking at the crystal parameters, a clear trend relative to
the superconducting volume fraction is seen [Fig. 2(b)]. Both
the a and c lattice parameters dilate between the trace (S2)
and bulk (S3) superconducting samples by 0.1% and 0.4%, re-
spectively, leading to a >0.4% change in the unit cell volume
[Fig. 2(b)]. On the other hand, between S1 and S2 no such
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FIG. 2. (a) Lorentzian broadening terms in the GSAS profile
fitting function including three terms for microstrain along the unit
cell directions (L11, L22, and L33) and one term (Lx) for particle size
broadening. This latter is proportional to the inverse of the particle
size. The superconducting volume fraction determined at 1.5 K is
overplotted with sample 5 denoting the pure 233 compound. (b) The
refined a and c lattice parameters. Throughout the figure, data with
the scale on the left axis are plotted with open triangles while data
with the scale on the right axis are plotted as solid circles. The gray
shaded region denotes samples with only trace superconductivity.

change is seen, with only a small ∼0.1% change in volume.
These results are unexpected: If the postannealing treatments
improve the crystallinity, the peak broadening terms should
decrease and the unit cell relax—our data directly contradict
this [55,56]. Therefore, we searched for a different explana-
tion for the change in properties between the trace and bulk
superconducting samples.

Noting that the background to signal increase is only seen
in NPD and is exacerbated by the hydrothermal anneal, we
posit the presence of H in the samples. H is nearly invisible
to x rays but has a large incoherent cross section to neutrons
(σHinc ∼ 80.26b) [57]. This manifests as a large background
which increases with d spacing and could explain the dif-
ference between the XRD and NPD patterns [58]. As such,
any H in KCr3As3 would be missed in XRD and energy
dispersive x-ray spectroscopy elucidating why such a feature
has not been seen in previous structural work [16,33–35].
We propose several mechanisms which would introduce H
to the samples during the ethanol baths: a remnant minority
organic compound not removed during washing, substitution
onto the K site, or intercalation into the 133 structure. Of these
scenarios the latter two provide an explanation for the increase
in background upon the hydrothermal anneal assuming the
process either forces more H into the material through higher
temperature, pressure, or a longer exposure to ethanol.

To discriminate between these scenarios, a sample of 133
was grown following the procedure of S3 but using fully
deuterated ethanol in all steps. The resulting sample (S4)
shows similar superconducting properties to S3 (see SM [43]),
indicating that the use of deuterated ethanol does not sig-
nificantly change the sample properties. Deuterium (D) does
not have the large incoherent cross section of H (σDinc ∼
2.05b) and so does not add as much background scattering.
Furthermore, it has a large coherent cross section (σDcoh ∼
7.6b), allowing for reliable structural model refinements (the
coherent cross sections of K, Cr, As, and H are 1.69b, 1.66b,
5.44b, and 1.76b, respectively) [57]. Therefore, if H is inter-
calated or substitutes for K, using D would allow for structure
solution and composition determination through changes in
peak intensities, else if the H background comes from remnant
organic compounds, the background will be reduced in S4 but
no other changes should occur.

The XRD and NPD of S4 are shown in Fig. 1. While the
XRD looks similar to the other samples, the NPD exhibits
a nearly 50% reduction in background (compared to S3) as
well as a change in peak intensities where peaks at 3.9 and
4.6 Å [the (020) and (110) reflections, respectively] become
background equivalent. The background reduction confirms
the presence of H in the samples (rather than, for instance,
the background arising from amorphous parts of the sample)
while the change in peak intensities indicates that the H and
D are incorporated into the 133’s crystal structure rather than
existing as remnant organic compounds.

To determine where D is incorporated, Rietveld analysis
was performed using the NPD. Since the D containing sample
shows a reduction in peak intensity but not the appearance
of new peaks, the original P63/m crystal symmetry was
used and Rietveld refinements were performed trying models
containing D on all of P63/m’s special Wyckoff positions. Of
these, only models with D on the 2b (0,0,0) site reproduced the
observed intensities as shown in Fig. 1, leading to high-quality
fits with small residuals (see SM for fit parameters [43]).

The new structural model is shown in Fig. 3. In it, D is
intercalated into the center of the CrAs tubes between the
stacked CrAs layers, creating a chain of D centered in each
tube. We find no evidence of K vacancies or of D substitution
on the K site. However, our refinements show the D site is
only partially occupied with a refined occupancy of 65%.

With the location in hand, Rietveld refinements were tried
using similar models for S1, S2, and S3—this is possible
since H has a coherent cross section which is on the order
of both K and Cr. Starting with S3, our refinements show
agreement with S4, with a similar occupancy of ∼71%.
This corroborates that the synthesis procedure and resulting
material is insensitive to the change from H to D. On the
other hand, S1 and S2 are found to have significantly less
H than S3 and S4. Both the S1 and S2 models refine to
have ∼35% H. As all samples show intercalated H—even the
nonbulk superconductors—we revise the chemical formula of
KCr3As3 to KHxCr3As3, explicitly reflecting the H content
and its variability.

These results elucidate the effects of the different reaction
stages. During the room-temperature bath, K is deintercalated
from the 233 starting material as reported previously, however,
some H from the bath also intercalates into the CrAs tubes
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FIG. 3. KHxCr3As3 structure as viewed along the c axis, perpen-
dicular to the c axis, and along the CrAs tubes. K, H, Cr, and As
atoms are denoted by turquoise, dark green, gray, and red spheres,
respectively. The partial occupancy of the H site is indicated by a
wedge of white in the H atom surface.

between the CrAs layers. Whether this occurs to charge com-
pensate for the deintercalated K is not known and should be
the interest of future work—although this may be indicated by
the inability to synthesize KCr3As3 directly from solid state
methods [33,34]. The similarities both in crystallinity and H
content of S1 and S2 suggest that vacuum annealing neither
improves the sample quality nor vents the intercalated H. This
latter result suggests the stability of KHxCr3As3 at least up to
the annealing temperatures used in this work. Upon hydrother-
mal annealing, more H intercalates into the structure, bringing
the concentration from ∼35% to ∼65%–71%.

It is this latter effect which appears to induce superconduc-
tivity in KHxCr3As3. As discussed, no change in crystallinity
is seen between bulk and trace superconducting samples but
rather a change in the lattice parameters. We can now ascribe
this to an increase in the amount of H intercalated into the
CrAs tubes. Beyond causing the unit cell to expand, the
intercalated H should also affect the charge count, however,
the chemistry of H is incredibly flexible and its electronic
contribution is not evident from the diffraction data [59,60].

To study KHxCr3As3’s energetics and electronic structure,
DFT calculations were performed using the theoretical x =
0 and x = 1 stoichiometries. Calculations for KHCr3As3’s
formation energy relative to KCr3As3 and H2 gas found a
negative formation energy of 92 kJ/mol H2—similar to that of
other stable hydrides such as MgH2—indicating the interca-
lated structure is energetically favorable (see SM for more de-
tails) [43]. Calculations of KHCr3As3’s band structure (Fig. 4)
show that the intercalated H raises the Fermi energy (EF ) and
causes only modest distortions to the bands near EF . There-
fore, we can say that in KHCr3As3, H has metallic bonding
and acts as an electron donor. As shown, it increases the elec-
tron count such that the electronic structures (and the Fermi
surface—see SM [43]) are more similar to K2Cr3As3 than the
pure KCr3As3, suggesting similar electronic behavior.

Inspired by previous reports of instabilities, we also per-
formed calculations of the phonon spectrum and proximity

KCr3As3 KHCr3As3

FIG. 4. DFT calculated band structure for (left) the KCr3As3 and
(right) KHCr3As3 stoichiometries.

to magnetic instabilities [31,36,37,61]. Considering the pre-
dicted structural instability, our calculations show no unsta-
ble phonon modes and relatively high energy nearly disper-
sionless H modes, suggesting that H removes the phonon
instability, leaving KHCr3As3 structurally stable [62]. Finally,
we consider the hydride’s proximity to magnetic instabilities.
Previously, KCr3As3 has been suggested to either have a
magnetic ground state which is frustrated by disorder, or no
magnetic ground state due to a structural instability which
removes favorable nesting conditions [36,37]. For KHCr3As3

we find weak itinerant instabilities to both ferromagnetic
and antiferromagnetic A-type magnetic orders with a slight
preference for the latter. However, we also find both itinerancy
and low-energy scales, suggesting that the magnetic order
could easily be suppressed to a paramagnetic state with spin
fluctuations by quantum fluctuations such as the case of Ni3Ga
[63]. This last result is quite interesting as it restores the
possibility of a spin-driven pairing mechanism which had
previously been discounted in Ref. [37].

These combined results suggest that superconductiv-
ity arises in KHxCr3As3 upon electron doping, a process
which until now has been achieved unintentionally during
the hydrothermal anneal. In this scenario, the underdoped
KH0.35Cr3As3 is a nonsuperconducting spin-glass phase as
reported by Bao et al. [33]. Upon electron doping to
KH0.65Cr3As3 via hydrothermal annealing, the spin-glass
phase is suppressed and the material becomes a bulk su-
perconductor with Tc ∼5 K, as reported by Mu et al. [34].
This has multiple significant implications: (i) The intercalated
CrAs systems inhabit a familiar phase space where super-
conductivity arises out of a suppressed magnetic state, (ii)
the possibility of creating the elusive charge doped phase
diagram for the intercalated CrAs (KHxCr3As3 as well as
the Rb and Cs analogs), (iii) the need to revisit previous
ab initio calculations on the ACr3As3 materials which were
based on the hydrogen-free 133 stoichiometry, and (iv) an
avenue to study how superconductivity arises from a frustrated
magnetic state in a quasi-one-dimensional system by charge
doping, a concept which has long held interest for spin- and
Luttinger-liquid physics [38,39]. As an additional point of
interest, one of the significant impediments to the study of
the intercalated CrAs materials to this point has been the
233 stoichiometry’s extreme air sensitivity. With this work,
we show a clear path forward to study interactions between
magnetic and superconducting orders in the air stable 133
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stoichiometry, alleviating this barrier. Our results layout a rich
path of future work, not least of which will be to gain fine
control of the H content through the synthesis procedures.

Note added. Recently, we became aware of two articles that
have been published which further encourage work towards
a KHxCr3As3 phase diagram. One describes the complex
chemistry leading to the H intercalation [64] while the other
examines the calculated band structures of the system with
and without H to predict the existence of a Lifshitz transition
at some critical H concentration [65].

The Department of Energy will provide public access to
these results of federally sponsored research in accordance
with the DOE Public Access Plan [66].
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