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Properties of the H-T phase diagram of the 3-K phase in eutectic Sr2RuO4-Ru:
Evidence for chiral superconductivity

Hirono Kaneyasu ,1,* Yuya Enokida,1 Takuji Nomura,1,2 Yasumasa Hasegawa ,1 Toru Sakai,1,2 and Manfred Sigrist3,†

1Department of Material Science, University of Hyogo, Kamigori, Ako, Hyogo 678-1297, Japan
2National Institutes for Quantum and Radiological Science and Technology, SPring-8, Kouto, Sayo, Hyogo 679-5148, Japan

3Institute for Theoretical Physics, ETH Zurich, CH-8093 Zurich, Switzerland

(Received 29 July 2019; published 3 December 2019)

We use the Ginzburg-Landau theory for a chiral p-wave superconductor to describe the filamentary supercon-
ducting phase nucleating at temperatures higher than the bulk transition temperature near the interfaces between
Ru metal and Sr2RuO4 in eutectic Sr2RuO4-Ru. The peculiar phase diagram of magnetic field versus temperature
shows very distinct properties for different directions of the magnetic field. A clear feature of the magnetic
fields in the basal plane of Sr2RuO4, perpendicular to the chiral axis (c axis), is the occurrence of a second
superconducting transition with a new order parameter visible as a zero-bias anomaly in tunneling spectroscopy.
For the field along the c axis of Sr2RuO4, two transitions merge, indicating that the field drives the second-order
parameter through the paramagnetic coupling to a chiral supercurrent. The resulting phenomenology shows
that the assumption of a chiral superconducting order parameter in Sr2RuO4 yields an image reproducing the
qualitative properties observed in the experiment. This discussion is qualitatively analogous to the corresponding
chiral even- and odd-parity channels.
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I. INTRODUCTION

Sr2RuO4 (SRO) is a quasi-two-dimensional metal with a
layered perovskite crystal structure and is superconducting
below a bulk transition temperature Tc,SRO = 1.5 K [1]. This
property has been experimentally shown for unconventional
Cooper pairing with a two-component order parameter [2–5].
Broken time-reversal symmetry concluded from muon spin
rotation (μSR) measurements [6,7] and the observation of a
polar Kerr effect [8] point toward a superconducting phase
with twofold degeneracy. This is corroborated, for example,
by the behavior of the ultrasound velocity for transverse
modes at the superconducting transition [9–13] and the
finding of unusual saddle points in the flux distribution of the
mixed state for fields along the c axis [14]. Following
the standard classification scheme of Cooper pairing
symmetries in a tetragonal crystal, there are two unitary
states, which are both chiral: the even-parity “d-wave”
state represented by the scalar gap function of the basic
form ψ (k) = �0kz(kx ± iky) and the odd-parity “p-wave”
state, which is given in the vector form as d(k) = �0ẑ
(kx ± iky) [15,16]. The former is a spin-singlet state based
on interlayer pairing, and the latter corresponds to in-plane
equal-spin pairing (spin triplet with Sz = 0), where the paired
electrons lie in the same plane. While the NMR-Knight-shift
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data appeared to clearly support the in-plane equal-spin
pairing state [17,18], recent experiments have shown that
the susceptibility is reduced in the superconducting phase
for in-plane fields because it is more compatible with the
even-parity spin-singlet phase [19,20]. The in-plane upper
critical field displays features analogous to paramagnetic
limiting, which is in agreement with the above-mentioned
result [4,21–23]. However, Josephson tunneling experiments
such as the test of selection rules and superconducting
quantum interface device (SQUID) experiments connecting
an s-wave superconductor with junctions on opposite
in-plane faces of SRO support odd-parity pairing symmetry
[24–26]. Moreover, the observation of half-flux quanta in
micrometer-sized loops of SRO [27–29] is readily interpreted
in terms of an odd-parity state through the additional degree
of freedom of the d-vector orientation [30,31].

In this context, the discussion of the nodal structure of
the gap is important, in particular, because the even-parity
state has a symmetry-imposed horizontal line node for kz = 0,
while no nodes are required for the odd-parity state for cylin-
drical Fermi surfaces as realized in SRO [3]. Thermodynamic
experiments provide clear evidence for nodal structures or at
least strong gap anisotropy [32–34]. However, these results
lead to conflicting interpretations for the location and orienta-
tion of gap nodes, either vertical [32] or horizontal [34]. More-
over, the quantitative discussion of thermodynamic quantities
is complicated because SRO has three Fermi surfaces [3].

Both time-reversal symmetry-breaking states, in principle,
generate spontaneous in-plane edge currents and correspond-
ing local magnetic flux near surfaces [35,36]. Regardless of
the highly sophisticated investigations, such magnetic flux has
not been detected thus far [37–40]. This could be attributed
to the fact that the magnitude of the charge currents of these
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chiral superconducting states is not universal and is affected
by various factors, in particular, the surface properties
[41–43].

In the following we analyze a set of experiments un-
der the assumption that the pairing state has the chiral
symmetry represented by kx ± iky, which incorporates the
essential feature of an intrinsic Cooper pair angular moment
Lz = ±1 along the crystalline c axis. This aspect is common
to both the chiral p-wave and d-wave states introduced above.
Both states are represented by two complex order parameter
components: (ηxkx + ηyky) with η = (ηx, ηy) = �0(1,±i),
where �0 denotes the gap magnitude. By symmetry both
chiral states are described by the Ginzburg-Landau (GL) free
energy of the very same structure. While the distinct gap
anisotropies will lead to quantitative differences, the qualita-
tive behavior would be the same in both cases.

The degeneracy of the two order parameter components
can be lifted by symmetry reduction, which can be achieved
by uniaxial pressure [44]. This should lead to two consecutive
superconducting transitions. The second transition would be
the spontaneous time-reversal symmetry breaking. Thus far,
the uniaxial compressive stress experiments do not seem to
be in agreement with this symmetry argument [44–46]. How-
ever, very recent μSR measurements signal a time-reversal
symmetry-breaking second transition below the onset of su-
perconductivity in uniaxially strained samples which would
support the picture of two degenerate order parameter compo-
nents [47].

An alternative method for removing the degeneracy of the
two components is to confine the sample geometry of the
superconducting condensate along one of the two in-plane
directions. Such conditions are likely realized in a rather unex-
pected way in eutectic SRO-Ru samples, where micrometer-
sized Ru metal inclusions are immersed in SRO. In such
samples, an inhomogeneous superconducting phase appears
at T ′

c ≈ 3 K above the superconducting bulk transition [48].
There is good experimental evidence that this phase, called the
3-kelvin phase (3-K phase), has a filamentary nature. It nucle-
ates at the interface between SRO and Ru metal, mainly within
SRO, due to locally enhanced pairing and decays towards the
bulk [49–51]. In this manner, the nucleating superconducting
condensate is confined to a length scale comparable to the
coherence length and exists in an environment of reduced
symmetry, i.e., the direction along and perpendicular to the
interface. For the enhancement, various mechanisms had been
proposed, such as the effect of local strains near the interface
[51], increased ferromagnetic spin fluctuations [52], the influ-
ence of edge dislocations [53], and Lifshitz transition by stress
[45] near the Ru inclusion, to mention a few.

The unconventional nature of the 3-K phase was corrobo-
rated by the observation of a zero-bias anomaly in the differ-
ential quasiparticle tunneling conductance [54,55]. The setup
of this measurement by Kawamura et al. relies on tunneling
through a Ru-SRO interface, where a single Ru inclusion at
the surface of the sample is contacted [55]. The zero-bias
anomaly suggests the presence of subgap Andreev bound
quasiparticle states at the tunneling interface, a characteristic
of unconventional pairing states. They appear at a transition
temperature of T ∗ ≈ 2.3 K, well below the nucleation of the
3-K phase and above the onset of bulk superconductivity.

FIG. 1. H -T phase diagram for Hc2 and H∗ for the onset of
the 3-K phase and the appearance of the zero-bias anomaly in
quasiparticle tunneling, respectively [59]. For fields H ‖ c the critical
fields are marked by diamonds, and for H ‖ ab (in plane) circles and
triangles are used. In the zero magnetic field, the onset temperature is
approximately 3 K, and the second transition occurs at approximately
2.3 K. For in-plane fields, the “up” (circles) and “down” (triangles)
ramping fields are displayed to show that Hc2 exhibits hysteretic
behavior at very low temperatures, a feature not addressed in our
theory. The pictorial insets show the difference of the filamentary
state for the case of the c-axis field. This figure has been adapted
from Ref. [59].

Along with the observation of anomalous properties of the
critical current for T < T ∗ [56], this provides good evidence
for a second phase transition that breaks time-reversal sym-
metry and is in good agreement with the expectations for a
chiral superconductor [57,58].

In the present study, we show that the properties of the sec-
ond transition above Tc,SRO allow for important conclusions
on the symmetry of the order parameter if we analyze the be-
havior in an external magnetic field. Owing to the filamentary
nature of the nucleating superconductivity, the upper critical
field of the 3-K phase is strongly enhanced compared with the
bulk Hc2,b, exceeding in the limit T → 0 K the value Hc2 =
1 T for fields along the c axis and reaching 4 T for in-plane
fields (see Fig. 1) compared to the bulk Hc2,b = 0.075 and
1.5 T, respectively. The confinement of the superconducting
state to the region close to the Ru-SRO interface is addition-
ally responsible for the sublinear temperature dependence of
Hc2 close to T ′

c , i.e., Hc2 ∝ |T − T ′
c |α, with 0.5 < α < 1 and

the upturn at low temperatures for fields along the c axis
(Fig. 1), as has been discussed in detail in Ref. [60] based
on data of Ref. [49]. Based on their systematic analysis of
tunneling spectroscopy data, Kawamura et al. obtained the
H-T phase diagram identifying the second transition (critical
field H∗) through the onset of the zero-bias anomaly (Fig. 1)
[55,59]. The difference between the two field directions is
interesting. For the in-plane fields, H∗ lies well below the
corresponding Hc2 of the nucleation of the 3-K phase for all
temperatures T < T ∗. In contrast, for fields parallel to the c
axis, H∗ rapidly merges with the corresponding Hc2 and, for
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FIG. 2. The 3-K phase model with a planar Ru metal interface
perpendicular to the RuO2 plane. The interface superconducting state
is located near the Ru-SRO interface. In the representation of the
d vector d = z(ηt kt + iηpkp), ηp and ηt correspond to components
perpendicular and tangential to the interface, respectively. Note that
ηt kt + iηpkp is assumed to cover both the chiral even- and odd-parity
channels.

T < 1.8 K, is essentially identical to Hc2. These will be the
main features we aim at explaining within our model. Note
that in Fig. 1 of Ref. [59] the H-T phase diagram was also
examined for hysteretic behavior of the transition for in-plane
fields. Therefore, the data for increasing (up) and decreasing
(down) fields are displayed, unlike for the c-axis field. This led
to the discovery of a hysteresis for the nucleation of the 3-K
phase at rather low temperature, a feature which, however, lies
outside the scope of our discussion.

For our discussion of the H-T phase diagram, we decom-
pose the superconducting order parameter of the 3-K phase
into two components (here written for the p-wave state):
d(k) = ẑ(ηt kt + ηpkp), which correspond to the tangential
momentum direction kt and kp, perpendicular to the inter-
face, with the corresponding order parameters ηt and ηp (see
Fig. 2). At the onset of the 3-K phase, only the component
ηt nucleates at the interface owing to a locally enhanced tran-
sition temperature (the origin of this enhancement is still un-
known) and decays toward the bulk of SRO. This phase does
not break the time-reversal symmetry. At a lower temperature,
T ∗ ≈ 2.3 K, the second component ηp appears with a relative
phase of ±π/2, leading to the breaking of time-reversal sym-
metry. The interface affects the two components differently
owing to their distinct symmetries. The tangential component
ηt is under the reflection of a mirror plane parallel to the
interface, and its Cooper pair wave function has constructive
interference. In contrast, the perpendicular component ηp is
odd and suffers from destructive interference (Cooper pair
breaking), accompanied by subgap Andreev bound states.
These result in zero-bias anomalies in tunneling spectroscopy
[55,61]. In this manner, H∗ traces the onset of the perpendic-
ular order parameter component, corresponding to the second
transition. We consider the behavior of H∗ for a phenomeno-
logical GL approach and show that it agrees well within the
results of a chiral superconducting phase in SRO. In this study,
we show the chiral stability in the 3-K phase in the magnetic
field by the GL theory, which explains the field dependence of
H∗ in Fig. 1. We also clarify that this field-induced chiral sta-
bility in the interface state causes paramagnetic supercurrents
and a change in chirality at a certain distance.

II. GINZBURG-LANDAU THEORY FOR THE 3-K PHASE

We introduce our GL theory that models the situation
near the Ru-SRO interface, where we restrict the study to
the SRO side (see Fig. 2). For the order parameter, we use
the two components (ηt , ηp) from d(k) = ẑ(ηt kt + ηpkp). We
assume that the interface lies on the plane with normal vector
n = (1, 0, 0) (b-c plane) and is located at x = 0. Although
kp = kx and kt = ky, we will keep the indices (p, t ) following
the discussion above. Assuming homogeneity along the y and
z directions, the GL free-energy functional (per unit area of
the interface) is given as

F =
∫ ∞

0
dx

[
a(T, x)(|ηp|2 + |ηt |2) + b

4

{
3

2
(|ηp|2 + |ηt |2)2

− |ηp|2|ηt |2 + 1

2
(η∗2

p η2
t + η2

pη
∗2
t )

}

+ K1(|Dxηp|2 + |Dyηt |2) + K2(|Dyηp|2 + |Dxηt |2)

+ {
K3(Dxηp)∗(Dyηt ) + K4(Dxηt )

∗(Dyηp) + c.c.
}

+ K5(|Dzηp|2 + |Dzηt |2) + 1

8π
|∇ × A − H|2

]
, (1)

where the gradient D is defined as D = ∇ − iγ A, with
γ = 2e/h̄c, and the vector potential A is related to the to-
tal magnetic field B, B = ∇ × A. The second-order coeffi-
cient has a position-dependent critical temperature a(T, x) =
a′{[T − Tc(x)]/Tc,SRO}, with a′ > 0 and Tc(x) = Tc,SRO +
T0/ cosh[x/w], which describes a layer of enhanced critical
temperature relative to Tc,SRO = 1.5 K [51,57,62]. The layer
width is denoted by w, which is several tens of a nanometer
[60]. The other coefficients, b and Ki, are real and positive.
Assuming a cylindrical Fermi surface, we find the relations
a′ = 15b/4 and K1 = 3K2,3,4 = 150K5, where K1/a′ = ξ 2

0 and
ξ0 defines the zero-temperature coherence length (ξ0 ∼ w).
Note that the very small value for K5 is because of the quasi-
two-dimensional structure of SRO and leads to the highly
anisotropic bulk upper critical field. It can be clearly seen that
the homogeneous phase in bulk SRO for T < Tc,SRO is given
by the order parameter (ηt , ηp) = η0(1,±i); that is, it is chiral.

The boundary conditions are derived after adding a simple
interface term to F , Fint = gp|ηp(x = 0)|2, which describes
the suppression of ηp through pair breaking, while the ηt

component remains unaffected. Thus, the variational bound-
ary conditions for the two order parameter components are
given by

K1∂xηp|x=0 = gpηp(0), (2)

K2∂xηt |x=0 = 0. (3)

Note that gp = 1/lp, where lp is the so-called extrapola-
tion length. The scanning transmission electron microscopy
(STEM) measurements have shown that the Ru-SRO inter-
faces are atomically sharp and regular, suggesting specular
scattering on short length scales [63].

We now consider the situation where an external magnetic
field is applied. The highest critical temperatures are obtained
when the applied fields lie parallel to the interface. Thus,
we consider two cases in the Landau gauge: in-plane fields
H = (0, H, 0) ‖ ŷ with a vector potential A = (0, 0,−Hx)
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and c-axis fields H = (0, 0, H ) ‖ ẑ with A = (0, Hx, 0). It is
illustrative to consider the gradient terms for the two field
directions. First, we consider the in-plane field, H ‖ ŷ, where
the free-energy density of the gradient terms is given by
fK = f1 + f2, with

f1 = K1|∂xηp|2 + K2|∂xηt |2, (4)

f2 = (γ Az )2K5(|ηp|2 + |ηt |2), (5)

which yields a suppression for both components by the mag-
netic field. For H ‖ ẑ, the free-energy density has three terms,
fK = f1 + f3 + f4:

f3 = (γ Ay)2{K1|ηp|2 + K2|ηt |2}, (6)

f4 = −iγ Ay{K3(∂xηp)∗ηt − K4η
∗
p(∂xηt ) − c.c.}. (7)

While f3, analogous to f2, yields a suppression for both com-
ponents, f4 combines the two order parameter components
such that both ηp and ηt are present. In addition, the boundary
conditions for a nonvanishing field are augmented for H ‖ ẑ,

K1∂xηp|x=0 = gpηp(0) − iγ Ay(0)K3ηt (0), (8)

K2∂xηt |x=0 = iγ Ay(0)K4ηp(0), (9)

which also favors the appearance of the two order parameter
components together. The boundary conditions as well as the
f4 term favor the chiral combinations such that ηp has the
relative phase ±π/2 with ηt , where the sign is determined by
the field orientation.

We also consider the expression for the supercurrents
parallel to the interface. These are obtained by varying the
free-energy functional F with respect to A. We obtain

jy(x) = 8π [−γ 2Ay(K1|ηp|2 + K2|ηt |2)

− iγ {K3η
∗
t (∂xηp) − K4(∂ηt )η

∗
p − c.c.}] (10)

for the y component. The first term describes the screening
current density js

y for magnetic fields H ‖ ẑ, and the second
corresponds to a current density jc

y when the order parameter
forms a chiral superconducting state. For the z component, we
find

jz(x) = −8πγ 2AzK5(|ηp|2 + |ηt |2), (11)

which is a screening current for H ‖ ŷ.
The stable order parameter configuration in a magnetic

field can be obtained by solving the variational GL equation
of F , including the boundary conditions. We address this
problem numerically using the Newton-Euler method that al-
lows us to obtain the exact solution of a nonlinear differential
equation. To adapt our values to practical scenarios, we use the
following parameters: T0 = 2 K, w = 0.5 for the unit length
ξ0. We choose a′ = 1 and lp = 4.6. In this manner, the onset
of the 3-K phase occurs at T ′

c ≈ 3 K, and the second transition
where ηp appears is at T ∗ ≈ 2.3 K. Moreover, γ is fixed
through the relation Hc2,b = (ξ 2

0 γ )−1 = 0.075 T = H0, which
we use as the unit for magnetic fields.

III. NUMERICAL RESULTS AND ANALYSIS

A. Phase diagram

Now, we consider the results obtained by computationally
solving the GL equations focusing on the H-T phase diagram
of the 3-K phase. For this, we scan the H-T plane by fixing
T and varying H (see Fig. 3 and Fig. 4). The results for the
field direction, H ‖ ẑ are displayed in Fig. 3, showing the
behavior of the two order parameter components. For these
graphs, we choose the maximal values of the x-dependent
ηm

t,p. A more detailed discussion of the structure of the order
parameter near the interface is given below and displayed in
Figs. 6 and 8. For Hz = 0, we find that ηm

t appears at T ′
c = 3 K,

while ηm
p remains zero until the temperature of the second

transition, T ∗ ≈ 2.3 K, is attained. This is in good agreement
with the discussion above that the onset of the 3-K phase leads
to a nonchiral state consisting only of the order parameter
component that is tangential to the interface. However, for
nonvanishing Hz, both order parameter components become
finite below the upper critical field Hc2(T ). The perpendicular
component ηm

p is clearly field induced, as the contour lines in
the graph exhibit a bulge for higher temperatures. This indi-
cates that for H 
= 0 also |ηm

p | 
= 0 for T > T ∗. The magnitude
of ηm

p remains in the range T ∗ < T < T ′
c , which is small. The

important additional features we recognize in Fig. 3 are that
the two order parameter components share the same upper
critical field Hc2(T ) = H∗(T ). For T � T ∗, both ηm

t and
ηm

p have comparable magnitudes. The qualitative difference
between T > T ∗ and T < T ∗ can be seen in Fig. 5, where the
field dependence of both components is shown for T = 2.1
and 2.5 K. For the latter, the role of the magnetic field in
driving the perpendicular component becomes apparent. The
overall behavior is consistent with the experimental finding
from the detection of the zero-bias anomaly.

This is in contrast to the same type of plots for the in-plane
fields, H ‖ ŷ (see Fig. 4). First, the upper critical field Hc2 ‖ ŷ
for the onset of the 3-K phase is considerably higher, in our
calculation approximately by a factor of 10 and in experiment
between a factor of 3 and 4. At Hc2, the tangential component
ηm

t vanishes. At Hy = 0, the behavior is the same as in
the analog case of Hz = 0 with the second transition at T ∗
where, the perpendicular component of the order parameter
appears. The magnetic field suppresses ηm

p with a critical field
H∗(T ), which is considerably smaller than Hc2(T ) for all
temperatures. This is a qualitative difference; the above case
is in good agreement with the experimental results displayed
in Fig. 1. Clearly, ηm

p is constant at zero above T ∗ and also
for Hy 
= 0, such that the phase boundary H∗(T ) represents a
second symmetry-breaking transition, leading to a chiral order
parameter.

B. Properties for c-axis fields

As we mentioned earlier, the coupling of the magnetic field
to the order parameter is unusual for H ‖ ẑ. The magnetic field
is considered through the gradient terms fK , while the terms
f2 and f3 in Eqs. (5) and (6) yield the usual suppression of the
superconductivity by a magnetic field by increasing the energy
(origin for the screening currents). The term f4 in Eq. (7)
involves ηt and ηp such that it is possible to increase energy by
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FIG. 3. Temperature and field dependence of the order parameter components ηp and maximum ηt for H ‖ z: We display the maximal
value of the order parameters as a function of the position. The thick green line indicates Hc2. The contour lines show that ηp is induced by
the magnetic field, as it develops a bulge at temperatures higher than T ∗ ≈ 2.3 K. The ηt component is suppressed by the magnetic field. The
magnetic field is given in units of H0 = 0.075 T such that the largest field is Hz = 5H0 = 0.375 T, comparing well with the experimental value
at T = 2 K in Fig. 1.

coupling to the magnetic field. This require the spatial varia-
tion of the order parameter components and that their relative
phase is different from 0 and π , optimally ±π/2, whereby
the sign is determined by the field orientation. The term f4

describes the coupling of the magnetic field to the angular
momentum of the Cooper pairs. It can also be written using
the spontaneous chiral current jc

y included in the second term
of jy(x) in Eq. (10) through f4 = −Ay jc

y , which corresponds
to paramagnetic coupling. Note that the boundary conditions
in Eqs. (8) and (9) originate from the same mechanism. Thus,
the fact that the magnetic field induces ηp for T > T ∗ can
also be considered indirect evidence of the existence of chiral
currents in relation to interface superconductivity, beyond
simple screening currents.

Finally, we consider the spatial dependence of the order pa-
rameter components for temperatures above and below T ∗. In
Fig. 6, we show the situation for T = 2.5 K with and without
a magnetic field. For Hz = 0, only the tangential component
is nonvanishing and falls on a length scale of a few ξ0 to
zero away from the interface. For Hz 
= 0, the perpendicular
component ηp appears, induced by the field. For the same
temperature, Fig. 7 shows the current density composed of the
screening current js

y and jc
y . The screening current comprises

two counterpropagating currents that yield a magnetization
opposite the uniform external field. The chiral currents show
the opposite feature contributing to the magnetization parallel
to the external field. It is clear that this corresponds to the
paramagnetic coupling responsible for the driving of ηp, as

mentioned above. Lowering the temperature to T = 2.1 K
leads to the regime where both order parameter components
are nonvanishing, even in the zero field. In a finite magnetic
field, a slight modification is observed, as shown in Fig. 8.

Note that, for finite magnetic fields, ηt changes sign at ap-
proximately x ∼ 1 (the coherence length), which corresponds
to a reversal of chirality. While this constitutes, in principle,
a domain wall (see Fig. 9) and may be counterintuitive in
this situation where an external magnetic field should actually
favor only one of the two domains, analyzing the gradient
term f4 in Eq. (7) shows that in this way the energy gain
through the paramagnetic coupling to the magnetic field can
be maximized [64]. In this context, the difference in the length
scales ξp,t of decay for ηp and ηt , where ξp is longer than ξt , is
important. However, it is unclear whether this peculiar feature
would lead to any observable effect.

IV. CONCLUSIONS

Our discussion showed that the model of a filamentary
superconducting phase nucleating at the interface of Ru and
SRO, based on the assumption of a chiral pairing state for
SRO, can account for the basic properties of the H-T phase
diagram of the 3-K phase (see Fig. 1) [55,59]. In particular,
this model provides an understanding of the difference of the
two magnetic field directions, in plane and out of plane. How-
ever, the first important aspect of this model is the presence
of two superconducting transitions, which is very visible in
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FIG. 4. Temperature and field dependence of the order parameter components ηp and maximum ηt for H ‖ y: We display the maximal
value of the order parameters as a function of position. The thick green line indicates Hc2. The contour lines show that both components are
suppressed by the magnetic field, and ηp appears only below H∗, being strictly smaller than Hc2. The largest field is Hy = 50H0 = 3.75 T,
comparing well with the experimental value at T = 2 K in Fig. 1.

FIG. 5. Field dependence of the order parameter for temperature
T = 2.5 K > T ∗ and T = 2.1 K < T ∗: The top two panels show the
behavior of H ‖ z, and the bottom panels show H ‖ y. For the former
case, it is clear that ηp is field driven for T > T ∗. In the latter case,
ηp remains strictly zero for T ∗.

the phase diagram for the in-plane field. In this case, we see
an upper critical field Hc2 for the onset of the filamentary
3-K phase (detected through the drop in electrical resistance)
and a second critical field H∗ suggesting the appearance of
a second-order parameter signaled by the rise of a zero-
bias anomaly in the tunneling spectroscopy. An even more

FIG. 6. Spatial dependence of the order parameter components
with and without magnetic field H ‖ z for T = 2.5 K > T ∗. x is
given in units of ξ0. The magnetic field used in the graph Hz =
1.136H0 = 0.085 T.
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FIG. 7. Spatial dependence of the current density jy for H ‖ z
at T = 2.5 K (top panel) and 2.1 K (bottom panel). We distinguish
between screening current density js

y and chiral current density jc
y ,

where the total current density is the sum of the two. The magnetic
field used in the graph is Hz = 1.136H0 = 0.085 T.

FIG. 8. Spatial dependence of the order parameter components
with and without magnetic field H ‖ z for T = 2.5 K > T ∗. In a
finite magnetic field, the ηt component changes sign away from the
interface. The magnetic field used in the graph is Hz = 1.136H0 =
0.085 T.

FIG. 9. Inversion of chirality is induced by an energy gain to
optimize the coupling of the external field to the paramagnetic
current.

intriguing and crucial property is observed in the phase di-
agram for the c-axis field, where H∗ merges with Hc2. This
indicates the removal of the second transition because the
magnetic field already induces the second-order parameter
component to form a chiral pairing state. We can interpret
this property as evidence of the realization of a chiral super-
conducting phase in SRO. Note that the phase diagram we
derived here would be qualitatively identical for the (px +
ipy)-wave and (dxz + idyz)-wave states of the forms d(k) =
�0ẑ(kt ± ikp) and ψ (k) = �0kz(kt ± ikp), respectively. De-
spite the nodal structure of the chiral d-wave state, the zero-
bias anomaly would appear only in the presence of the perpen-
dicular component like for the chiral p-wave state. Therefore,
we consider that the phase diagram in Fig. 1 provides crucial
evidence for a chiral superconducting phase in SRO but would
not allow us to distinguish decisively between the even- and
odd-parity pairing channels.

Based on our discussion we suggest that it would be
highly interesting to perform in-plane tunneling experiments
for uniaxially strained samples too, in the hope of detecting,
by the appearance of a zero-bias peak, the presence of a
second transition concurrent with the onset of the μSR signal
[47]. Naturally, this observation would depend on which of
the two order parameter components nucleates first when the
degeneracy is lifted. Therefore, besides the phenomenology
in a magnetic field, a comparison of the behaviors of tensile
and compressive uniaxial stresses would also provide a test of
consistency.
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