PHYSICAL REVIEW B 100, 214114 (2019)

Bond-order potentials for the Ti;AlC, and Ti;SiC, MAX phases

Gabriel Plummer

and Garritt J. Tucker”

Department of Mechanical Engineering, Colorado School of Mines, Golden, Colorado 80401, USA

® (Received 27 September 2019; revised manuscript received 22 November 2019; published 18 December 2019)

Bond-order potentials have been developed for the Tiz;AlC, and TizSiC, MAX phases within the Tersoff
formalism. Parameters were determined by independently considering each interatomic interaction present in
the system and fitting them to the relevant structural, elastic, and defect properties for a number of unary,
binary, and ternary structures. A number of material properties, including those not used in the fitting procedure,
are reproduced with a high degree of accuracy when compared to experiment and ab initio calculations.
Additionally, well-documented MAX phase behaviors such as plastic anisotropy and kinking nonlinear elasticity
are demonstrated to be captured by the potentials. As a first highly accurate atomistic model for MAX phases,
these potentials provide the opportunity to study some of the fundamental mechanisms behind unique MAX
phase properties. Additionally, the fitting procedure employed is highly transferable and should be applicable to

numerous other MAX phases.
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I. INTRODUCTION

MAX phases are ternary metal carbides and nitrides with
the general formula M,;;AX,, where n =1, 2, or 3, M is
an early transition metal, A is an A-group element, and X
is C and/or N. They represent a unique class of layered
materials, where close-packed M, X, layers are interleaved
with pure A layers (Fig. 1). The thickness of the MX layers is
determined by 7, and therefore MAX phases are classified into
three categories accordingly: 211, 312, or 413 (i.e. M AX,
M3AX,, and MsAXj;, respectively). MAX phases can be
formed from a wide range of M and A elements, with 60+
compounds being synthesized to date [1]. The layered struc-
ture, made up of strong M-X bonds and relatively weak M-A
bonds, imparts a unique combination of properties; they share
many advantageous properties of their corresponding binary
metal carbides and nitrides such as high elastic stiffness, good
electrical and thermal conductivity, and high temperature
stability, however, they are also readily machinable, relatively
soft, resistant to thermal shock, and damage tolerant [2—4]. As
aresult, MAX phases have been proposed for a wide range of
uses, including high temperature structural applications [5],
protective coatings [6,7], electrical contacts [8], nuclear fuel
cladding [9], and more.

While MAX phases are already being implemented in
many applications, the fundamental mechanisms behind a
number of their interesting properties, which have made
them the subject of such intensive study over the past two
decades, remain largely unknown. This limits the degree to
which they can be better engineered for specific applica-
tions. A prime example is their well-documented kinking
nonlinear elastic (KNE) behavior [1,3]. When polycrystalline
samples are loaded in compression or single crystals are
nanoindented, MAX phases exhibit fully and spontaneously
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reversible stress-strain hysteresis loops. The energy dissipated
is due to the formation of kink bands, a common deformation
mode in layered solids [10]. The micromechanism responsible
for the formation of kink bands has long been hypothesized to
be basal dislocation arrays [10-12], however, recent observa-
tions have provided evidence for a different micromechanism
at work, atomic scale buckling of layers termed ripplocations
[13—-16]. Another example is the remarkable radiation toler-
ance of MAX phases, as neutron studies suggest nearly all
irradiation-induced damage disappears above 700 °C [17,18].
These notable observations have been ascribed to the ability
of A layers to act as efficient defect sinks and migration
pathways, but the underlying defect processes by which this
occurs remain unknown. The phenomena associated with
KNE behavior and radiation tolerance occur on time scales
much too short to observe directly via experiment and on
length scales beyond the capabilities of density functional
theory (DFT) calculations. Atomistic simulations employing
an interatomic potential provide a middle ground, in which
these important mechanisms and a variety of others can be
studied directly, provided an appropriate interatomic potential
is defined.

There is a clear need for atomistic modeling of MAX
phases, but research activity in developing an accurate in-
teratomic potential has been minimal. Presently, only one
interatomic potential has been developed for a MAX phase
[19]; it was used to study Ti, AIN/TiAl composites but focus
was placed on interfacial properties and not on extensive
validation showing that it can reproduce fundamental MAX
phase behaviors. The difficulty in developing interatomic
potentials for MAX phases arises from the complexity of
the system—ternary systems have significantly more inter-
actions to account for than unary or binary ones—and its
heterogeneity—M, A, and X elements can be significantly
different in how they interact with themselves and one another.
The goal of this study is to overcome these challenges by
using a flexible potential form combined with a stepwise
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FIG. 1. A representative unit cell of the 312 MAX phases, where
the M, A, and X layers are labeled, and atoms are colored blue,
yellow, and gray, respectively. Additionally, the MgX octahedral
units are shown.

fitting procedure to produce accurate MAX phase interatomic
potentials. The 312 MAX phases, TizAlC, and Ti3SiC,, were
chosen as they are some of the most widely studied and
thus significant experimental /DFT data is available to use for
fitting and validation. The methodology utilized herein should
be capable of being transferred to other MAX phases as well,
provided the necessary data is available.

II. POTENTIAL FORM

MAX phases are known to possess a combination of ionic,
covalent, and metallic bonding [4]. Therefore, any potential
form must be flexible enough to handle this diverse set of
interactions, while maintaining a sufficient degree of sim-
plicity so that simulations may be appropriately scaled. The
bond-order potential (BOP) as originally proposed by Tersoff
[20] along with minor variants has proven to accurately de-
scribe a number of systems encompassing covalent [21,22],
metallic [23-26], and mixed ionic/covalent bonding [27-29].
Combined with its simplicity compared to more complex
bond-order [30,31] and reactive potentials [32,33], it is an
ideal candidate for modeling MAX phases. The modified
embedded atom method (MEAM) [34] was also considered
but ultimately not chosen as it imposes more restrictions on
the types of structures it can model.

The formalism used herein is described in detail in
Ref. [27], but briefly the energy functional takes the following
form:

1
E = 2 Z ZfC(rij)[fR(rij) + bijfa(rij)] M
iij

where fr is a cutoff function, fg and f4 represent repulsive
and attractive two-body terms respectively, and b;; is a many-
body term called the bond-order parameter, which accounts
for angular dependence of bonds and couples coordination
number to bond strength. The smooth cutoff function is de-
fined by the following with free parameters R and D:

1 r,‘j<R—D
ety = |3 = dsin(3%54) R—D<rj <R+D
0 rij > R+D

(@)

Typically, R and D are defined such that only first nearest
neighbors fall within the cutoff range. The two-body terms
are taken as Morse potentials with the free parameters A, A,
B, and A,:

fr(rij) = Aexp(—hiryj) 3)
falrij) = —Bexp(—2ary)) “)
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where A3, ¥, ¢, d, and h are free parameters. This amounts to
11 free parameters per elemental interaction, 14 per binary
interaction, and 3 additional ternary parameters. In total, a
ternary potential employing this form requires 78 free param-
eters to be fitted.

III. FITTING PROCEDURE

Fitting such a large number of free parameters simultane-
ously presents a formidable optimization problem, especially
when the objective function does not have an analytical form
as in atomistic simulations. To circumvent this difficulty, most
binary and ternary interatomic potentials are fitted by consid-
ering each interaction independently. This stepwise approach
has proven to be successful for previous ternary potentials de-
veloped within the bond-order formalism used herein [24,26].
As such, elemental interactions (Ti-Ti and Al-Al) were first
fitted to properties of the corresponding elemental phases
(previously published C-C and Si-Si interaction parameters
were already available [21]). Next, the binary interaction Ti-C
was fitted to properties of bulk TiC, as the MX layers in
MAX phases adopt a similar rocksalt configuration. Finally,
the binary interactions Ti-A (A = Al or Si) and A-C were
fitted to MAX phase properties along with the three additional
ternary parameters. The A-C interactions do not contribute
in the equilibrium MAX phase structure, so they were fitted
after the Ti-A interactions to a number of defect-containing
structures. This stepwise approach is illustrated in Fig. 2.
Thus the original, highly complex optimization problem was
broken down into a number of more tractable ones, limiting
the number of parameters fitted simultaneously to 17 at most.
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FIG. 2. A flowchart illustrating the workflow utilized to develop
the MAX phase potentials and the fitting procedure used for each
interaction.

Each interaction was fitted by minimizing the sum of
squared residuals for a number of relevant material proper-
ties, utilizing a simplex search method [35]. The residuals
were normalized by a tolerance value according to their
units. Typical tolerance values used were 0.03 A, 5 GPa,
and 0.1 eV. This form of objective function contains a large
number of local minima, making the initial parameter guess
of great importance for the final result. Due to this, an it-
erative fitting approach was taken in which a large number
of initializations (on the order of 10?-10%) were generated
and subsequently optimized in an attempt to best approach
a global minimum (see flowchart in Fig. 2). Each initial-
ization was generated randomly from a range of parameter
values informed by previous published potentials and, once
they were completed, the elemental interaction parameters
developed herein. Within each iteration, two separate phases
of optimization were performed as it was found to be more
efficient than a single optimization. The first phase, a rough
optimization, involved fitting to structural properties such
as lattice constants and formation energy as well as elastic
properties. The second phase, a more stringent optimization,
then included other energies such as structural transitions and
point defect formations. Once an iteration was completed, the
final parameter set was validated against a set of test properties
not included in the fitting scheme. These included additional
structural transitions, point defect formation energies, and
surface energies. Finalized parameter sets for each interaction
were chosen after comparing both fitted and test properties
across each iteration. All calculations of properties during
the fitting procedure were performed within LAMMPS, the
Large-scale Atomic/Molecular Massively Parallel Simulator
(lammps.sandia.gov), an open source molecular dynamics
(MD) code [36]. Visualizations of atomistic simulations were
created with the open source software OVITO [37].

TABLE I. Calculated properties of Ti using the BOP in com-
parison with experimental and DFT data. Properties calculated with
a MEAM potential [38] are also presented for comparison. Prop-
erties marked with an asterisk (*) were fitted to, while all others
were used for validation. Properties listed are lattice constants (a,
c), cohesive energy (E.), elastic constants (C;;), structural energy
differences (AE), vacancy formation energy (Vr;), octahedral and
basal octahedral interstitial formation energies (Tip, Tigp), surface
energies (Eqyt), stacking fault energy (E*/), linear thermal expansion
coefficient («), specific heat (Cp), and melting point (T,,).

Property Experiment/DFT MEAM? BOP
a (A)* 2.95 2.95 2.92
¢ (A 4,68 4.69 4.68
E, (eV/atom)* —4.87* —4.87 —4.87
Cy; (GPa)* 176* 170 177
Cy, (GPa)* 87° 80 83
Ci3 (GPa)* 68° 75 74
Ca; (GPa)* 1912 187 193
Cus (GPa)* 512 42 39
AEhzrp%bcc (GV)* 007a 002 008
AEjcps ec (€V)* 0.06 0.05 0.11
AEjepse (€V) 0.41° 1.25 0.98
AEjepdia (€V) 1.57° 2.26 2.13
Vi (eV)* 1.55¢ 1.79 1.61
Tip (eV)* 2.13¢ 453 2.24
Tigo (eV)* 2.25¢ 373 227
E%0! (J/m?) 2.1, 1.92 (avg)® 2.14 1.37
E!I% (J/m?) 2.1, 1.92 (avg)® 2.15 1.28
E!120 (J/m?) 2.1, 1.92 (avg)® 235 1.63
E*/ (J/m?) 0.290* 0.213 0.470
o (K'x1076) 8.9 10.2 9.6
Cp (J/K-mol) 25.3° 25.8 25.7
T,, (K) (hep — 1) 17372 1706 1660

2Reference [38].
bReference [39].
‘Reference [40].
dReference [41].

IV. RESULTS AND DISCUSSION
A. Titanium and aluminum

Properties of elemental Ti and Al calculated using the BOP
are shown in Tables I and II, respectively, along with com-
parisons to experimental and DFT calculated values, which
were used for fitting and validation purposes. Calculations
made with MEAM potentials are also shown to illustrate the
comparability of the BOP to well-established models of these
systems. All fitted properties of Ti and Al are captured with
a high degree of accuracy by the BOP. Structural properties
such as lattice constants and cohesive energies fall within
1% of their corresponding experimental values. The elastic
constants are predicted to within 6 GPa of their actual values
with the exception of Cy44 for Ti, which is underestimated by
12 GPa. The MEAM also underestimates this elastic constant
by 9 GPa. The BOP correctly predicts HCP and FCC to be
the ground state structures of Ti and Al, respectively, with
transitions between HCP, FCC, and BCC predicted to within
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TABLE II. Calculated properties of Al using the BOP in com-
parison with experimental and DFT data. Properties calculated with
a MEAM potential [42] are also presented for comparison. Properties
marked with an asterisk (*) were fitted to, while all others were
used for validation. Properties listed are lattice constant (a), cohesive
energy (E.), elastic constants (C;;), structural energy differences
(AE), vacancy formation energy (V,;), [100] dumbbell interstitial
formation energy (Al,), surface energies (Eqy¢), stacking fault energy
(E*), linear thermal expansion coefficient (), specific heat (Cp), and
melting point (T,,).

TABLE III. Calculated properties of TiC using the BOP in
comparison with experimental and DFT data. Properties calculated
with a MEAM potential [45] are also presented for comparison.
Properties marked with an asterisk (*) were fitted to while all
others were used for validation. Properties listed are lattice constant
(a), formation energy (Ey), elastic constants (C;;), structural energy
differences (AE), vacancy formation energies (V,), tetrahedral in-
terstitial formation energies (X;), antisite formation energies (X,),
surface energies (Eqyr), stacking fault energy (E*/), linear thermal
expansion coefficient («), and melting point (T,,).

Property Experiment/DFT MEAM* BOP Property Experiment/DFT MEAM* BOP
a(A)* 4.03° 4.04 4.04 a(A)* 433 442 433
E. (eV/atom)* —3.36 —3.36 —337  Ej (eV/atom)* —0.78% —0.78 —0.99
Cy, (GPa)* 114 114 111 C,, (GPa)* 513b 522 516
Cy, (GPa)* 62° 62 66 Cy, (GPa)* 106° 102 71
Cy (GPa)* 320 32 35 Cy4 (GPa)* 178° 129 171
AE feepec (€V)* 0.1 0.12 0.1 AEgp (eV)* L.17¢ 0.58 1.10
ABfcemnep (€V)* 0.06 0.03 0.02 AEp|_.p3 (eV)* 0.81° I.1 0.75
AE ey (€V) 0.36 0.13 0.41 AEpi_p4 (eV) 0.32¢ 0.53 0.72
AEfce—dia (V) 0.75¢ 0.95 0.28 AEgi_p17 (eV) 1.06° 0.58 1.33
VAI (CV)* 0.682 0.68 0.69 AEB]—>BS] (CV) 0.13¢ —-0.16 0.59
Al, (GV)* 293b 2.49 292 AEBlﬁBh (eV) 0.71¢ —0.09 0.70
E!% (J/m?) 135 0.848 0926  Vri(EVy 7.81¢ 2.96 7.01
E!I0 (J/m?) 127° 0.948 0978  Ve(eV)y —0.5* 0.66 —0.75
E:lullrlf (J/mZ) 1'2b 0.629 0.798 Tl,- (eV)* 8.19d 2.17 8.03
e X Cr: (eV) 12.17¢ 5.96 12.95
a (K=x107") 23.5 22.0 268 1i(eV) 6.944 10.02 8.65
Cp (J/K-mol) 2472 26.2 23.6 0 R .
T, (K) 9338 937 1050 E!% (J/m?) 1.7 291 2.54
E!l% (J/m?) 3.7° 3.76 3.27
et £ /)
. s 2 f
Reference [40]. E* (J/m?) 1.38 1.32 0.76
a (K~'x1079) 7.7¢ 4.6 5.0
T,, (K) 33408 3000-3500  3500-3600

tens of meV. Vacancy and self-interstitial formation energies
are also predicted to within tens of meV of DFT calculated
values. Notably, the BOP does a significantly better job than
the MEAM in reproducing interstitial energies.

Properties which were not used in fitting are also relatively
well captured by the BOP. Transitions to simple cubic (SC)
and diamond cubic (DIA) are predicted to be significantly
higher in energy than the corresponding transitions between
HCP, FCC, and BCC, as would be expected for metallic
systems. Surface energies are generally underestimated, but
close-packed surfaces are correctly predicted to be the lowest
in energy. Stacking fault energy is overestimated and under-
estimated for Ti and Al, respectively. Planar defects appear to
be one area where the MEAM performs better, most likely due
to its inclusion of second nearest neighbors within the cutoff
range. Impressively, thermal properties such as the average
linear thermal expansion coefficient and specific heat are all
predicted to within 15% of their experimentally determined
values without any fitting. Both melting points, calculated
via the solid-liquid interface method [44], are within 120 K
of their actual values, an excellent result for interatomic
potentials. Overall, the BOP provides an appropriate model
for elemental Ti and Al, and the results are on par with
the MEAM, which is commonly used in atomistic model-

4Reference [45].
bReference [46].
‘Reference [49].
dReference [50].
¢Reference [51].
fReference [52].
gReference [53].

ing of metallic systems. These Ti-Ti and Al-Al interactions
were subsequently incorporated into binary (TiC) and ternary
(MAX) systems without modification.

B. Titanium carbide

Modeling of TiC includes the previously developed Ti-
Ti and C-C interactions along with newly developed Ti-C
interactions. Properties of TiC calculated using the BOP are
shown in Table III along with comparisons to experimental
and DFT calculated values, which were used for fitting and
validation purposes. Again, calculations made with a MEAM
potential are also shown as a means of benchmarking the
BOP’s performance. It should be noted that unlike Ti and Al,
which have numerous published potentials available for use,
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TiC has not been as widely studied, with only two potentials
available to date [45,46].

The experimental lattice parameter of TiC is reproduced
exactly by the BOP, in contrast to the MEAM which over-
estimates it by about 0.1 A. The magnitude of the forma-
tion energy is slightly overestimated, but this was deemed
acceptable in order to better fit other properties. The elastic
constants are reproduced well except for C;,, which is under-
estimated by 35 GPa. This overall result however, represents
an improvement over the MEAM as it underestimates Cy4 by
nearly 50 GPa. The ground state structure of TiC is rocksalt
(B1). To ensure this, the transitions to a number of other
common binary structures were calculated: CsCl (B2), zinc
blende (B3), wurtzite (B4), PtS (B17), NiAs (B81), and WC
(Bh). The BOP predicts all these structures to be higher in
energy than the Bl ground state structure. In contrast, the
MEAM incorrectly predicts both the B81 and Bh structures
to be lower in energy than the B1 structure.

The calculation of point defect energies becomes more
complex in nonunary compounds such as TiC, as formation
energies are dependent upon the chemical potentials of the
constituent species:

E' = Eget — Epert + ) _ nitti ®)
i

where Eg.r and Ep.r are the total energies of the defective
structure and a defect-free structure, respectively, n; is
the change in the number of atoms of element i, and
wu; is the chemical potential of element i. For simplicity,
the chemical potentials of the reference phases (hcp-Ti:
—4.87 eV /atom and graphite: —7.37 eV /atom) were adopted.
Utilizing Eq. (8), the BOP correctly predicts all vacancy and
interstitial formation energies to within 0.8 eV of the values
calculated via DFT. This is in contrast to the MEAM,
which does not capture any of them with much accuracy.
Impressively, both antisite formation energies are also
accurately predicted by the BOP to within 2 eV of the DFT
calculated values. The MEAM, again, is significantly off in
these predictions.

Surface energies are predicted within reason by the BOP,
but most importantly, the correct trend is reproduced, with the
(100) surface being the lowest in energy and the (111) surface
being the highest. Stacking fault energy is underestimated,
as priority was placed on point defect properties. Again, the
MEAM appears to capture planar defects better than the
BOP. Selected thermal properties were calculated, with the
average linear coefficient of thermal expansion and melting
point being reproduced reasonably well. Overall, the BOP
reproduces properties of TiC accurately and can be seen as an
improvement over the MEAM due to its inability to capture
point defect energies and predict B1 as the ground state
structure. The Ti-C interaction was subsequently incorporated
into MAX phase systems without further modification. It is
important to note that a MAX phase potential, which can also
accurately model the corresponding MX phase, is desirable as
MX impurity particles are nearly always found in real MAX
phase microstructures [47,48].
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FIG. 3. (a) Elastic constants and (b) point defect formation ener-
gies of Ti3AlC, and Ti;SiC, calculated with the BOP plotted against
DFT calculated values.

C. Ti;AlC, and Ti;SiC, MAX phases

Extending the BOP to model Ti3;AlC; and TizSiC, MAX
phases includes all previously developed interactions as well
as newly developed Ti-Al, Al-C, Ti-Si, and Si-C interactions.
Properties of both MAX phases calculated using the BOP are
shown in Table IV along with comparisons to experimental
and DFT calculated values, which were used for fitting and
validation purposes. No additional potentials were available
for comparison as was the case for the elemental and binary
systems.

The BOP captures the structural properties of both MAX
phases well. The lattice constants are calculated to within
a few percent of their actual values, despite some accuracy
in a for Ti3AlC, being sacrificed to better replicate other
properties. The formation energies are predicted to within
0.15 eV, and the B polymorphs are predicted to be higher in
energy than the o polymorphs. The only difference between
the two polymorphs is a shearing of the A layers relative to
the MX layers [1]. Elastic properties are also replicated with
a high degree of accuracy, as all elastic constants except Cj3
fall within 15 GPa of their DFT calculated counterparts. This
accuracy is visualized in Fig. 3(a), where BOP calculated val-
ues are plotted against their respective DFT calculated values.
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TABLE IV. Calculated properties of the Tiz AlC, and Ti;SiC, MAX phases using the BOP in comparison with experimental and DFT data.
Properties marked with an asterisk (*) were used to fit Ti-A interactions while those marked with a double asterisk (**) were used to fit A-C
interactions. All other properties were used for validation. Properties listed are lattice constants (a, c), formation energy (Ey), elastic constants
(Ci)), structural energy differences (AE), vacancy formation energies (V,), antisite formation energies (X,), interstitial formation energies (X;),
surface energies (Egyt), and linear thermal expansion coefficient (o).

Ti; AIC, Ti;SiC,
Property Experiment/DFT BOP Experiment/DFT BOP
a (Ay 3.07° 2.97 3.07% 3.08
c (A 18.58* 18.60 17.67* 17.71
E; (eV/atom)* —0.72 —0.85 —0.95¢ —0.89
AE,_. 4 (eV/atom)* 0.04¢ 0.01 0.05¢ 0.02
Cy; (GPa)* 368° 357 355 346
C1, (GPa)* 81e 90 96! 96
Ci3 (GPa)* 76° 97 103f 152
C33 (GPa)* 313¢ 322 347° 338
Cys (GPa)* 130¢ 134 160" 168
Vri, (€V)* 7.5¢ 7.5 7.3¢ 8.1
Vi, eV)* 5.7¢ 5.6 5.5¢ 5.5
V4 (eV)* 2.8 0.6 2.1¢ 0.8
Ve (eV)* 2.9¢ 2.1 2.1¢ 0.3
Ay, (eV)™ 2.7¢ 3.0 4.3¢ 5.0
Az, (€V)™ 2.0¢ 22 3.2¢ 29
Tiy (eV) 1.2¢ 0.0 1.8¢ -1.0
Cryy, (eV) 11.6¢ 14.9 11.8¢ 15.5
Cry, (eV) 6.2¢ 5.8 5.9¢ 4.0
Tic (eV) 6.2¢ 7.6 8.0¢ 5.4
Cx(eV) 3.8¢ 4.6 3.8 3.7
Ac (eV) 5.5¢ 45 3.4¢ 32
A, (eV) 5.3¢ 5.5
Ay (eV) 45 3.4 4.2¢ 5.9
A, (eV) 2.48 2.6 2.12 49
Ti, (eV) 7.0¢ 8.7 5.3¢ 7.1
Tiy; (eV) 5.3¢ 4.7 5.0¢ 43
Tiy, (eV) 5.7¢ 2.8 5.1¢ 45
Ties (eV) 3.8¢ 3.6
Ti,, (V) 4.7¢ 3.7 4.1¢ 3.5
C, (eV)™ 2.6 2.5 3.1¢ 43
Cp (V)™ 1.3¢ 1.6 0.9¢ 1.1
Ce (eV)*™ 1.5¢ 0.6 2.8¢ 1.8
Cep (eV)™ 1.8¢ 1.7 1.8¢ 24
ElI74 (J/m?) 2.1 0.6 2.9" 0.9
El17C (J/m?) 6.4h 5.8 6.3 35
El=C (J/m?) 4.7 33 5.1t 3.4
o (K™'x107%) 9.1! 7.7 9.3 49

2Reference [1].

bReference [54].
‘Reference [55].
dReference [56].
¢Reference [57].
fReference [58].
gReference [59].
hReference [60].
iReference [61].
iReference [62].

The diagonal line represents perfect agreement between the of point defects. To distinguish between the two different Ti
two, and each point does not fall far from this (R* = 0.996 sites in Ti3AlC, and Ti3SiC,, the site in the center of the MX
and 0.975 for Ti3 AlC, and TizSiC,, respectively). block, bonded only to C atoms, is designated Ti;;, and the

With three constituent elements and four distinct crystal- site at the surface of the MX block, bonded to both C and A
lographic sites, 312 MAX phases can exhibit a wide array atoms, is designated Ti; (Fig. 1). This is done in accordance
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FIG. 4. A schematic showing the locations of interstitial sites
within the A layer. Two adjacent layers of Ti; and A atoms are viewed
along the [0001] direction. Interstitials either fall within the layer of
A atoms or between the two layers of Ti; and A atoms.

with the standard laid out by Barsoum [1]. It should be noted
that the opposite convention was used by Wang et al. [59],
from which DFT calculated values of point defect formation
energies were taken. In total, four different vacancies and
eight different antisites must be considered. In addition to
this, there are a number of different interstitial sites available.
For simplicity, only those interstitial sites in proximity to
the A layer were considered as Ti and C interstitials in the
MX layer are fully modeled by the Ti-C interaction and
A interstitials in the MX layer have been shown to be ex-
ceedingly unlikely [59]. The different interstitial sites present
within the A layer are depicted in Fig. 4 and are described
similarly to Wang et al. [59]. The a site occurs between
the A and Ti; planes, the b site occurs between the A and
Ti; planes (b1) and within the A plane (b2), and the c site
occurs between the A and Ti; planes (c1) and within the A
plane (c2).

Point defect formation energies were calculated with the
BOP according to Eq. (8), again taking the chemical potentials
as those of the reference phases (hcp-Ti: —4.87 eV/atom,
fcc-Al: —3.36 eV/atom, dia-Si: —4.63 eV/atom, and
graphite: —7.37 eV /atom). The four vacancy formation en-
ergies are replicated well, with only V4 and V¢ in Ti3SiC,
being more than 1 eV off. Despite this, the correct trend is
maintained in both MAX phases, with V7;, having the highest
formation energy followed by Vr; and then V4 and V¢
having the lowest. Impressively, all eight antisite formation
energies, most of which were not fitted to, are modeled rela-
tively accurately; the majority fall within 1.5 eV of the DFT
calculated values. Finally, the numerous interstitial formation
energies are also predicted with a good degree of accuracy.
The Ti,; site is predicted to be unstable in both MAX phases,
decaying into the Ti,, site, but this is not surprising as there
remains some disagreement between DFT studies over the
stable interstitial sites in MAX phases [59,63,64]. Of particu-
lar note, C interstitial formation energies are predicted with
a high degree of accuracy. These interstitials are expected
to be the most numerous due to their low formation energy.
Calculation of the various point defect formation energies is
again visualized in Fig. 3(b), with BOP values plotted against
DFT calculated values. There are a few outliers, but overall the
BOP is able to capture a large number of these point defects

accurately (R? = 0.891 and 0.778 for TizAlC, and Ti3SiC,,
respectively).

Also calculated with the BOP were (0001) surface en-
ergies, in which different sets of bonds were broken. The
BOP underestimates these energies, but the correct trend is
captured. The energy of the surface after breaking Ti;-A
bonds is the lowest, indicating that these are the weakest
bonds in the system. Finally, average linear coefficients of
thermal expansion were calculated to ensure the BOP can
model MAX phases at nonzero temperatures. These values
are underestimated but remain within a reasonable range for
MAX phases [1]. Overall, the BOP is able to accurately
model Ti3AlC, and Ti3SiC,, with numerous experimentally
determined and DFT calculated properties being replicated.
Further validation of the BOP is subsequently presented in the
form of large-scale MD simulations, which demonstrate some
of the well-documented MAX phase behaviors.

D. Large scale validation

As a complement to the numerous material properties of
Ti3AlC; and Ti3SiC; predicted by the BOP, several large-scale
tests were performed to serve as further validation that it is
an appropriate atomistic model. These include deformation
mechanisms in single crystals, high temperature deformation,
and KNE behavior.

The deformation of MAX phase single crystals and its
anisotropy has been difficult to isolate experimentally from
any potential grain boundary effects. However, some work
has been done to probe the response of highly-oriented MAX
phase grains to uniaxial compression along different axes
[65], giving a good approximation to a single crystal response,
and recently uniaxial compression of single crystal micropil-
lars was performed [66]. In both cases, when compressed at an
angle to the basal planes, a large degree of plastic deformation
was observed. This has been ascribed to the presence of 2
slip systems in MAX phases, both contained within the basal
planes [1,3]. In contrast, when the basal planes were loaded
edge-on, the formation of kink bands was observed to precede
any other plastic deformation, as the basal slip systems are not
active in this orientation. In both cases, the plastic anisotropy
exhibited by MAX phases is clear.

To replicate some aspects of these results, uniaxial com-
pression simulations were performed on fully periodic 10 x
10 x 10 nm? blocks of TizAlC, and TizSiC, utilizing the
BOP. The cells were loaded in three different orientations with
respect to the basal planes: 45° (angle), 0° (parallel), and 90°
(perpendicular). The simulations were carried out at 300 K
and with a 10% s~! strain rate within the NPT ensemble. The
stress-strain curves from these simulations on TizAlC, are
shown in Fig. 5(a), and the anisotropic response for inelastic
deformation and strength, as a function of loading orientation,
is obvious. Similar results were obtained for Ti;SiC, [67].
When loaded at an angle to the basal planes, a sawtoothlike
(i.e., jerky) curve, typical of materials with active slip systems
alternating between nucleation and exhaustion, was gener-
ated. There is a high degree of plastic deformation as com-
pressive failure occurred beyond 35% strain. In contrast, when
loaded both parallel and perpendicular to the basal planes,
a stress-strain curve more typical of brittle materials was
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FIG. 5. (a) Stress-strain curves for Ti3AlC, under uniaxial com-
pression in three different orientations with respect to the basal
planes. (b) Stress-strain curves for Tiz AIC, under uniaxial compres-
sion parallel to the basal planes at various temperatures.

generated. Compressive failure occurred suddenly at a strain
around 20%, without any apparent plastic deformation. The
noticeable stress drop in the perpendicular case is associated
with a rearrangement of the A layers into the S-polymorph
structure. This strain-induced transition has been observed
experimentally [68,69], but further study is required to fully
understand its origin. To better understand the compression
results, snapshots of the simulations taken immediately before
and after compressive failure are shown in Fig. 6. Snapshots
from the simulations performed on Ti3SiC, are available in
the Supplemental Material [67]. The snapshots taken before
compressive failure are color coded by shear strain to deter-
mine if slip occurred. When loaded at an angle to the basal
planes, it is clear that a number of slip events occurred prior to
failure, and that these were contained within the basal planes
[Fig. 6(a)]. This is not the case for parallel and perpendicular
loading where no slip events are apparent [Figs. 6(b) and
6(c)]. These results are consistent with MAX phases only
having slip systems contained within their basal planes. The
snapshots taken after compressive failure are color coded by
atom type to provide a better contrast of the layers. When

Shear Strain
5

FIG. 6. Snapshots of uniaxial compression simulations on
Ti; AlC, immediately before (left) and after (right) compressive fail-
ure. Snapshots before are color coded by shear strain, and snapshots
after are color coded by atom type (Ti—blue, Al—yellow, C—gray).
All three loading orientations are depicted: (a) at an angle to the basal
planes, (b) parallel to the basal planes, and (c) perpendicular to the
basal planes.

loaded at an angle and perpendicular to the basal planes,
failure occurred by shear banding [Figs. 6(a) and 6(c)], as
has been observed experimentally [65]. When loaded parallel
to the basal planes, sudden failure occurred when the layers
began to form buckles, which rapidly propagated throughout
the system. In larger systems, these buckles could be precur-
sors to the kink bands observed post mortem in experiments
[65,66]. Based on these simulations, the BOP appears to
accurately capture the plastic anisotropy of MAX phases and
its associated mechanisms. This gives further evidence that
the BOP can successfully model MAX phases.

The uniaxial compression simulations, with loading per-
formed parallel to the basal planes were also repeated at
regular temperature intervals up to 1500 K. This was done
to ensure that no additional nonbasal slip systems become
active at high temperatures. While MAX phases are known to
undergo a brittle to plastic transition at high temperatures, this
is only observed in polycrystalline samples and has therefore
been attributed to a temperature dependent grain boundary
decohesion stress [1,3]. Observations of decreasing fracture
toughness above the transition temperature lend support to
this hypothesis [70-72]. The stress-strain curves from these
simulations on TizAIC, are shown in Fig. 5(b). The curves
nearly fall on top of one another, and no additional defor-
mation mechanisms are apparent. Additionally, the strain to
failure monotonically decreases with temperature, ruling out
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FIG. 7. The force-displacement curve from simulated nanoin-
dentation performed on TizAlC,.

further plastic deformation. Similar results were obtained for
TizSiC, [67].

As discussed previously, one of the most well documented
phenomena occurring in MAX phases is their KNE behav-
ior. Nanoindentation represents an ideal test to determine if
the BOP is able to capture this critical behavior. Therefore
nanoindentation was performed on 40 x 1 x 60 nm? cells of
Ti3AlC; and Ti3SiC,, with a 10 nm radius cylindrical inden-
ter and a maximum indentation depth of 5 nm. Indentation
was performed parallel to the basal planes (x axis) while
periodic boundary conditions were applied to the other two
axes. A thin plane of atoms at the base of the indentation
direction was held fixed to prevent the cell from moving.
Each nanoindentation was performed at 10 K with a constant
indentation speed of 1 m/s. The force-displacement curve for
the simulated nanoindentation on Ti; AlC; is shown in Fig. 7.
The response is initially linear elastic. This is followed by a
large pop-in event around an indentation depth of 4 nm. Upon
unloading, the cycle ends with residual deformation of around
1.5 nm. The qualitative similarity of this curve with those
observed experimentally for MAX phases [15] is striking and
provides compelling evidence that the BOP can successfully
model KNE behavior. Similar behavior was also predicted for
Ti3SiC, [67].

Snapshots from the maximum indentation depth and end
of the cycle are shown in Fig. 8 for TizAlC,. Similar images
for TizSiC, can be seen in the Supplemental Material [67].
The pop-in event can clearly be associated with the buckling
of a series of layers and accompanying delamination between
the MX and A layers [Fig. 8(a)]. The buckling appears to
be elastic, as upon removal the layers largely recover and
delamination disappears [Fig. 8(b)]. These results align well
with previous simulations on graphite [13,15], which strongly
implicate this type of elastic buckling, i.e., ripplocations, in
KNE behavior. A more detailed treatment of this mechanism
is required to confirm its connection to KNE behavior and will
be the focus of future studies.

FIG. 8. Snapshots from the simulated nanoindentation per-
formed on Ti3;AlC,. Atoms are color coded by type (Ti—blue, Al—
yellow, C—gray). Snapshots show the maximum indentation depth
(a) and residual damage (b).

V. CONCLUSIONS

The bond-order potentials presented herein represent a first
highly accurate atomistic model for MAX phases. They have
been shown to successfully model TizAlC, and Ti3;SiC, by
replicating a number of structural, elastic, defect, and ther-
mal properties. Additionally, well-documented MAX phase
mechanical behaviors such as plastic anisotropy, high temper-
ature deformation, and kinking nonlinear elasticity are well
captured. This now provides an invaluable tool for future stud-
ies into some of the elusive atomic-scale mechanisms which
govern many unique MAX phase properties. Importantly as
well, the fitting procedure used to generate the bond-order
potentials is highly transferable due to its stepwise nature.
It should be applicable to numerous other MAX phases,
provided the appropriate data is available for fitting.
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Finalized parameters for the Ti-Al-C and Ti-Si-C systems are presented below in Tables V, VI, and VIIL.

APPENDIX: BOP INTERACTION PARAMETERS

TABLE V. BOP interaction parameters for the elemental interactions in the Ti-Al-C and Ti-Si-C systems. Si-Si and C-C parameters were
previously developed [21]. The R parameter for Si-Si has been adjusted from its original value to allow for Si-Si interactions in the MAX phase

structure.

Parameter Ti-Ti Al-Al Si-Si C-C

A3 0.590960 0.363640 0.000000 0.000000

y 0.001963 0.027500 0.092530 0.112330

c 1.356500 2.997400 1.136810 181.910000

d 0.230100 0.786240 0.633970 6.284330

h —0.904680 —0.265140 —0.335000 —0.555600

A2 1.367849 1.277747 1.665910 1.930901

B 184.973776 84.832556 361.557047 175.426651

A 1.940020 2.135627 2.615479 4.184262

A 540.866546 374.189252 1899.385778 2019.844901

R 3.580900 3.744100 3.400000 2.000000

D 0.302900 0.297020 0.150000 0.150000
TABLE VI. BOP Interaction Parameters for the binary interactions in the Ti-Al-C and Ti-Si-C systems.

Parameter Ti-C Ti-Al Ti-Si Al-C Si-C

A, i, ) —0.027320 —1.140697 0.145246 0.967367 0.455978

A3(i, ji J) —1.895700 0.736096 1.653831 0.059156 0.949861

A3, j, 0) 3.056400 0.205490 0.602082 1.022832 0.148210

r3(Jj, 7, 1) —0.054821 0.728086 0.580472 0.047363 0.399028

y 0.000185 0.000555 0.059380 0.132625 0.022729

c 103.150000 4.373809 0.647034 31.323255 119.017694

d 1.861400 0.459645 0.588344 3.460896 4.873285

h 0.030954 —0.100655 1.061262 —0.226229 0.279374

A2 1.629410 2.384231 1.525709 1.047526 2.499482

B 389.426084 1365.093317 230.770049 54.152110 1752.384773

A 1.940953 3.187173 2.970786 2.101689 4.496459

A 593.352371 7557.640826 3790.763031 151.119263 46383.947502

R 2.731200 3.501812 3.256477 3.001438 2.960379

D 0.187530 0.200103 0.297824 0.250128 0.251126

TABLE VII. Additional ternary interaction parameters
for the Ti-Al-C and Ti-Si-C systems.

Parameter Value

A3(Ti, C, Al) 4.553363
A3(Ti, Al, C) 0.410875
A3(Al, C, Ti) 0.221140
A3(Ti, C, Si) 0.651124
A3(Ti, Si, C) 0.381585
A3(Si, C, Ti) 0.770368
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