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First-principles study of the thermodynamic and vibrational properties of ReS2 under pressure
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Density functional theory is used to investigate the effect of hydrostatic pressure on the structural, energetic,
electronic, and vibrational properties of bulk ReS2. The phase transition from the distorted 1T phase to the
high-pressure distorted 1T ′ phase is rationalized based on the evaluation of their thermodynamic potentials. The
electronic band gap of the 1T phase is shown to undergo a nearly direct to indirect transition at about 9 GPa, while
the 1T ′ phase is found to remain a robust nearly direct band-gap material under pressure. The computational
analysis of the vibrational properties of both ReS2 phases reproduces existing experimental Raman spectroscopy
data for ω vs P trends and provides a path towards an accurate phase discrimination using infrared spectroscopy,
inelastic neutron, and x-ray scattering.
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I. INTRODUCTION

Layered transition-metal dichalcogenides (TMDs) form an
emerging class of two-dimensional materials (2DMs) beyond
graphene and have been studied with increasing interest re-
cently [1–8]. Typical TMDs have the general formula MX2,
where M stands for a transition-metal atom like, e.g., Mo,
W, or Re, and X denotes a chalcogen atom like S, Se, or Te.
Many interesting properties have been demonstrated in these
materials, like charge-density waves [9–11] and superconduc-
tivity [12–14], making 2DMs promising candidates for novel
applications.

Among the prominently studied TMDs, ReS2 stands out
due to its relatively weak interlayer coupling, resulting in
layer thickness independent vibrational, optical, and elec-
tronic properties. One attractive consequence is that ReS2 is
a direct band-gap semiconductor in both its monolayer and
bulk forms [13], in contrast to other broadly studied group-IV
TMDs such as MoS2 which exhibit a indirect-to-direct band-
gap transition when thinned down from bulk to monolayer.
ReS2 is also distinct in that it exists most commonly in a dis-
torted 1T phase, as opposed to the more symmetric 1T , 1H ,
2H , and 3R structures assumed by most of the other TMDs.
This results in electronic [15] and optical [16] anisotropy that
can be utilized in the design of nanoscale devices, including
polarization-sensitive light detectors [16] and logic gates com-
posed of anisotropic field-effect transistors [17]. The reduced
symmetry has also been shown to induce spontaneous vertical
growth on a variety of substrates [18], allowing for abundant
access to edge adsorption sites, which could facilitate the use
of ReS2 in catalysis and reaction engineering.

The very weak interlayer coupling in bulk ReS2 is respon-
sible for its unique properties, and potentially allows for its
usage as a 2D material without the need of the more chal-
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lenging preparation of large-scale monolayers [13]. However,
the layer decoupling is also what makes understanding the
interlayer interactions in this material so elusive. Such under-
standing is important for controlling and designing novel ma-
terials with similar properties. Moreover, the original report
of the direct nature of bulk ReS2’s band gap was contested by
subsequent experimental [19,20] and theoretical [21,22] stud-
ies. The current consensus is that ReS2 has almost degenerate
indirect (1.41 eV) and direct (1.5 eV) band gaps [23].

Application of high external pressure has been widely used
as a method for modifying the properties of 2DMs [24–28].
In bulk MoS2, for example, an electronic transition from a
semiconducting to metallic state was reported at ∼19 GPa
and was linked to the pressure-induced lattice distortion [29].
Analogous pressure-induced semiconductor-to-metal transi-
tions have also been reported in MoSe2 [30], WS2 [26,31],
and VS2 [32].

Specifically in bulk ReS2, application of external pressure
has been used as a way to modify the interlayer interactions
and the resulting material properties [13,23,33–35]. Several
structural phase transitions occur in ReS2 under the effect of
pressure with the first one taking place at about 8–11 GPa
[23,33,34,36]. Electronic properties change with pressure as
well. The electronic band gap decreases with increasing pres-
sure all the way to complete metallization at about 70 GPa
[23,33,34]. For this reason, exact knowledge of and control
over the pressure at which the first phase transition occurs is
desirable. However, to date, a thorough characterization of the
first high-pressure phase is not yet completed.

First-principles calculations based on density-functional
theory (DFT) have greatly aided experimental studies in un-
derstanding the pressure dependence of various properties of
ReS2 [23,33–35]. Specifically, DFT simulations revealed the
lattice parameters of the first high-pressure phase denoted
as distorted 1T ′ [33,34]. The ambient and the high-pressure
phases are structurally very similar as they differ mainly in
the details of their layer stacking configuration. This explains
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why the experimental distinction between the two phases is
a challenging task. Furthermore, DFT calculations to date
have not been able to resolve the ambiguity regarding the
phase-transition pressure as different exchange-correlation
functionals used in DFT can yield different results [33,34].
In addition, temperature effects on the energetic differences
between the two phases have not been considered.

Raman spectroscopy has been successfully employed for
high-precision characterization of 2D layered materials [37].
This nondestructive technique is known to be especially sen-
sitive to structural features, like layer number and stacking
order. The vibrational properties of ambient ReS2 accessi-
ble by Raman spectroscopy have been previously studied
experimentally and theoretically [38–40]. Owing to the low
symmetry of its unit cell, ReS2 exhibits many more nondegen-
erate modes in its Raman spectrum compared to traditional
TMDs. Similarly, the associated vibrational modes feature
more complicated patterns [38]. The pressure dependence of
Raman-active phonon frequencies has been studied experi-
mentally and used for phase-transition detection [13,23,34],
but these studies focused on the high-frequency intralayer
modes, instead of the low-frequency interlayer phonon modes
that can more effectively probe the weak interlayer coupling
and stacking patterns in 2D materials [37]. Note that due to
the unit cell of bulk ReS2 consisting of a single layer, low-
frequency interlayer modes are unfortunately Raman inactive
and cannot be accessed by Raman spectroscopy, but they
can be accessed in other vibrational spectroscopies such as
neutron scattering.

In this work, we used DFT to systematically characterize
both the ambient and high-pressure phases of bulk ReS2. This
study focuses on energetic, electronic, and vibrational proper-
ties under the effect of pressure up to 15 GPa. We provide an
atomistic description of the phase transition from the distorted
1T to 1T ′ phase using the thermodynamic potentials. The
electronic band gaps of the 1T and 1T ′ phases are found
to exhibit contrasting dependence on pressure. Our study of
phonons highlights the role vibrational spectroscopy (e.g.,
Raman, infrared, neutron, and x-ray scattering) can have in
providing an unambiguous discrimination between the 1T and
1T ′ phases.

The rest of this paper is organized as follows. Technical
details are provided in Sec. II, results are exposed in Sec. III,
and a summary of the findings is given in Sec. IV.

II. METHODS

First-principles calculations based on density functional
theory were carried out using the VASP package [41–43].
Electron-ion interactions were described within the projector-
augmented-wave (PAW) method using a plane-wave basis set
[44]. Based on careful convergence tests, a plane-wave basis
energy cutoff of 600 eV was used together with a dense
�-point centered 10 × 10 × 10 k-point grid sampling. The
electronic minimization tolerance was set to 10−8 eV and the
tolerance for minimization of residual forces during relaxation
of atomic positions was set to 6 meV/Å. Such stringent
convergence criteria were found to be necessary to ensure
that the vibrational properties are evaluated at the numerical

minimum of the potential landscape, and thus to avoid the
appearance of spurious imaginary frequencies.

Several approximations to the exchange-correlation func-
tional were tested: The local density approximation (LDA)
[41], the generalized gradient approximation (GGA) in the
Perdew-Burke-Ernzerhof (PBE) formulation [45], PBE with
corrections to describe the weak van der Waals (vdW) inter-
actions within the optB88-vdW functional [46,47], and the
meta-GGA SCAN (strongly constrained and appropriately
normed) functional [48]. A comparison of lattice parameters
and bulk moduli calculated with each functional and available
experimental values [34,49] is provided in the Supplemen-
tal Material (SM) [50]. LDA has been successfully used to
describe the lattice parameters and phonon frequencies of
many layered 2D materials at ambient conditions. The success
of LDA is explained in part by fortuitous cancellations of
errors, since LDA does not capture the weak interlayer vdW
forces but simultaneously overestimates the covalent binding
between layers.

Moving beyond LDA, we found that PBE alone does not
reproduce the experimentally reported bulk modulus B0 of
ReS2. The calculated PBE B0 is an order of magnitude smaller
than the experimental value, suggesting that PBE makes the
structure much easier to compress compared to experimental
reports (see Table 1 in the SM [50]). The PBE + vdW func-
tional, on the other hand, yields B0 = 40 GPa and thus pro-
vides a good agreement with the experimental bulk modulus
of 35 ± 5 GPa. For these reasons, the PBE + vdW functional
was used throughout this work, unless stated otherwise. The
meta-GGA in the SCAN formulation was tested as well. It
was shown to result in very similar lattice parameters and
bulk modulus as the PBE + vdW functional. Since SCAN
is computationally more demanding and does not provide
significant improvements over PBE + vdW in the systems
of interest, it was not used in calculations of vibrational
properties.

The effect of hydrostatic pressure on the structure of bulk
ReS2 was modeled by compressing the lattice according to the
Birch-Murnaghan (BM) isothermal equation of state (EOS)
[51,52]. The full pressure calibration procedure consists of
three steps. In the first step, the energy vs volume curve
is calculated for a set of arbitrary volumes at the vicinity
of the equilibrium configuration. This curve is fitted to the
third-order BM-EOS and the B0 as well as its derivative B′ are
obtained as fitting parameters. In the second step, using the
fitting parameters from step 1, the derivative P(V ) = ∂E/∂V
equation is solved for the volume given a desired pressure.
In the last step, the equation relating the lattice constants and
angles (six unknowns) to the volume from step 2 is solved for
one of the lattice constants keeping all the other parameters
fixed to those of the ground-state structure. The new structure
obtained at the end of this procedure is then reoptimized using
VASP keeping the volume of the cell constant, but allowing for
the lattice shape to change during relaxation. This procedure
was repeated until no change in cell volume and shape was
observed. As a result of this approach, perfect hydrostatic
pressure conditions are established after confirming that the
diagonal elements of the stress tensor output by VASP are all
equal to the desired pressure and the off-diagonal ones are
essentially zero.
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For each pressure value, the vibrational properties (phonon
frequencies and eigenvectors) were calculated within the
finite-displacement method (FDM) in the harmonic approx-
imation using the PHONOPY package [53]. In this method,
atoms are systematically displaced from their equilibrium
positions and the restoring forces are calculated using VASP

as given by the Hellmann-Feynman forces. From the calcu-
lated forces, interatomic force constants are determined that
form the dynamical (Hessian) matrix. Diagonalization of the
dynamical matrix supplies the phonon eigenfrequencies ω j

and their associated eigenvectors �e j . To calculate phonons, a
3 × 3 × 3 supercell of the bulk ReS2 unit cell was used to
avoid nonphysical interactions between periodic images [54].
The atomic displacement magnitude for forces calculations
was set to 0.03 Å.

With the knowledge of the vibrational properties, thermo-
dynamic quantities can be calculated. Specifically, the Gibbs
free energy was evaluated in order to access the energet-
ics of the phase transition between the ambient and high-
pressure structures of ReS2. The Gibbs free energy G(P, T ) =
F (P, T ) + PV contains additional vibrational contributions to
the enthalpy captured in the free energy F (P, T ) term. The
free energy F (P, T ) of the system is given by [55–57]

F (P, T ) = 1

N

⎧⎨
⎩Ecell(P) + 1

2

∑
q∈BZ, j

h̄ωq, j (P)

+ kBT
∑

�q∈BZ, j

ln

[
1 − exp

(
− h̄ω�q j (P)

kBT

)]⎫⎬
⎭, (1)

where N is the number of atoms in the cell, and h̄ and kB are
the reduced Planck and the Boltzmann constants, respectively.
The first term is the ground-state energy of the structure at a
given pressure [and thus volume, since P(V )]. The next two
terms are the contributions from the zero-point and vibrational
(entropy) energies, respectively. The summations run over all
phonon wave vectors and phonon modes in the first Brillouin
zone (BZ).

The temperature dependence entering the last term in
Eq. (1) was evaluated in the harmonic approximation at
constant volume. Technically, this is an approximation, since
high temperatures would cause the volume of the structure to
expand. The next order correction would include the volume
dependence of the phonon frequencies in the quasiharmonic
approximation [57]. Furthermore, even the quasiharmonic
approximation may break down at very high temperatures.
When atoms are significantly displaced from their equilibrium
positions upon heating, anharmonic effects may become im-
portant, as recently demonstrated for black phosphorus [58].
In practice, the F (P, T ) term of G was calculated from 0 to
1600 K in a postprocessing step using PHONOPY [53] with a
10 × 10 × 10 q-point mesh.

Raman intensities were calculated in frozen-phonon ap-
proximation together with the frequency-dependent dielectric
tensor [59–61]. The many-body electron-electron effects were
included through the GW correction [62] to the electronic
structure and thus the dielectric response [61]. Single-shot
G0W0 calculations were performed with a reduced k-point
grid sampling of 5 × 5 × 5 for computational feasibility. The

dielectric function was found to be well converged with re-
spect to the k-point sampling even with the reduced sampling.
A total of 192 (3× the default setting) bands were included
in the GW step together with a response-function cutoff of
80 eV and NOMEGA = 36. The GW band-gap convergence
was carefully tested with respect to these settings and was
found to be within 0.1 eV. Additional procedural details and
a theoretical background of Raman intensity calculations are
provided in the SM [50].

III. RESULTS AND DISCUSSION

At ambient conditions bulk ReS2 crystallizes in a low-
symmetry triclinic structure [space group P − 1 (no. 2), point
group Ci(−1)]. This phase is known as the distorted 1T
structure. The distortion observed in ReS2 is due to a Peierls
distortion induced by the extra valence electron in the group-
VII Re atoms compared to W atoms [40]. The unit cell of
bulk ReS2 contains a single layer comprised of two formula
units. Under the effect of pressure, ReS2 undergoes a phase
transition to a structure with a somewhat different stacking
configuration and thus a different unit-cell shape [23,33,34].
This high-pressure structure also consists of two formula units
and belongs to the same space group as the ambient one.
Different naming conventions for these two structures can be
found in the literature. Here, the convention of Wang et al. is
adopted according to which the ambient structure is denoted
as distorted 1T and the high-pressure phase as distorted 1T ′
structure [34]. For brevity, however, the two structures will be
referred to as 1T and 1T ′ throughout this work.

Calculated structural parameters of the distorted 1T phase
are in good agreement with experimental and previously
reported DFT results (see the SM [50]). The lattice parameters
of the distorted 1T ′ structure have not been measured directly
to date. However, the calculated lattice parameters in this
work reproduce those previously reported using DFT [33,34].
Both structures were found to be dynamically stable over
the complete pressure range studied here, as indicated by the
absence of imaginary phonon modes in their phonon band
structures (see details in the SM [50]). This shows that both
structures correspond to a deep enough local minimum of the
potential landscape.

A. Thermodynamics

The structural phase transition from 1T to 1T ′ has been
shown to occur experimentally between 7 and 11 GPa
[23,33,34,36]. First-principles calculations predicted the
phase transition to take place between 0.1 and 3 GPa, de-
pending on which DFT functional was used [33,34]. The
predictions were based on evaluating the enthalpy differ-
ence between the two structures. This work established that
the PBE + vdW functional is required to correctly reproduce
the experimental bulk modulus of ReS2 and to study the
structural changes under pressure. Thus, the pressure-induced
phase transition will be examined using this functional. More-
over, since the aforementioned experiments were conducted at
room temperature, the effects of temperature on the energy
differences between the 1T and 1T ′ phases have been in-
cluded as well. This is achieved by considering the Gibbs free
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FIG. 1. Calculated Gibbs free-energy difference �G = G1T −
G1T ′

between the 1T and 1T ′ phases as a function of hydrostatic
pressure and temperature (main contour plot). Cuts through the
two-dimensional plot at constant pressure (right side plot) and at
constant temperature (bottom plot) are provided. Negative pressure
corresponds to uniform strain on the structures. As a result of the self-
consistent pressure calibration (see Sec. II), the exact DFT pressures
are slightly different for the two phases. The G(P, T = const) points
for each phase were first interpolated on a uniform grid of test
pressures with 101 points and the difference �G was then evaluated.

energy [G(P, T ) = F (P, T ) + PV ] instead of the enthalpy
[H (P) = Egs(P) + PV ]. The two potentials are identical at
T = 0 except for the zero-point energy contribution to the free
energy term in G [Eq. (1)]. Note that the zero-point energy
was found to be essentially identical for 1T and 1T ′. Figure 1
shows the difference in Gibbs free energy between the 1T and
1T ′ phases of bulk ReS2 as a function of pressure and temper-
ature. For all pressures P � 0 the energy difference is larger
than zero indicating that the 1T ′ phase is energetically more
favorable than 1T regardless of temperature. This seems to
contradict the experimental observation that ReS2 is typically
found in the distorted 1T phase under ambient conditions.
This issue will be discussed in more detail below.

For very small pressures �G ≈ 0, the two structures are
found to be energetically degenerate. The 1T and 1T ′ phases
differ predominantly by their layer-stacking order. Thus, the
finding of �G ≈ 0 might be in alignment with the previously
reported energetics of different stackings in bilayer ReS2.
Namely, it has been shown that deviations from the AA
stacking in the bilayer system are energetically very similar
[22]. At constant pressure, however, �G decreases somewhat
with increasing T resulting in a smaller energy gain for
the 1T ′ structure compared to 1T at high temperatures; see
right plot in Fig. 1. Furthermore, for small uniform strains
of about −1.5 GPa (equivalent to ∼8% volume strain), the
1T phase becomes energetically slightly more favorable than
the 1T ′ phase with small �G < 0. Naturally, these findings
have to be viewed in the context of statistical distributions.
The structure with the smaller Gibbs free energy has a higher
probability of forming at given conditions, while the other
one can be formed as well, only with lower probability.

FIG. 2. Calculated electronic band gap of bulk ReS2 in the
distorted 1T and distorted 1T ′ phases as a function of pressure.
Open markers indicate an indirect gap and filled markers a direct
gap, respectively. The whole 3D-BZ with dense k-space grids was
considered for band-gap evaluation. The energy difference between
the valence-band maximum (VBM) and conduction-band minimum
(CBM) was fitted using linear regression. The average slope ∂Eg/∂P
is indicated along the curves and is essentially identical for 1T
and 1T ′.

Nevertheless, these findings for P < 0 and high T might
provide an explanation for why the 1T phase is typically
observed experimentally at ambient conditions.

ReS2 is commonly synthesized by chemical vapor depo-
sition (CVD). The CVD method is based on powder va-
porization, where solid precursors of Re and S are treated
under high temperatures until they vaporize and then are
brought to react and form a crystal on a substrate [63]. The
high-temperature annealing conditions during ReS2 growth
might be more favorable for the formation of the distorted
1T phase. Furthermore, the CVD substrate might exert local
strains during ReS2 crystal formation. These strains could
reach relatively large values locally. Following the general
trend for decreasing �G < 0 with increasing strain in Fig. 1,
large local strains might further make the 1T structure more
energetically favorable.

While Fig. 1 provides a rationale for the stability of the 1T
phase during typical growth procedures, it does not provide
an answer to the question at which exact (P, T ) conditions the
transition to the 1T ′ phase occurs. However, if we estimate
the required energy gain for the 1T ′ structure to form to be at
least a few tens of meV/atom, then at room temperature the
phase transition would occur between 7 and 8 GPa. This is
in good agreement with the experimentally reported value of
about 8 GPa [23,34].

B. Electronic properties

Figure 2 shows the calculated electronic band gap of the
two phases of bulk ReS2 as a function of pressure. We note
that different functionals and the GW correction were tested
for band-gap evaluation for the 1T phase all giving similar
results; see the SM [50]. In the distorted 1T phase, the band
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gap is direct for small negative pressures and becomes indirect
at P = 0 GPa. The indirect band gap decreases in good
approximation linearly with increasing P with a pressure co-
efficient of ∂Eg/∂P = 35 meV/GPa. The direct gap decreases
as well, but at a smaller rate and deviating from a linear trend.
However, the difference between the indirect and direct gaps
is relatively small, < 0.1 eV for P < 9 GPa. Thus, it is not
possible to tell with confidence whether the band gap of 1T
bulk ReS2 would manifest as a direct or indirect one in a
given practical setting. However, as the difference between the
indirect and direct gaps further increases for P � 9 GPa, an
indirect band-gap character can be expected in that pressure
range. In contrast, for the distorted 1T ′ phase, the direct and
indirect band gaps are essentially degenerate in the entire
pressure range. Note that the linear pressure coefficient is
practically the same as for the 1T phase, while the band-gap
type (direct vs indirect) is different. Moreover, the band gaps
of 1T and 1T ′ are very similar, with a difference of less than
0.05 eV for all pressures.

The negative pressure coefficient has been previously ra-
tionalized from orbital analysis [35]. The pz orbitals on the
sulfur atoms, that enclose ReS2’s van der Waals gap from
above and below, have a significant out-of-plane amplitude
that extends into the gap. As pressure rises, the vdW gap
shrinks, increasing the overlap between pz orbitals. This re-
sults in an increase in energy of the pz-like states due to
increased antibonding interactions between opposing pz lobes
[35,64]. The interlayer distance decreases more rapidly with
increasing pressure in the 1T ′ phase. Thus, the Coulomb
repulsion between overlapping pz orbitals has a larger effect
in 1T ′. This accounts for the stronger decrease of the direct
gap with pressure in the 1T ′ phase compared to that in 1T .
In addition, the different stacking order in 1T ′ seems to be
responsible for the band gap to remain direct and nearly direct,
while a transition from the nearly direct to indirect gap takes
place in 1T .

These findings indicate a pathway for ReS2 to be used as
a robust nearly direct gap material via pressure-induced 1T to
1T ′ phase transition. However, in order to exploit the struc-
tural phase transition under pressure, exact knowledge of the
structural phase is required. Such knowledge can be obtained
through characterization using vibrational spectroscopy meth-
ods as will be shown next.

C. Vibrational properties: High-frequency intralayer modes

Both the ambient and high-pressure phases of ReS2 have
a unit cell with 12 atoms and thus support 36 vibrational
modes. At the � point only two symmetry types of phonon
modes are allowed in the low-symmetry point group Ci of
ReS2. Of the 36 vibrational modes, 18 modes belong to the
irreducible representation Au, three of which are translational
(acoustic) modes. The remaining 15 optical Au modes are
infrared (IR) active. The other 18 Ag modes are Raman active.
All optical modes are nondegenerate in ReS2 in contrast to
doubly degenerate in-plane vibrations in 2H MX2 TMDs. The
18 Raman-active phonon modes of ambient bulk ReS2 have
been characterized with respect to their frequencies, symme-
try, and atomic vibrations previously [38–40,63]. Our DFT
results are in good agreement with the literature. Since all the

Raman- (IR-) active modes have the same symmetry, the
modes were simply numbered in order of increasing vibra-
tional frequency throughout this work. The evolution of the
Raman-active modes under the effect of pressure has been
discussed before using experimental Raman spectroscopy
[23,34]. In contrast, IR-active modes have not received much
attention thus far. Furthermore, the vibrational properties of
the high-pressure distorted 1T ′ structure and their pressure
dependence have not been studied theoretically. Here, we pro-
vide detailed discussions on the differences and similarities of
the vibrational properties of the two ReS2 phases and suggest
pathways for practical phase discrimination using vibrational
spectroscopy methods.

Phonon frequencies of all Raman- and IR-active modes as a
function of pressure in the two phases are shown in Fig. S7 of
the SM [50]. All mode frequencies increase (blueshift) mono-
tonically with increasing pressure. Such a frequency blueshift
is typically due to an effective stiffening of the force constants
arising from bond shortening under pressure. However, in
certain modes in which the atomic bond lengths do not change
significantly during the vibrations, application of pressure can
induce a global force constant softening and lead to a redshift
of that phonon mode [65]. Such counterintuitive behavior is
not observed for bulk ReS2. Thus, all vibrational modes can be
generally expected to be characterized by significant changes
of atomic bond lengths.

As a first-order approximation the ω(P) curves were fitted
to linear functions to allow for a quantitative comparison be-
tween the modes. The resulting ∂ω/∂P slopes of the Raman-
active modes are collected in Table I. Experimental ω vs P
data are available for some of the Raman-active modes as
well. However, experimentally a phase transition from 1T to
1T ′ is reported around 8 GPa [23,34]. Thus, the experimental
ω(P) points below and above the transition pressure should
be attributed to the 1T and 1T ′ phases, respectively. Using the
WebPlotDigitizer tool [66], ω(P) points were extracted from
Figs. 2(d)–2(e) of Ref. [23] and from Fig. 3(b) of Ref. [34].
In this way, three to five data points each below 8 GPa and
between 8 and 15 GPa were collected and then fitted to linear
functions. The calculated phonon frequencies were fitted over
the same pressure range as the experimental ones for each
phase. Five data points up to 8 GPa and three data points above
8 GPa were used for the 1T and 1T ′ phases, respectively.
The calculated frequencies for each phase are available in
the complete pressure range, but since they do not present a
perfectly linear evolution with pressure, a fit over the complete
pressure range would make the comparison with experiment
inconsistent.

In Table I, more than half of the calculated ∂ω/∂P slopes,
for which the experimental values are available, agree with
their experimental counterparts within their respective error
bars. We note a number of differences between the two exper-
iments previously reported in the literature. This might be due
to difficulties in experimental mode assignment. Specifically,
all the reported modes of Yan et al. [23] at P = 0 are 3–
5 cm−1 lower than typically reported [38–40]. For example,
the Raman mode no. 1 (A1g − 1 in Ref. [23]) is found at 131
cm−1 while it was previously reported at 140 cm−1 [38]. The
mode at 131 cm−1 in Ref. [23] could actually be a disorder-
activated IR mode with frequency close to a Raman-active one
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TABLE I. Calculated phonon frequencies of Raman-active modes at 0 and 8 GPa for 1T and 1T ′ phases, respectively, together with their
∂ω/∂P slopes obtained by linear regressions to the calculated ω(P) data points in Fig. S7. Available experimental values are indicated for
comparison. The slope uncertainty is the linear-fit standard error. Details on the fitting procedure are provided in the main text.

Distorted 1T Distorted 1T ′

Mode no. ω0 (cm−1) ∂ω/∂P (cm−1/GPa) Expt. [23] Expt. [34] ω8 (cm−1) ∂ω/∂P (cm−1/GPa) Expt. [23] Expt. [34]

1 133.5 1.13(5) 0.23(3) 135.3 0.77(2) 0.09(5)
2 139.2 0.96(3) 1.46(7) 143.2 0.80(2) 0.80(17)
3 145.7 0.80(1) 1.32(11) 0.59(8) 149.1 0.49(1) 0.41(12) 0.44(29)
4 156.8 0.45(1) 0.79(5) 0.38(9) 161.1 0.50(2) 0.54(11) 0.46(39)
5 205.2 1.09(2) 1.48(13) 1.02(9) 215.3 0.86(2) 0.55(20) 0.86(26)
6 225.0 1.14(3) 1.14(13) 0.89(8) 234.8 0.82(2) 0.55(6) 0.67(32)
7 261.4 1.60(7) 274.4 1.28(2)
8 267.2 2.05(3) 288.8 1.90(6)
9 293.1 1.61(3) 1.25(13) 308.4 1.71(2) 0.97(3)
10 294.8 1.66(3) 1.49(16) 310.3 1.58(2) 0.93(4)
11 302.3 1.94(3) 319.6 1.97(4)
12 307.8 1.88(2) 330.5 1.90(7)
13 332.6 2.55(5) 2.39(19) 359.2 2.64(2) 2.74(22)
14 353.4 2.12(4) 384.7 2.11(7)
15 364.7 2.87(5) 387.5 2.48(9)
16 391.2 2.37(4) 414.9 2.21(1)
17 402.8 2.28(3) 3.03(15) 428.5 2.29(4) 2.30(5)
18 421.6 3.02(6) 3.51(24) 3.34(13) 448.3 2.78(7) 2.72(11) 3.60(33)

[40]. Indeed, looking ahead to the analysis of the calculated
IR-active modes, the IR mode no. 1 is found around 130 cm−1.
Its ∂ω/∂P slope of 0.3 cm−1/GPa is in agreement with the
experimental one of the alleged Raman mode no. 1 of 0.23
cm−1/GPa (see Tables I and II).

The Raman mode no. 18 blueshifts most strongly under the
effect of pressure in both phases. This mode is characterized
by the out-of-plane motion of the S atoms with slight move-
ments of the Re atoms (animations of the discussed modes
can be viewed in the SM [50]). As the out-of-plane lattice
parameters decrease most strongly with increasing pressure
(see Fig. S2 [50]), the large ∂ω/∂P slope of this mode reflects

TABLE II. Similar to Table I, but for IR-active modes.

Distorted 1T Distorted 1T ′

Mode no. IR ω0 ∂ω/∂P IR ω8 ∂ω/∂P

1 133.2 0.30(1) 150.7 1.15(4)
2 153.3 0.68(2) 162.8 0.91(2)
3 213.1 1.39(3) 220.6 0.81(2)
4 260.6 2.45(12) 273.1 1.51(4)
5 266.0 3.10(7) 277.1 1.68(1)
6 277.0 2.64(6) 298.3 2.09(6)
7 294.8 1.60(2) 316.2 1.55(5)
8 296.2 2.35(4) 319.5 2.23(6)
9 307.6 1.79(2) 325.5 2.28(4)
10 330.0 2.17(2) 355.2 2.15(7)
11 351.3 2.70(5) 366.9 1.90(2)
12 362.0 2.34(3) 385.6 2.27(5)
13 381.7 2.31(4) 412.8 2.57(7)
14 406.9 2.03(3) 437.0 2.20(8)
15 437.5 2.30(2) 456.7 2.22(2)

the corresponding change of the out-of-plane force constants
with pressure. In addition, the two phases differ primarily
by their layer stacking and interlayer distance; see Figs. S1
and S3 in the SM [50]. These out-of-plane characteristics are
probed by the vibration of mode no. 18. Thus, intuitively this
mode should also exhibit the largest slope difference for 1T
and 1T ′. However, contrary to expectations, the slopes of this
mode are quite similar in the two phases. Apparently, the
global force constant differences for a given vibration can
lead to quite similar ∂ω/∂P slopes, making the discrimination
between the two phases based on Raman shifts particularly
challenging.

Given the agreement between the calculated and experi-
mental ∂ω/∂P trends, analogous slopes of IR-active modes
were predicted next and are summarized in Table II. Raman
and IR modes evolve with similar sensitivity to pressure.
However, the difference in the ∂ω/∂P response for a given
mode between the ambient and high-pressure phases is larger
for IR modes than for Raman-active modes.

Figure 3 shows the Raman- and IR-active modes with the
largest absolute slope difference between the ambient and
high-pressure phases. Inspection of atomic displacements in
these vibrations allows for rationalization of the different ω vs.
P behavior between 1T and 1T ′. In the Raman-active mode
no. 15, the S atoms are mainly displaced within the plane of
each layer in a similar fashion for 1T and 1T ′. The out-of-
plane displacements of the Re atoms are slightly larger in 1T ′
than in 1T , but overall the vibrations are very similar. This
explains the relatively close ∂ω/∂P slopes in the two phases.
In contrast, the IR-active mode no. 5 presents clear differences
in the corresponding atomic displacements in 1T and 1T ′. In
both phases, this mode features relatively large movements
of the sulfur atoms in the out-of-plane direction. However,
the vibration in 1T is accompanied by sizable changes of the
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FIG. 3. Comparison of calculated phonon frequencies as a func-
tion of pressure for the 1T and 1T ′ phases. Dashed lines indicate
linear fit functions and fit results for the slopes are given along the
lines. The details on the linear fit procedures are discussed in the
text. The figure insets provide visualizations of the atomic vibrations
in the corresponding mode. Top panel: The Raman-active mode no.
15 that has the largest absolute difference between the ∂ω/∂P for
the 1T and 1T ′ phases. Bottom panel: Like top panel, but for the
IR-active mode no. 5.

intralayer Re-Re bonds. In 1T ′, on the other hand, the Re
atoms move only slightly and in phase with each other, leaving
the intralayer Re-Re bonds practically unchanged. Similarly,
IR-active modes nos. 1, 4, and 11 also feature significant
changes of the interlayer distances during their vibrations, but
also distinct atomic movements within a single layer in 1T
and 1T ′. The overall differences in structural and vibrational
characteristics in the 1T and 1T ′ phases account for the

distinct ∂ω/∂P slopes of the IR modes and can be exploited
for phase-transition detection.

The analysis presented here highlights another important
issue. Namely, the experimental mode assignment and mode
tracking with pressure can be impeded by the fact that a
given mode of 1T ′ can be close in frequency to a different
one in 1T . For example, results shown in Fig. S7 suggest
a sizable discontinuity in mode frequency when going from
1T to 1T ′ for Raman-active modes nos. 1, 2, 3, 14, and 17.
But the experimental ω(P) curves of modes no. 3 (A1g − 1)
and no. 17 (A1g − 3) of Yan et al. [23] are relatively smooth
at the alleged transition pressure. Thus, the information on
the ω vs P evolution presented here should allow for the
unambiguous tracking of the phase transition between the 1T
and 1T ′ phases.

D. Vibrational properties: Low-frequency interlayer modes

Low-frequency (LF) interlayer modes correspond to quasi-
rigid movements of atomic layers as individual units. Rigid
in-plane vibrations of layers parallel to each other are called
shear modes (S modes) and out-of-plane vibrations are re-
ferred to as layer breathing modes (LB modes) [37,67]. These
layer modes can be extremely useful for studying weak in-
terlayer interactions in layered materials [37,67]. Finding a
way to quantify the interlayer interactions in bulk ReS2 is
particularly intriguing, since this material has been shown to
behave almost like decoupled monolayers [13].

Bulk ReS2 consists of a single layer in its unit cell and it
follows that low-frequency interlayer modes are not Raman
active in the bulk. For the primitive unit cell, the interlayer
shear and breathing modes are located at the Z [0,0,0.5] and L
[0.5, 0.5, 0] point in the first BZ of the 1T and 1T ′ structures,
respectively. Note that the Z and L points are along the
out-of-plane direction of the corresponding structure. Since
they are at a non-� point in the bulk, they cannot be directly
probed by first-order Raman spectroscopy. However, they
can be studied by inelastic neutron scattering and inelastic
x-ray scattering. The interlayer vibrational modes and phonon
dispersion relations have been probed by inelastic neutron
and/or x-ray scattering for many layered materials, such as
graphite, hexagonal boron nitride, MoS2, and black phospho-
rus [68–74]. However, to the best of our knowledge, neither of
the aforementioned experimental techniques have been used
in bulk ReS2 for phonon dispersion analysis. Such analysis
might prove useful especially in the context of the application
of pressure for phase discrimination.

The interlayer mode frequencies are extremely sensitive to
the stacking order in layered materials and they can be directly
linked to interlayer coupling strengths through the use of the
linear chain model (LCM) [37,67]. In the LCM each layer is
modeled is a single ball with mass density μ (in units of mass
per unit area) and the layers arrange as a chain of harmonic
oscillators. The frequencies in of the bulk are given by [37]

ω(Sbulk ) = (1/πc)
√

K‖/μ, (2)

ω(LBbulk ) = (1/πc)
√

K⊥/μ, (3)

where K‖ (K⊥) is the in-plane (out-of-plane) interlayer force
constant per unit area, μ is the total mass per unit area of
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FIG. 4. Calculated phonon dispersion relations of the acoustic
modes in 1T (top panel) and 1T ′ (bottom panel) along the out-of-
plane direction. Two representative pressures are compared for each
structure. These modes correspond to layer shearing (TA) and layer
breathing (LA) modes off � point as discussed in the text. Their
frequencies at the zone boundary Z (1T ) or L (1T ′) are summarized
in Table III.

each layer, and c is the speed of light. The interlayer force
constants have been determined from the above expression
with the knowledge of ω(Sbulk ) and ω(LBbulk ) (from exper-
iment or DFT) for many layered materials [37]. In this work,
the corresponding results are reported for the 1T ′ phase of
bulk ReS2, and the effect of pressure on the interlayer force
constants of both 1T and 1T ′ phases is explored.

Figure 4 shows the dispersion relations of acoustic phonons
in 1T and 1T ′ ReS2. The path in q space is along the out-
of-plane direction, which corresponds to � → Z and � →
L for 1T and 1T ′, respectively. Full dispersion relations in
the complete BZ can be found in the SM [50,75]. For each
phase, the dispersions at two pressures are compared. Overall,
for both phases a typical hardening of all branches under
the effect of pressure is observed [74]. Note that just as in
anisotropic black phosphorus, the in-plane anisotropy of ReS2

causes the S modes to split. This splitting is much larger in
the 1T ′ phase than in 1T . Furthermore, the LB mode in both

TABLE III. Calculated frequencies of LF interlayer modes ob-
tained at the Z and L points of the first BZ for 1T and 1T ′ phase,
respectively. Interlayer force constants K || and K⊥ were calculated
using the linear chain model for the LF modes. Unlike in traditional
hexagonal TMDs, the two S modes are not degenerate due to the
in-plane anisotropy [37].

P ω(S) ω(LB) K || K⊥

(GPa) Phase (cm−1) (cm−1) (1019 N/m3) (1019 N/m3)

0 1T 19.08/20.55 44.35 1.49/1.72 8.03
1T ′ 16.56/24.52 41.75 1.12/2.45 7.12

10 1T 40.51/43.87 94.01 6.79/7.86 36.08
1T ′ 50.11/57.85 80.32 10.25/13.66 26.34

phases is significantly more sensitive to pressure than the S
modes. This is expected, as the LB mode probes K⊥, which
changes the most under pressure.

The interlayer mode frequencies at the high-symmetry
non-� points are summarized in Table III. The split of the S
modes is relatively small in 1T and increases only slightly
under pressure, from a difference of about 1–3 cm−1. In
contrast, in 1T ′ the S modes are split by about eight wave
numbers and this split remains the same under pressure. For
both phases, pressure has the effect of hardening all the LF
modes by a factor of 2–3. Interestingly, at high pressure the
S modes are harder in 1T ′ than in 1T , while the reverse is
true for the LB mode. This result can be linked to the bond
angle between S atoms that enclose the vdW gap. In 1T this
glide angle remains practically constant with pressure; see
the SM [50]. Thus, the LB mode hardening at P = 10 GPa
is almost exclusively due to reduced interlayer distance. In
1T ′, however, both the interlayer separation and the glide
angle decrease with pressure. The former factor dominates
and leads to the observed mode hardening compared to P = 0.
The latter mechanism is found to counteract and compensate
the hardening rate.

The interlayer force constants K‖ and K⊥ determined from
the extracted LF mode frequencies using Eq. (2) are also given
in Table III. The values for ambient 1T ReS2 are in agreement
with previous results [37,76]. In the case of the 1T ′ structure
at 0 GPa, the force constants are quite similar to 1T , even
though slightly smaller for S and LB modes. However, at
10 GPa, K‖ reaches values typical of its K⊥ counterpart at
ambient conditions in most layered materials [37]. Moreover,
the K⊥ constants increase dramatically. Thus, these results
provide a quantitative confirmation to the intuition of pressure
increasing the interlayer couplings.

The phonon dispersion analysis presented here could be
useful for a clear phase discrimination between the ambient
and high-pressure phases of bulk ReS2. This is possible be-
cause the LF modes are extremely sensitive to stacking order
and interlayer distance, much more so than the high-frequency
intralayer modes. In addition, such analysis within the LCM
provides quantitative insights into interlayer couplings in
decoupled bulk ReS2. Thus, experimental corroboration of
these results is very desirable, especially since studying bulk
samples under pressure is feasible for inelastic neutron/x-ray
scattering.
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FIG. 5. Calculated polarization-angle averaged Raman spectra of
1T and 1T ′ bulk ReS2 at ambient (0 GPa) and high (∼10 GPa)
pressure for back-scattering setup parallel to the out-of-plane axis.
The frequency-dependent dielectric tensor ε(ω) was evaluated at
ω = 2.83 eV. This is to account for the difference in calculated
and experimental band gap, i.e., to keep the experimental Egap/Elaser

ratio constant. A typical red Raman laser with 633 nm wavelength
(1.96 eV) was assumed. Calculation settings are detailed in SM [50].

E. Raman spectra

We established that the frequencies of the Raman-active
modes are not very sensitive to the phase of ReS2. In contrast,
Raman intensities might show more significant variations
upon structural phase transition from 1T to 1T ′. The appeal
of using Raman spectroscopy lies in its practical simplicity
compared to experimental IR spectroscopy and neutron/x-
ray scattering measurements. However, from the viewpoint
of first-principles calculations, accurate prediction of Raman
intensities is challenging. Here, the frozen-phonon expres-
sion for the Raman susceptibility was used together with
the frequency-dependent dielectric tensor in order to capture
resonance effects [61]. However, in our current work, while
many-body electron-electron effects were included through
the GW correction to the electronic structure and thus the
dielectric response, excitonic effects (i.e., electron-hole inter-
actions) have been neglected due to computational limitations.

Figure 5 shows the calculated Raman spectra averaged
over the polarization angle of a red excitation laser (633 nm)
in a back-scattering setup along the out-of-plane direction.
First, the spectrum of ambient 1T –ReS2 is in good qualitative
agreement with the corresponding experimental one [38]. The
most intense band is associated with mode no. 3 followed
by the one corresponding to mode no. 5. However, the next
most intense bands are linked to modes no. 6 and no. 2, while
experimentally the third most intense band belongs to mode
no. 4 followed by mode no. 6. Quantitative agreement is not
expected at this stage, as will be discussed later.

At zero pressure, the most intense band in the spectrum
of 1T ′–ReS2 belongs to mode no. 17. The modes below
250 cm−1 have much lower intensity, particularly in contrast
to more intense bands of 1T in that range. This finding
emphasizes that while the structural and vibrational features
of the two phases are very similar (under these simulated con-
ditions), their Raman response can be dramatically distinct.
Under pressure the relations between peaks change in both
1T and 1T ′. In 1T , the most intense bands are now those of

modes no. 6 and no. 4, followed by almost equal intensities
of bands no. 2 and no. 5, while the intensity of mode no.
3 has diminished significantly. In 1T ′, Raman mode no. 18
is now the most intense band. However, in experiment one
would only have access to the spectrum of 1T at 0 GPa and
that of 1T ′ at 10 GPa out of the four shown in Fig. 5, because
of the phase transition. Interestingly, the relative intensities of
the first six bands in the spectrum of 1T ′ at 10 GPa are similar
to their ambient 1T counterparts, thus making a differentiation
between the two phases difficult. Note that the high intensity
of the 18th band in high-pressure 1T ′ is the most prominent
feature compared to ambient 1T and could be helpful for
phase discrimination.

The above findings should be considered with caution.
Experimentally ReS2 is known to exhibit an intricate resonant
Raman behavior [40]. The polarization-averaged spectrum of
the ambient 1T structure for a red excitation laser shown
above seems to agree well with experiment. However, anal-
ogous spectra for other laser wavelengths and for individual
polarization angle values could not be reproduced fully. First,
many-body excitonic effects are neglected in our calculations
owing to the prohibitive computational cost. Second, the
experimental polarization setup cannot be modeled exactly
in calculations, while the polarization of the incident and
scattered light could strongly affect Raman intensities. In
addition, the application of pressure can further complicate
the situation. As the band gap decreases with pressure, the
resonant Raman response can change as well. Given the
negative pressure coefficient, the decreasing band gap might
also have an effect on the excitonic details. Nevertheless, our
calculations do suggest that Raman intensities of ReS2 are
sensitive to both phase and pressure.

All in all, these findings emphasize the importance of
method development for resonant Raman calculations. Re-
cently, an efficient perturbative approach that reduces the
number of required GW and BSE (Beth-Salpeter equation)
calculations has been suggested [77]. In future work this
method should be considered especially for low-symmetry
and anisotropic materials such as ReS2.

IV. CONCLUSION

In this work, we have systematically studied the thermody-
namic, electronic, and especially vibrational properties of two
phases of bulk ReS2 under the effect of pressure. The ambient
distorted 1T and the high-pressure distorted 1T ′ structures
differ mainly by their layer-stacking order. For small pres-
sures, they are energetically degenerate. This suggests that
there is no stacking preference at ambient conditions. How-
ever, under high temperature the degeneracy is lifted slightly
in favor of the 1T structure. Applied pressure leads to the 1T ′
phase being clearly energetically more favorable.

Differences in electronic properties of the two phases can
potentially be useful for practical applications. The ambient
distorted 1T phase exhibits a nearly direct to indirect gap
transition at elevated pressure. However, the distorted 1T ′
phase remains a nearly direct gap material under increasing
pressure. Control over the 1T to 1T ′ phase transition could
allow for ReS2 to be used as a robust (nearly) direct gap
material.
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As a means of characterization, vibrational properties as
a function of pressure in the two phases have been dis-
cussed in detail. Optical modes exhibit a change of slope
in their fairly linear ω(P) curves between the 1T and 1T ′
structures. However, the change in slope is more pronounced
for IR-active than for Raman-active modes. Thus, the for-
mer seem to be more suitable for phase-transition detection.
In addition, acoustic modes away from the � point (i.e.,
the interlayer vibrational modes) are even more sensitive
to differences in stacking and interlayer distance between
1T and 1T ′ than the optical ones. These interlayer modes
can be accessed experimentally by inelastic neutron and
x-ray scattering to reveal the phase transition and pressure
effect.
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