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Ab initio insight into the formation of small polarons: A study across four metal peroxides
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In this ab initio study, we investigate the initial stages of small polaron formation across four metal peroxides.
By separating out electronic and lattice energy contributions to the formation of electron polarons, we find both
large and small formation barriers directly correlated with an electronic relaxation delay. Further analysis of the
electronic structure evolution during polaron formation, within the constraints set by the generalized form of
Koopmans’ theorem, reveals that hybridization between the polaron anchoring orbital and the conduction band
minimum determines the electronic relaxation delay. This hybridization physics is shown to play a dominant
role in the magnitude of a polaron formation barrier and the adiabaticity of polaron charge localization. Weaker
hybridization is correlated with larger more diabatic formation barriers, while stronger hybridization is correlated
with smaller more adiabatic formation barriers. These ab initio insights may lead to new approaches towards
tailoring the formation of small polarons in energy and electronic materials.
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I. INTRODUCTION

Polaron formation is the process by which free electrons
(or holes) in a material find a lower energy localized state
by distorting their surrounding host lattice. Since polaron
formation involves changes in both electronic and atomic
coordinates, it can have a significant impact upon various
material properties such as conductivity, optical absorption,
and even chemical reactivity [1]. Material properties resulting
from polaron formation have been well established by many
experimental methods, including: DC conductivity, Seebeck,
electron paramagnetic resonance, Mössbauer spectroscopy,
scanning tunneling microscopy, transient absorption, and
time-resolved THz conductivity measurements [2–7]. The
existence of polarons was first postulated by Landau in 1933
in a short note and then further developed by Pekar and
Rashba [8–10]. In the past half-century other researchers also
have contributed significantly to the development of polaron
theories, as summarized in Refs. [11–14]. With the devel-
opment of ab initio electronic structure methods, polarons
have been explored from first principles in numerous materials
[15–25]. Ab initio studies have predominantly focused on
studying stabilized small polaron states and their hopping
physics, which are primarily localized within a lattice constant
or so [15–23], while less investigation has been devoted to the
equally important process of polaron formation [13,26–29]. In
this work we provide an extensive ab initio exploration of the
physics governing the formation of small polarons [14,29].

Small polaron formation is illustrated in Fig. 1(a), whereby
an electron injected into a material is initially delocalized
at the conduction band minimum (CBM) delineated by εC .
Subsequently, through electron-lattice interactions a carrier
is self-trapped to form a polaron state εP within the band
gap (εG). This single-particle perspective is complemented
by the total energy description of small polaron formation

*Corresponding author: shuaishuai.yuan@mail.mcgill.ca

given in Fig. 1(b), which was first discussed in this manner by
Mott and Stoneham [29]. In the total energy Mott-Stoneham
picture, the transition between the free electron and the
polaron configurations follows a polaron formation energy
pathway EPOL [illustrated in black in Fig. 1(b)], which may
or may not exhibit an activation barrier EA to small polaron
formation. Other pioneering early theoretical studies also
explored the nature of the barrier between the free delocalized
electron state and the localized polaron state [13,26–28].
More recent theoretical research has provided further support
for the existence of the polaron formation barrier [30,31].
First-principles calculations have also predicted small polaron
formation barriers across a wide range of materials [32,33].
There has also been success in observing polaron formation
barriers experimentally through ultrafast spectroscopic mea-
surements [34–36].

Within the Mott-Stoneham picture, the formation barrier
magnitude is determined through competition between two
energy terms: the strain penalty ELAT imposed by the polaron
on the crystal lattice [illustrated in green in Fig. 1(b)]; and the
energy minimization resulting from the lowering of the elec-
tronic energy EEL of the polaron forming carrier [illustrated
in red in Fig. 1(b)] [17,37–39]. Formally, these contributions
may be written as

EPOL = ELAT + EEL. (1)

The polaron strain penalty (ELAT) invariably rises paraboli-
cally with the polaron distortion coordinate (x) [29,32]. How-
ever, EEL remains flat while the carrier remains delocalized
at the CBM (εC); it only begins to lower at distortion coor-
dinate xA when the electron transitions from the CBM to a
localized state within the band gap. This physics is illustrated
in Figs. 1(a) and 1(b). Thus, the magnitude of the polaron
formation barrier is primarily determined by the electronic
relaxation delay (xA) at which the electron begins to transition
from the CBM to a localized polaron state in the band gap.
If xA ≈ 0, then there will be a negligible polaron formation
barrier. Conversely, if xA is large, then there will be a large
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FIG. 1. (a) Schematic of small polaron formation after electron
injection in the single-particle picture. (b) The Mott-Stoneham small
polaron formation model [29] in the total energy picture. The polaron
formation barrier (EA) is indicated at the lattice distortion coordinate
xA, where EEL begins to drop. (c,i) Free electron in the Li2O2

conduction band without any lattice distortion (x = 0). (c,ii) Trapped
electron in Li2O2 well after crossing the formation barrier at xA. The
red balls represent O atoms and the black balls represent Li atoms.
The electron density is shown in yellow.

polaron formation barrier. Herein, our focus is on examining
the physical factors that determine the magnitude of xA from
first principles and thereby the magnitude of the formation
barrier (EA) exhibited by small polarons [32,33].

To this end we have chosen to study small polaron for-
mation across four similar metal peroxides (Li2O2, Na2O2,
K2O2, and BaO2) which exhibit varying electron relaxation
lengths (xA) and corresponding formation barriers (EA). These
peroxides serve as a convenient model system for exploring
the general physics of polaron formation, as they all exhibit
rather simple polaron distortions dominated by the stretching
of a single peroxide dimer. The nature of polaron formation
in these peroxides is shown in Fig. 1(c), where delocalized
and polaron electron states are shown for Li2O2 in Figs. 1(c,i)
and 1(c,ii), respectively. By carefully analyzing electronic
structure changes during the polaron formation process in
this family of materials, we have found that the degree of
orbital hybridization between the CBM and the polaron state
dramatically impacts upon the magnitude of EA. It is shown
that strong hybridization between the CBM and polaron state
results in a small adiabatic polaron formation barrier (with
a negligible electronic relaxation delay, xA ≈ 0), while weak
hybridization between the CBM and polaron state is shown
to result in a much larger and more nonadiabatic (diabatic)
polaron formation barrier (with a substantial electronic relax-
ation delay xA).

This marks a significant ab initio departure from the sim-
plified potential well model of small polaron formation first
postulated by Mott and Stoneham [29]; whereby the potential
well trapping the polaron state, not being a Coulomb type, can
only trap a carrier if there is a finite distortion value (xA). This
is argued because, in three dimensions, the potential well has
to reach a certain width and depth in order to pull a carrier
below εC . However, the ab initio results presented here argue
that the degree of hybridization between the small polaron
state and the CBM is the primary physical characteristic which
determines the magnitude of EA (and correspondingly the
extent of xA). In general, our work seeks to more deeply
explore the physical origins of large and small polaron for-
mation barriers, which may provide further guidance towards
engineering polaron properties inside materials [32].

The remainder of this work is organized as follows. The
computational details of this work are described in Sec. II.
Then we present our ab initio results in Sec. III. We begin by
examining the undistorted lattice and electronic structures of
the four selected metal peroxides in Sec. III A. The polaron
formation barriers and corresponding energetic contributions
of each material are then discussed in Sec. III B. Subsequently,
the single-particle electronic structure evolution during po-
laron formation is explored in Secs. III C through III E, which
presents the key physics connecting orbital hybridization with
the eventual polaron formation barrier. In Sec. IV we provide a
detailed discussion of the polaron physics and its more general
implications. Finally, in Sec. V we present our conclusions.

II. COMPUTATIONAL METHODS

All calculations were performed within the Vienna ab ini-
tio simulation package (VASP) [40–43], utilizing the Heyd-
Scuseria-Ernzerhof hybrid functional (HSE06) [44,45] and
projector augmented wave (PAW) potentials [46,47] of the
form: Li(1s22s1), Na(2p63s1), K(3s23p64s1), Ba(5s25p66s2),
and O(2s22p4). The initial structures of the four metal per-
oxides under investigation were obtained from the Materials
Project [48]. These structures were then further relaxed until
all interatomic forces were converged to less than 0.01 eV/Å
using the HSE06 functional with a default mixing parameter
of α = 0.25.

The electronic structure of each material was calculated
utilizing the HSE06 functional with the following mixing
parameter values: α = 0.34 for Li2O2, α = 0.37 for Na2O2,
α = 0.35 for K2O2, and α = 0.28 for BaO2. These separate
mixing parameters were carefully optimized for each material
to fulfill the generalized form of Koopmans’ theorem [49–51].
This was done in order to minimize self-interaction errors
within HSE06, further details can be found in the Supple-
mental Material [52] to this work. To substantially reduce the
computational cost due to our utilization of HSE06, all band
structure results were computed through a non-self-consistent
approach using additional high symmetry k points with zero
weight in the overall total energy computation [53]. The high
symmetry k points for Li2O2, Na2O2, K2O2, and BaO2 were
taken from the Brillouin zones provided in Ref. [54]. Gaussian
smearing of 0.01 eV was used in all electronic structure
calculations but its value was increased to 0.05 eV for all
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FIG. 2. Crystal structures illustrated through supercells of (a,i) Li2O2, (b,i) Na2O2, (c,i) K2O2, and (d,i) BaO2. The red balls represent
oxygen atoms. The black, yellow, purple, and blue balls represent Li, Na, K, and Ba, respectively. Electronic band structures of the four
metal peroxides are provided in (a,ii) through to (d,ii). Contribution from metal atoms and oxygen atoms are in blue and red, respectively.
Spin-polarized projected density of states (PDOS) of the four metal peroxides are given in (a,iii) through (d,iii). Projected contributions from
oxygen pz orbitals are given in red, while those from oxygen px and py orbitals are given in pink. The total DOS is plotted in black. Zoomed-in
PDOS composition of the CBM for each material is given in (a,iv) through (d,iv); these are not spin-polarized plots, projected s or d orbitals
of metal cations are plotted on the right and projected pz orbitals of O atoms are plotted on the left of each figure to illustrate their relative
magnitudes at the CBM.

density of states plots. Additionally, all calculations were spin
polarized.

For our polaron formation calculations, the following su-
percells were used: 3 × 3 × 2 (144 atoms) for Li2O2, 2 ×
2 × 3 (144 atoms) for Na2O2, 2 × 2 × 2 (128 atoms) for
K2O2, and 3 × 3 × 2 (108 atoms) for BaO2. A plane-wave
energy cutoff of 1000 eV was applied in all calculations.
We used a �-centered 1 × 1 × 1 k-point grid for the Li2O2,
K2O2, and BaO2 supercells. A �-centered 1 × 1 × 3 k-point
grid was used for the Na2O2 supercell, due to its indirect
band gap (see Fig. 2). To form an electron polaron in these
materials, an extra electron was added into a given supercell
(with a uniform compensating background charge to maintain
charge neutrality) and the supercells were then relaxed while

keeping their volume and shape fixed. When an extra electron
is added into such a supercell, it will reside in two possible
configurations. If the symmetry of the lattice is unbroken, the
extra electron will be delocalized at the CBM—see Fig. 1(c,i).
However, if distortions are added on one of the oxygen dimers
the extra electron will self-localize forming a polaron in
these materials—see Fig. 1(c,ii). In both the delocalized free
electron configuration and the localized polaron configuration
the atomic structure was relaxed utilizing HSE06 at the default
mixing parameter of 0.25, while keeping the volume and
shape fixed.

To compute polaron formation barriers, self-consistent
calculations were performed on atomic structures linearly
interpolated between the relaxed delocalized and fully formed
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polaron states. For these barrier calculations we tuned the
HSE06 mixing parameter away from 0.25 to satisfy the
generalized form of Koopmans’ theorem [49–51]. We did
not choose to use the climbing image nudged elastic band
(CI-NEB) method to compute these polaron formation path-
ways [55] due to the extremely high computational demand
imposed by coupling CI-NEB and HSE06 calculations at ten
or more image points. The linearization method should be
a fair approximation when computing polaron formation in
metal peroxides, since the formation and relaxation pattern
are relatively simple—mainly determined by elongation of the
oxygen dimer. Additionally, we compared the NEB and linear
interpolation approaches via the PBE functional and found
that the polaron formation barriers agree reasonably well.

Finally, the software package VESTA [56] was used to
visualize crystal structures and band decomposed charge den-
sities; and the element-decomposed band structure was plotted
following the approach detailed in Ref. [57].

III. RESULTS

A. Lattice and electronic structures

Experimentally, Li2O2 and Na2O2 crystallize into a hexag-
onal structure with respective space groups of: P63/mmc,
a = 3.142, c = 7.65, 2 formula units [58,59]; and P6̄2m,
a = 6.22, c = 4.47, 3 formula units [60,61]. While K2O2

has been found to adopt an orthorhombic structure (space
group Cmca, a = 6.733, b = 6.996, c = 6.474, 4 formula
units) [62–64] and BaO2 a tetragonal structure (space group
I4/mmm, a = 3.8114, c = 6.8215, 2 formula units) [65]. Our
computed lattice parameters agree well with these experimen-
tal values (see the Supplemental Material [52] to this work).
In Figs. 2(a,i) through 2(d,i) the lattice structures of these
four materials are provided, where it can be seen that the
oxygen atoms are paired up in each material. In each case
the oxygen dimers accept two electrons from the surrounding
metal cations to form peroxide anions. The two oxygen atoms
in the peroxide anions are covalently bonded, but if we view
the peroxide anions as an integral component we find that they
bind ionically to the surrounding metal cations [63,66,67].

The element-projected band structures of these four metal
peroxides are provided in Figs. 2(a,ii) through 2(d,ii). Here it
can be seen that metal cations have little contribution to the va-
lence band edge and their contributions to the conduction band
edge increases progressively from Li2O2 through to BaO2—a
metallic ion dominated conduction band is blue, while one
dominated by oxygen p orbitals is red. Experimental reports
on the electronic structure of Li2O2 are very limited and
electronic structure insights primarily arise from theoretical
computations [68]. Hence, the calculated band gap of Li2O2

ranges significantly among the various theoretical calculation
methods [69,70]. With our calculated HSE06 mixing param-
eter of α = 0.34 via the generalized Koopmans’ theorem, we
obtained a band gap 5.4 eV for Li2O2. The same approach was
applied to obtain the band gaps of the other metal peroxides
calculated in this paper (see Table I), for which experimental
reports are also very limited.

Let us now consider the oxygen projected density of
states (PDOS) of these four materials in Figs. 2(a,iii) through
2(d,iii). Here we can see that the peroxide anions in the

TABLE I. HSE06 Mixing parameter (α), band gap (εG ), po-
laron formation barrier height (EA), and polaron formation energies
(�EPOL) of the peroxides studied

Li2O2 Na2O2 K2O2 BaO2

α 0.34 0.37 0.35 0.28
εG (eV) 5.4 4.9 4.3 3.9
EA (eV) 0.007 0.08 0.330 0.402
�EPOL (eV) −2.6 −1.9 −1.4 −1.0

solid qualitatively retain much of the character of an isolated
oxygen molecule. For comparison, the 2p molecular orbitals
of an isolated oxygen molecule (lying along z axis) are shown
in the inset of Fig. 2(b,iii), which are in the sequence of
σ2p, π2p, π∗

2p, and σ ∗
2p [20]. A peroxide anion in these solids

accepts two more electrons from the surrounding metal atoms,
so a peroxide anion O2−

2 contains ten electrons in its 2p
orbitals. This results in fully occupied σ2p, π2p, and π∗

2p
molecular orbitals [66]. Hence the upper valence bands of
these metal peroxides are mainly composed of the π2p and
π∗

2p O2−
2 molecular orbitals, while the lower valence band is

primarily composed of σ2p molecular orbitals. Conversely, the
σ ∗

2p O2−
2 molecular orbitals reside in the conduction band but

their location within the conduction band varies significantly
between the four materials [see Figs. 2(a,iii) through 2(d,iii)].

The contributions from the metal atoms to the CBM differ
in each of these metal peroxides, as illustrated by the orbital
composition PDOS plots in Figs. 2(a,iv) through 2(d,iv). Here
we have plotted the PDOS from the metal cations on the left
in blue and PDOS from oxygen pz orbitals on the right in
red. This plotting approach allows us to clearly distinguish the
relative contributions of each species to the CBM. In Li2O2,
the oxygen pz orbitals dominate the CBM and the s orbitals
from Li atoms contribute little [see Fig. 2(a,iv)]. While in
Na2O2, the cation s orbitals contribute nearly the same as
the oxygen pz orbitals to the conduction band minimum [see
Fig. 2(b,iv)]. However, in K2O2 and BaO2 the contributions
from the K s orbitals and Ba d orbitals begin to dominate
[see Figs. 2(c,iv) and 2(d,iv)]. The role of the cation orbitals
is especially strong in BaO2, where the CBM is comprised
completely of Ba d states—shown in Fig. 2(d,iv). Through
the course of this study we will demonstrate that this subtle
difference near the conduction band minimum has a large
impact upon the polaron formation physics.

B. The initial stage of polaron formation
and its energetic contributions

The total energy difference between the polaron and free
electron configurations is called the polaron formation energy
[given as �EPOL in Fig 1(b)]. Negative polaron formation
energies indicate the polaron configuration is more stable than
the free electron configuration, which we have found to be
the case for each of the four peroxides studied in this work
(see Table I). Notably, the polaron formation energies in these
metal peroxides are quite large compared with those typi-
cally found in transition metal oxides [22,32]. The reported
polaron formation energy for Li2O2 varies widely between
functionals, but they are generally larger than 1 eV [20,67,70]
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and even the Perdew-Burke-Ernzerhof (PBE) functional has
been shown to stabilize an electron polaron in Li2O2 [71].
It has been postulated that an electron polaron in Li2O2 may
stabilize due to the “cleavage” of the O-O bond in the matrix
of Li+ ions [20], drawing parallels with the “bond-breaking”
lattice relaxation mechanism reported for DX centers in
AlxGa1−xAs and GaAs [72]. For all the peroxide polarons
studied in this work, we have found that the polaron state [εP

given in Fig. 1(a)] lies more than 3 eV from the conduction
band edge (εC ) [20,73]. Hence, the polaron trap states are quite
deeply bound for all of these peroxides (full PDOS plots are
provided in the Supplemental Material [52]). Experimental
reports on the polaronic properties of these materials are quite
limited, with the most abundant literature coming from studies
of Li2O2 [74–77].

To compute the polaron formation properties of each per-
oxide, we linearly interpolated lattice coordinates between the
initial delocalized free electron configuration and the final
localized polaron configuration. Subsequently, self-consistent
N and N + 1 electron static calculations were run at each
interpolated configuration to obtain EPOL, ELAT, and EEL (as
discussed in the context of Fig. 1). One may compute the lat-
tice strain penalty ELAT as the total energy difference between
the unstrained lattice and polaron strained lattice coordinate
computed for N electrons (where the system contains N + 1
electrons when a polaron is present). Conversely, EPOL is
computed for the same atomic coordinates but for a system
containing N + 1 electrons. Thus, the electronic energy re-
laxation is typically extracted as EEL = EPOL − ELAT across
the entire polaron formation pathway. The values of EPOL

computed along ten such linearly interpolated coordinates are
plotted in Fig. 3(a) with respect to the polaron induced bond
length elongation of the oxygen dimer for each peroxide. We
used oxygen dimer elongation as a characteristic measure of
the polaron formation coordinate in these peroxides, since it is
the dominant distortion feature in the formation process. The
extension of the O-O bond length is illustrated for Li2O2 as
an inset to Fig. 3(a); all four peroxides experience a similar
polaron distortion.

In Fig. 3(a) we can see that there are two local minima dur-
ing the formation process: one at the delocalized free electron
state (zero elongation) and a second at the fully relaxed small
polaron state. The polaron formation energy between these
two states (�EPOL) differs progressively between the four
peroxides, with BaO2 having the smallest formation energy at
−1.0 eV and Li2O2 the largest at −2.6 eV (see Table I). There
is also an energy barrier to polaron formation (EA) present
between the local minima ranging from 0.402 eV in BaO2

down to 0.007 eV in Li2O2 (see Table I). Physically, this
barrier represents an activation energy that the system must
overcome in order to form a polaron from a free electron state
[13]. It is the physical origin of this barrier and its variation
between the four peroxides which is the focus of this work.

To this end, in each material we finely sampled EPOL at 20
points from the free electron configuration across each barrier
to a dimer elongation of 0.25 Å as displayed in Fig. 3(b). At
elongations beyond 0.25 Å we found that DFT can produce a
spin transition on the polaron site, which further complicates
the analysis beyond the main barrier physics (this is discussed
in the Supplemental Material [52]). Further separation into the
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FIG. 3. Polaron formation properties of Li2O2, Na2O2, K2O2,
and BaO2: (a) Formation energy EPOL from the free electron con-
figuration to the fully localized configuration; (b) resolved EPOL

formation energy curve up to 0.25 Å elongation of the oxygen dimer;
(c) resolved EEL electronic relaxation energy; (d) resolved lattice
strain energy ELAT; and (e) resolved charge density localization in
each elongated oxygen dimer obtained through a Bader analysis.

EEL and ELAT contributions to the polaron formation barrier
are given in Figs. 3(c) and 3(d), respectively. Strikingly,
the lattice strain penalty (ELAT) is nearly the same in each
peroxide [see Fig. 3(d)]. Hence, across the four materials the
presence of a barrier is primarily dictated by the behavior of
EEL as determined by Eq. (1) and shown in Fig. 3(c). From
this we can see that the primary feature determining the height
of any such polaron formation barrier is the length to which
the oxygen dimer must elongate prior to electronic relaxation
occurring (given as approximately xA in Fig. 1). For example,
in Fig. 3(c) we see that BaO2 and K2O2 peroxide dimers
must elongate by almost 0.2 Å prior to EEL lowering; while
EEL begins to relax almost immediately upon elongation in
Li2O2 and an intermediate length is found for Na2O2 [78]. The
physics behind the length of this “electronic relaxation delay”
originates from the electronic structure of each material as
shall be investigated shortly.
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FIG. 4. Conduction band evolution of the spin-polarized projected density states (PDOS) on the pz orbitals (red) of the elongating of
oxygen dimer during polaron formation at distortions of approximately 0.05 Å (i), 0.10 Å (ii), 0.15 Å (iii), 0.20 Å (iv), and 0.25 Å (v).
The blue PDOS indicates the s orbitals of metal atoms in (a) Li2O2, (b) Na2O2, (c) K2O2, and the d orbitals of Ba atoms in (d) BaO2. The
rightmost column (vi) displays EEL in black and the lowest unoccupied single-particle state (εi) colored in red. The PDOS in blue and red
are self-consistent HSE06 calculations with �-centered k point for Li2O2, K2O2, BaO2 and �-centered 1 × 1 × 3 k-point grid for Na2O2. The
background total DOS in gray was computed non-self-consistently with the following k-point grid sampling: 5×5×5 for Li2O2 and BaO2, and
3×3×3 for Na2O2 and K2O2. The conduction band minimum (CBM) is marked in green on all PDOS plots.

It is also instructive to explore the polaron localization
physics in each peroxide. This can be accomplished to first
order through a Bader analysis [79] of the added electron
density on the polaron anchoring oxygen dimer as provided
in Fig. 3(e). Here we can see that there is a gradual smooth
localization of the electron density in Li2O2 and Na2O2 as
a polaron is formed. However, in K2O2 and BaO2 the added
electron localizes much more abruptly near the barrier at a
“critical” elongation length near xA [see Figs. 1(b) and 3(e)].
Hence, the Bader analysis suggests that the ability of charge
to localize adiabatically (smoothly) is closely associated with
the polaron formation barrier height. Specifically, Fig. 3(e)
implies that smooth adiabatic localization is correlated with
a low activation barrier and abrupt diabatic localization is
correlated with a high activation barrier to polaron formation.

C. Electronic structure evolution during polaron formation

So far we have shown that the electronic relaxation (EEL)
delay plays a key role in the determining the presence of a

polaron formation barrier—as first pointed out by Mott and
Stoneham [29]. To understand the origin of this delay let
us now examine the electronic structure changes occurring
during polaron formation. This will lead to important insights
correlating the degree of hybridization between the eventual
polaron state and CBM with the magnitude of the polaron
formation barrier. In this regard, it is instructive to examine
the PDOS changes that each peroxide material undergoes
during the polaron formation process as given in Fig. 4. Due
to space limitations, we only selected five of the stages along
the formation path traversed by each peroxide in Fig. 4. These
stages correspond to oxygen dimer elongations of about 0.05,
0.10, 0.15, 0.20, and 0.25 Å, respectively, and are denoted as
images i through v—with one set of images for each peroxide.
Note, the PDOS properties at 0.0 Å elongation were given
earlier in Fig. 2.

We begin again by considering Li2O2 in Fig. 4(a). Here
we can see in Fig. 4(a,i) that a small elongation of 0.05 Å
immediately results in the pz orbitals of the polaron centered
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dimer (shown in red) lowering down to the Li2O2 CBM at
εC (marked in green). Subsequently, further distortion drives
the development of a polaronic state below εC in Figs. 4(a,ii)
through 4(a,v). This transition can be directly mapped by
tracking the energetic location of the lowest unoccupied
single-particle energy (εi) during the polaron formation pro-
cess as given in Fig. 4(a,vi) and plotted against EEL = E (N +
1) − E (N ) (the electronic relaxation energy discussed in the
context of Figs. 1 and 3). Note that in order to match the
single-particle energies of each PDOS plot in images i through
v in Fig. 4, we shifted EEL in image v with respect to the
Fermi level of each material. Here we see that the rapid
descent of EEL can be directly explained by the strong pz-
orbital hybridization present in the Li2O2 CBM [see Fig. 2(a)].
Thus strong hybridization between the orbitals that form the
polaron (pz orbitals in this case) and those of the CBM results
in the rapid adiabatic electronic structure relaxation into a
polaron configuration and a correspondingly small formation
barrier.

Next, we consider the PDOS evolution of Na2O2 in
Fig. 4(b). After a small elongation of 0.05 Å polaron centered
dimer, there is only a little portion of the pz orbitals of the po-
laron centered dimer at εC [see Fig. 4(b,i)]. The pz orbitals of
the dimer begin to pass εC around 0.10 Å elongation [as shown
in Fig. 4(b,ii)] and further distortion of the dimer continues to
lower the polaron centered pz orbital. In comparison to Li2O2,
the oxygen dimer in Na2O2 requires a further ∼0.10 Å in
distortion to lower the polaron centered pz orbitals down to
εC . This can be seen more closely by examining electronic
relaxation (EEL) differences between Figs. 4(a,vi) and 4(b,vi).
The increased electronic relaxation delay demonstrated for
Na2O2, which is larger than that found in Li2O2, can be under-
stood by noting the reduced pz-type character of the CBM in
Na2O2—this is evident upon comparing Figs. 2(a) and 2(b).

Lastly, consider the polaron PDOS evolution of K2O2 and
BaO2 together in Figs. 4(c) and 4(d). In the case of K2O2 the
polaron centered pz orbital (in red) starts out very weakly
hybridizing near the CBM [see Fig. 4(c,i)]. It is only after
a significant elongation between 0.15 and 0.20 Å that the
polaron begins to localize and pass εC [see Figs. 4(c,iii)
and 4(c,iv)]. In BaO2 even weaker hybridization between
the polaron pz-orbital and d-orbital based conduction band
results in similarly long delay until εC is passed [as shown in
Figs. 4(d,i) through 4(d,v)]. Again, this PDOS exhibited delay
in the motion of the lowest unoccupied single-particle energy
(εi) is directly correlated with the electronic relaxation (EEL)
delay experienced by the polaron as shown in Figs. 4(c,vi) and
4(d,vi)—see also Fig. 3. Thus, we see that with decreasing
CBM hybridization increasingly larger distortions are needed
to lower the orbitals of a polaron down below εC . This results
in the sizable electronic relaxation delay [denoted as xA in
Fig. 1(b)] and increased in activation barriers exhibited by
both materials (see Fig. 3). Similarly, the decreased adiabatic-
ity in these materials is a consequence of decreased hybridiza-
tion of the polaron anchoring pz orbitals with the CBM.

D. Correlating total energy and single-particle energies
in polaron formation barrier calculations

Before wrapping up this portion of our investigation, it is
important to understand how one is able to directly correlate

the lowest unoccupied single-particle energy (εi) with the
electronic relaxation energy (EEL) experienced by a polaron
(as given in Fig. 4). This is not an accidental feature of the
calculations presented but directly follows from satisfying the
generalized form of Koopmans’ theorem within DFT, which
can be expressed compactly as [51]

E (N + 1) − E (N ) = εi. (2)

Here εi is the lowest unoccupied single-particle energy of the
N-electron configuration (lacking an extra electron) and E (N )
is its total energy; likewise, E (N + 1) is the total energy of the
N + 1 electron configuration (containing the extra electron).
The generalized form of Koopmans’ theorem is satisfied when
linearity of the total energy is preserved with respect to
variation in the number of electrons from N to N + 1 (as
it would be for the exact DFT functional) [49–51]. In this
work we have carefully tuned the HSE06 mixing parameter α

for each material to satisfy this criterion as best as possible.
Furthermore, a derivative discontinuity was not introduced
at the E (N ) electron configuration with respect to following
linearity up to N + 1 electrons [49,50]. Therefore, one is able
to maintain “equivalence” between the lowest unoccupied
single-particle energy of the N electron configuration (where
the polaron would sit) and the highest occupied single-particle
energy of the N + 1 electron configuration (where the polaron
does sit) [51].

Hence, by examining the electronic structure of the E (N )
electron configuration (as plotted in Fig. 4) one can directly
assess how the degree of hybridization between the polaron
anchoring pz oxygen state and the CBM of a given per-
oxide impacts the electronic relaxation delay (at ∼xA) and
the corresponding polaron formation barrier (EA). Moreover,
during our polaron decomposition study in Sec. III B we de-
fined EPOL = E (N + 1), ELAT = E (N ), and EPOL − ELAT =
EEL (see also Fig. 3). This expression is identical to Eq. (2),
thus one can make the equivalence EEL = εi and accurately
correlate electronic structure and total energy information.
However, due to exchange-correlation errors present in vari-
ous functionals, this relationship between total energies and
single-particle energies cannot be satisfied by an arbitrary
DFT functional [49–51] (further examples of this are given in
the Supplemental Material [52], also Refs. [80–88] therein).
This means that without working to satisfy the generalized
form of Koopmans’ theorem one cannot necessarily have
confidence that single-particle information (e.g., Fig. 4) can be
utilized to understand the hybridization physics determining
the activation barrier to polaron formation (e.g., Fig. 3). As
discussed in Ref. [16], the charge neutral N electron single-
particle states are regarded as more accurate in VASP and we
have plotted those in Fig. 4.

E. Localization properties near the barrier

We will now further explore how the degree of hybridiza-
tion between the polaron state (εP ) and CBM (near εC ) corre-
lates with the magnitude of the polaron formation barrier. To
this end the real-space charge density of the added electron
is plotted in Fig. 5 within approximately ±0.025 Å oxygen
dimer elongation about the formation barrier maximum of
each peroxide—exact image locations are given in Fig. 5. The
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FIG. 5. Band-decomposed charge density of added extra electron at five configurations near the polaron formation barrier point for
(a) Li2O2, (b) Na2O2, (c) K2O2, and (d) BaO2. An isosurface value of 0.001e/Å3 was selected for (a)–(c). To improve visualization, the
isosurface value was set to 0.0003e/Å3 for (d,ii) through (d,iv) and 0.003e/Å3 for (d,v) and (d,vi). The red balls represent oxygen atoms. The
black, yellow, purple, and blue balls represent Li, Na, K, and Ba, respectively.

resulting analysis in Fig. 5 consists of five closely spaced
“snapshots” of the localization transition at and near xA

[the coordinate of the formation barrier maximum given in
Fig. 1(b)].

Let us begin by considering the near-barrier localization
properties of Li2O2 in Figs. 5(a,i) through 5(a,vi). Here we
can see that the electron is largely delocalized to the left of
the barrier [see Fig. 5(a,ii)] and undergoes a smooth adiabatic
localization process as it transitions over the barrier to enter
the initial stages of polaron formation. Note we are showing
less than 10% of the full polaron distortion, nevertheless we
can already see that at just 0.0255 Å past the barrier pz-
type electron localization is already evident [see Fig. 5(a,vi)].
Indeed, one can view this adiabatic polaron formation process
[in Figs. 5(a,ii) through 5(a,vi)] as analogous to a “localized
lowering” of the CBM, whereby the pz-type free electron

states of the CBM become progressively more trapped in a
“local well” formed by the distortion of the oxygen dimer
bond on the polaron site.

Next consider the localization physics of Na2O2 as pre-
sented in Figs. 5(b,i) through 5(b,vi). In this example, local-
ization still proceeds in a primarily adiabatic (smooth) manner
but occurs less smoothly than in Li2O2 [also indicated by
the Bader analysis in Fig. 3(e)]. This is exemplified by the
clear appearance of pz-type localized state only after 0.0824 Å
distortion of the oxygen dimer. Both Li2O2 and Na2O2 display
largely adiabatic localization properties, but the transition is
more adiabatic in Li2O2 and appears less so in Na2O2.

Finally, consider the localization properties of K2O2 and
BaO2 together. In Figs. 5(c,i) through 5(c,vi) we see that the
added electron localizes abruptly in K2O2, just after crossing
the polaron formation barrier. Even more abrupt localization
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properties are exhibited by BaO2 in Figs. 5(d,i) through
5(d,vi). In the case of K2O2 we see that the free electron is
primarily situated on the K+ cations before the barrier [in
Figs. 5(c,ii)–5(c,iv)], with a slight degree of hybridization
on the pz orbitals of the oxygen dimers, and transitions to
strong pz anchoring in the polaron state after crossing the
barrier [in Figs. 5(c,v)–5(c,vi)]. Even more strikingly in BaO2,
we find very weak hybridization between the free electron
state and polaron state before and after crossing the barrier
maximum at xA. Just before/at the barrier the free electron
state is strongly delocalized and situated entirely on the Ba+
cations [see Figs. 5(d,ii)–5(d,iv)]. However, immediately after
the barrier the electron becomes situated on a pz anchored
polaron orbital directly perpendicular to the free electron
wave function prior to the barrier [see Figs. 5(d,v) and
5(d,vi)].

Clearly, in both K2O2 and BaO2 the electron localization
transition is largely diabatic in nature and this important
physics must be closely correlated with the presence and
enhanced magnitude of the polaron formation barrier found
in K2O2 and BaO2 (see Fig. 3). Conversely, the reduced
polaron formation barriers obtained in Li2O2 and Na2O2

indicate that a reduced formation barrier is correlated with the
decreased degree of adiabaticity present. The origin of these
adiabaticity trends can be understood by returning to Figs. 2
and 4.

Beginning with Li2O2 in Figs. 2(a,ii) through 2(a,iv) it can
be seen that the bottom of the conduction band is strongly
dominated by oxygen p orbitals. Hence, the distortion of
an oxygen dimer (and its p orbitals) immediately impacts
upon the local electronic structure of the lowest unoccupied
eigenstate [i.e., the CBM as shown in Fig. 4(a)] and results in
a low adiabatic barrier to polaron formation (see Table I and
Fig. 3). However, the adiabaticity trend beings to decline in
Figs. 2(b,ii) through 2(b,iv), where the p-orbital character of
the Na2O2 CBM is less pronounced. Thus, Na2O2 in the dis-
tortion of the oxygen dimer during polaron formation couples
less strongly to the CBM [as shown in Fig. 4(b)] and a larger
polaron activation barrier results (see Fig. 3 and Table I).
Next, we see that for K2O2 in Figs. 2(c,ii) through 2(c,iv)
the CBM is heavily dominated by metallic orbitals. Hence,
in K2O2 an even larger oxygen dimer distortion is needed
to draw an electron out of the conduction band and onto a
σ ∗

2p-type localized polaron state on an oxygen dimer [as shown
in Fig. 4(c)]. This then results in larger and more diabatic
barriers (see Fig. 3). Lastly, consider the electronic structure
of BaO2 in Figs. 2(d,ii) through 2(d,iv). Here a complete
decoupling occurs between the oxygen p orbitals, which will
anchor the polaron state on an elongated dimer, and the Ba
dominated CBM. Therefore an extended dimer distortion is
needed in BaO2 to pull an oxygen σ ∗

2p-type orbital down
enough such that an electron in the CBM begins to localize
[as shown in Fig. 4(d)]. This strong separation between the
O and Ba conduction band orbitals leads to the pronounced
diabaticity that is exhibited in Figs. 5(d) and 3(e). Similarly,
on the other extreme the strong p-orbital hybridization of the
CBM in Li2O2 leads to the marked adiabaticity displayed in
Fig. 5(a). While for Na2O2 and K2O2 we obtain results that
are somewhat intermediate between the two extremes [see
Figs. 5(b), 5(c), and 3(e)].

IV. DISCUSSION

This work primarily builds off the Mott-Stoneham small
polaron formation model (illustrated in Fig. 1) [29]. However,
by providing a detailed ab initio analysis it differs from the
work of Mott and Stoneham in two key respects. First, we
explored the degree to which hybridization between polaron
orbitals and the conduction band minimum impact upon the
physics of polaron formation. Second, the molecular nature
of small polaron trapping is more clearly substantiated than
the square-well model utilized by Mott and Stoneham. The
second point of differentiation is essentially common to all
ab initio studies of small polarons, so it does not merit much
discussion [16–23,37,89]. One might only comment that in
a small polaron the quantization physics of energy levels
resembles more closely that of small molecules and single
atoms (depending on the nature of the localization site), rather
than that of a square well—which has been reproduced by
many ab initio studies [16–23,37,89]. In the peroxides studied,
quantization on the polaron site was primarily in the form of
the well known O2 molecular quantum orbitals (σ2p, π2p, π∗

2p,
and σ ∗

2p as illustrated in Figs. 2 and 4).
The first point of differentiation, however, constitutes the

main contribution of this work and deserves further detailed
discussion. Through our ab initio study of four metal per-
oxides, we have shown that the degree of polaron-orbital
hybridization with the CBM directly impacts on the magni-
tude of the polaron formation barrier (and, correspondingly,
the electronic relaxation delay xA). This relationship between
the CBM and the polaron formation barrier is summarized
in Fig. 6. We hypothesize that this physics is much more
universal beyond simply peroxides and constitutes a concep-
tual framework for understanding small polaron formation
barriers.

If a polaron orbital is strongly hybridized with the CBM,
then a small lattice perturbation (which locally lowers the
CBM) is able to successfully initiate polaron formation and
a negligible polaron formation barrier results (that is, xA ≈ 0).
Both Li2O2 and Na2O2 are examples of this stronger CBM
hybridization scenario, following the physics illustrated in
Fig. 6(a). In both Li2O2 and Na2O2 the σ ∗

2p orbital, which will
eventually anchor the polaron state, is substantially hybridized
with the CBM [see Fig. 6(a,i)]. Hence, in Li2O2 and Na2O2

a localized stretching distortion of the O2−
2 dimer rapidly

lowers the similarly based σ ∗
2p CBM (where the free electron

is initially located) around the dimer and also leads to a near
immediate electronic relaxation (EEL) of polaron orbital into
the band gap [see Fig. 6(a,i)]. Thus, when EEL drops nearly
immediately with respect to the lattice distortion coordinate
(x) we obtain a negligible polaron formation barrier (and xA

value), since EPOL = ELAT + EEL [see Fig. 6(a,ii)].
Conversely, if a polaron orbital is weakly hybridized with

the CBM, then an extended lattice distortion (xA) is needed
to pull the polaron orbital down to a point where electronic
relaxation can begin to transform a free electron state (at εC)
into a localized polaron state. Both K2O2 and BaO2 are exam-
ples of this weak CBM hybridization scenario as illustrated in
Fig. 6(b). In both K2O2 and BaO2 the σ ∗

2p orbital, which will
eventually anchor the polaron state, is weakly hybridized with
the CBM which is dominated by metal cation orbitals [see

205201-9



YUAN, WANG, BARON, AND BEVAN PHYSICAL REVIEW B 100, 205201 (2019)

xA

ε

e−
εC

εV

xA

ε

e−

e−

e−

εC

εV

s-orbitals / d-orbitals

p-orbitals
E

xA

EEL

EPOL

xA

EEL

(a,i)

σ2p*

σ2p*

σ2p
2p

2p*

σ2p
2p

2p*

σ2p*

(a,ii)

(b,i) (b,ii)E
p-orbitals

ELAT
EA≈0

EA

σ2p*

ELAT

x

x

x

x

FIG. 6. Primary factors impacting upon the activation barrier
(EA) to polaron formation, illustrated for the model peroxide scenar-
ios explored in this work. (a,i) The electronic structure of a material
where the anchoring polaron orbital (in this case a σ ∗

2p orbital)
strongly hybridizes with a CBM (εC ) composed of p orbitals, and
corresponding rapid relaxation of the polaron state into the band
gap with respect to the distortion coordinate (x). (b,i) The electronic
structure of a material where the anchoring polaron orbital (σ ∗

2p

type) weakly hybridizes with a CBM (εC ) composed of s orbitals
and/or d orbitals, resulting in slow relaxation of the polaron state
into the band gap with respect to x. In (a,ii) and (b,ii) we see that
EA maximizes at xA where the polaron state crosses εC into the band
gap.

Fig. 6(b,i)]. Hence, in both materials an extended localized
distortion of the eventual O2−

2 polaron dimer is needed to pull
down the σ ∗

2p polaron anchoring orbital past the CBM where
the free electron is initially located [see Fig. 6(b,i)]. Since the
electron resides at the CBM for an extended portion of the
polaron distortion (x), until the σ ∗

2p polaron anchoring orbital
is drawn past it into the band gap, an extended delay in the
electronic relaxation (EEL) occurs. When EEL does not drop
until an extended lattice distortion coordinate of xA is reached,
we obtain a correspondingly large polaron formation barrier
since EPOL = ELAT + EEL [see Fig. 6(b,ii)].

Interestingly, this work was also able to demonstrate that
a small polaron formation barrier is associated with an adia-
batic transition from the CBM to the polaron state. This was
demonstrated for both Li2O2 and Na2O2 in Figs. 5(a) and
5(b), respectively [see also Fig. 3(e)]. Since small formation
barriers arise from polaron states that are strongly hybridized
with the CBM, it makes sense that the transition should be
adiabatic between the free and localized state. Conversely, it
was also demonstrated that a large polaron formation barrier is
associated with a more nonadiabatic (diabatic) transition from
the CBM to the polaron state. This was demonstrated for both
K2O2 and BaO2 in Figs. 5(c) and 5(d), respectively [again,
see also Fig. 3(e)]. When a polaron anchoring state is weakly
hybridized with CBM, it follows that the transition from the

CBM to the polaron state should occur more diabatically when
the polaron anchoring state passes the CBM. Alternately, one
may view the diabatic scenario as occurring when the polaron
state must cross many eigenstates in the conduction band
before entering the band gap [see Fig. 6(b,i)]. Conversely, the
adiabatic scenario may be characterized by immediate relax-
ation of the polaron state into the band gap [see Fig. 6(a,i)].
Again, we hypothesize that this adiabaticity physics holds
more generally across a wider range of materials.

The most extreme example of diabatic polaron formation
was provided by BaO2. Here the CBM has an entirely Ba
d-orbital type character, while the polaron is anchored on a
σ ∗

2p orbital [see Figs. 3(e) and 5(d)]. Indeed, polaron formation
in BaO2 is further intriguing given that its conduction band
effective mass is rather light (m∗

e = 0.46me, where me is
the free electron mass) as plotted in Fig. 2. Generally, light
effective mass materials do not form small polarons [13],
which makes sense if one only considers electron-phonon
interactions near the CBM. However, BaO2 demonstrates that
higher level states (very weakly hybridized with the CBM) can
be lowered to an extent that polarons are formed (as discussed
earlier). We have further established this preferred polaron
formation mechanism in BaO2 through molecular dynamics
calculations [90,91] (see the Supplemental Material [52]). It
is plausible that other materials with a light effective mass
might also form small polarons through such a mechanism.
However, the stabilization of electron polarons in BaO2 is
mainly due to the “cleavage” of the O2 dimer (which elongates
around 50% as discussed earlier in Sec. III B). Typical polaron
distortions are often much smaller, so it is difficult to currently
ascertain whether such a large formation barrier might be
present in many more materials [32]. For example, when an
electron polaron forms on Ti atoms in rutile TiO2 the nearest
O atoms slightly relax outward less than 5% [37]. We shall
leave a more expansive investigation of this physics across
more materials for future work.

V. CONCLUSION

In this study we have provided ab initio insights into the
physical nature of polaron formation. Through a comprehen-
sive analysis of four peroxides, serving as a model mate-
rial family, it was demonstrated that polaron hybridization
with the CBM plays a significant role in determining the
magnitude of a polaron formation barrier. Polarons which
were strongly hybridized with the CBM displayed a smaller
adiabatic polaron formation barrier, while polarons which
were weakly hybridized with the CBM exhibited a much
larger nonadiabatic (diabatic) formation barrier. Moreover,
by carefully satisfying the generalized form of Koopmans’
theorem in all such calculations, the degree of hybridization
was directly correlated with the electronic relaxation delay
first postulated by Mott and Stoneham [29]. Only by satisfying
the generalized form of Koopmans’ theorem can a direct
link be drawn between the total energy and single-particle
polaron formation pictures. These findings should also prove
useful in studying charge localization processes in related
material systems [32,33,92]. In general, the findings provided
by this work are intended to aid the functional design of
polaron properties within electronic and energy materials. For
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example, increasing the barrier to polaron formation may
improve the free electron conductivity of such materials (es-
pecially in oxide thin films/coatings).
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