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Electronic band structure of cuprous and silver halides: An all-electron GW study
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Group IB metal halides (CuX and AgX , X = Cl, Br, and I) are widely used in optoelectronic devices and
photochemical catalysis due to their appropriate optical and electronic properties. First-principles calculations
have confronted difficulties in accurately predicting their electronic band structures. Here, we study CuX and
AgX with many-body perturbation theory in the GW approximation, implemented in the full-potential linearized
augmented plane waves (FP-LAPW) framework. Comparing the quasiparticle band structures calculated with the
default LAPW basis and the one extended by high-energy local orbitals (HLOs), denoted as LAPW+HLOs, we
find that it is crucial to include HLOs to achieve sufficient numerical accuracy in GW calculations of these
materials. Using LAPW+HLOs in semilocal density functional approximation based GW0 calculations leads to
good agreement between theory and experiment for both band gaps and the splitting between metal (Cu or Ag)
d and X -p states. This work emphasizes the importance of numerical accuracy in the description of unoccupied
states for quasiparticle band structure of materials with the d10 electronic configuration.
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I. INTRODUCTION

Cuprous and silver halides (CuX and AgX , X = Cl, Br, I)
have been receiving increasing practical interests during the
past decades for their interesting optical and electronic prop-
erties. Cuprous halides are wide-gap semiconductors with
large exciton binding energy, and are promising candidates
for applications in optoelectronic devices [1–4]. In particular,
being a native p-type semiconductor [5], the transparent CuI
film has not only been employed as a hole transport material in
solar cells [6–8], but also has shown exceptional performance
as a thermoelectric material [9]. Silver halides have been used
in light conversion since the mid-1800’s, owing to their high
photosensitivity. They are the first photographic materials
[10] and constitute the first photovoltaic solar cell designed
by Becquerel [11,12]. Recently, silver halides have been
extensively exploited in various scenarios of photocatalysis
[13], such as CO2 reduction [14], degradation of organic
pollutants [15,16], and water splitting [17]. However, despite
their wide applications, a thorough theoretical understanding
of fundamental properties of this class of materials is still
lacking, e.g., the phase transition of CuI at high temperature
[18,19], the extraordinarily large excitonic binding energy of
CuX [4,20], and the electronic dynamics within AgX in the
latent image formation [21–23].

Nowadays, first-principles electronic structure calculations
are being practiced routinely to predict electronic and optical
properties of materials. Among different methods, Kohn-
Sham (KS) density functional theory (DFT) in the local
density approximation or generalized gradient approxima-
tion (LDA/GGA) is most widely used for its efficiency and
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accuracy. However, stemming from the self-interaction error
(SIE) in the LDA/GGA, the band gaps of semiconductors are
systematically underestimated or even predicted to be nega-
tive, i.e., qualitatively wrong metallic state, which deteriorates
the reliability of the predictions by practical LDA/GGA based
DFT calculations. Previous work confirmed that the band gaps
predicted for cuprous and silver halides by LDA/GGA are
typically smaller than experimental values by 1–2 eV [4,24–
26], and the problem is only partly remedied when using the
hybrid functional approximation [23,27].

The many-body perturbation theory based on Green’s func-
tion in the GW approximation has proven to be able to accu-
rately predict electronic band structure of typical semiconduc-
tors [28–30], and it has been applied in attempt to resolve the
band-gap problem in cuprous and silver halides [4,27,31–33].
However, LDA/GGA based G0W0 calculations (i.e., one-shot
GW using LDA/GGA Kohn-Sham orbitals to calculate one-
body Green’s function and screened Coulomb interactions)
generally give underestimated band gaps for these materials
[4,31–33]. Particularly in CuX , the error ranges from 0.7 to
2.7 eV for the band gap at � [31–33], with the largest error ob-
served in CuCl [32]. Although it is well known that one-shot
GW calculations based on LDA/GGA tend to underestimate
the band gaps for semiconductors [34,35], it is inferred by
the exceptionally large error that some essential ingredients
may be missing in the employed LDA/GGA based G0W0

implementation to predict accurate band gaps for the cuprous
compounds. Previous GW results will be discussed later in
more details along with those obtained in this work.

It is worth noticing that considerably underestimated band
gap predicted by full-frequency one-shot GW calculation has
been observed as well in the wide-band-gap semiconductor
zinc oxide (ZnO) with shallow d states, and has raised a
continuing debate on the validity of the approximation and
implementation adopted [36–45]. Within the framework of

2469-9950/2019/100(20)/205123(10) 205123-1 ©2019 American Physical Society

https://orcid.org/0000-0002-7877-1994
https://orcid.org/0000-0003-3187-2023
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevB.100.205123&domain=pdf&date_stamp=2019-11-18
https://doi.org/10.1103/PhysRevB.100.205123


MIN-YE ZHANG AND HONG JIANG PHYSICAL REVIEW B 100, 205123 (2019)

all-electron GW calculations based on linearized augmented-
plane-wave (LAPW) basis [46], it has been shown that the
culprit for the problem is the inadequate description of high-
lying states to be summed over due to the linearization error,
and that high-energy local orbitals (HLOs) can be used to
eliminate this error [37]. Recently, Jiang and Blaha [41] found
that by extending the normally used LAPW basis with addi-
tional HLOs of energy up to a few hundred Rydberg above
the Fermi level and large angular quantum numbers (with
l up to 6 or larger), one can obtain GW quasiparticle (QP)
band gap of ZnO in close agreement with experiment even at
the LDA/GGA based G0W0 or GW0 [in which Green’s func-
tion is calculated self-consistently with QP energies, but the
screened Coulomb interaction W is fixed to that obtained from
LDA/GGA orbitals (see, e.g., Refs. [35,47])] level. They fur-
ther applied this recipe to a large range of different materials
that cover narrow-, middle-, and wide-gap systems, and found
that the GW0@PBE approach with the LAPW+HLOs basis
can systematically improve the prediction of the band gaps of
sp semiconductors and insulators with a mean absolute error
of about 0.15 eV, which is already comparable to typical error
bars in experimentally measured band gaps [41]. When using
the HLOs-extended LAPW basis, the GW0 approach using
the LDA/GGA plus the Hubbard U correction (DFT+U ) as
the reference can also describe electronic band structure of
strongly correlated d- or f -electron oxides very well [48]. It
is therefore natural to consider whether the inclusion of HLOs
in GW calculations can also solve the band-gap problem of
cuprous and silver halides.

In this work, we present the all-electron GW calculations
in the LAPW framework for cuprous and silver halides. We
compare the results obtained from using the standard LAPW
basis and those from using HLOs-extended LAPW basis, and
carefully analyze the effects of including HLOs on various
aspects of electronic band structure of these materials. The
rest of the paper is organized as follows. The computational
details of the all-electron GW calculations are given in the
next section. Then, we present our main results on quasiparti-
cle band structure of cuprous and silver halides and compare
them with available experiment data in Sec. III. Section IV
summarizes our main findings.

II. COMPUTATIONAL METHOD AND DETAILS

A. GW method with LAPW basis extended by HLOs

We use the all-electron GW method implemented in the
HLOs-extended LAPW basis to calculate the quasiparticle
band structures of CuX and AgX . The basic theory and
detailed formalism employed in the implementation have
been presented in our previous work [41,49]. The HLOs are
generated following the way described by Laskowski and
Blaha [50]. The inclusion of HLOs has been demonstrated
to produce significantly more accurate quasiparticle band
structures for typical sp semiconductors [41], later transition
metal mono-oxides and f -electron oxides [48], compared to
the results obtained from using the standard LAPW basis. The
improvement can be attributed to a more accurate and com-
plete consideration of unoccupied states in the high-energy
regime. The inaccuracy of high-lying unoccupied states is

due to the linearization error of the LAPW basis functions,
which presents no essential obstacles for DFT calculations
with LDA/GGA or hybrid functionals since only occupied
and low-lying unoccupied states are used and they are accu-
rately described by the standard LAPW basis. However, for
GW and DFT with rung-5 density functional approximations
[51], such as the random phase approximation (RPA) for the
ground-state total energy [52], which involve the summation
of unoccupied states, the completeness of the summation and
the quality of these states play a crucial role in the numerical
accuracy [53,54]. Both factors are taken into account by
including additional local orbitals energetically much higher
than the Fermi level to the standard LAPW basis. We term this
extended basis as LAPW+HLOs [41]. It should be noted that
the importance of considering the linearization errors of the
standard LAPW basis has been addressed by several authors
in other contexts [55–61], and that the effects of including
HLOs in the GW calculations were also investigated by Blügel
and co-workers [37,62] and more recently by Draxl and co-
workers [43].

The quality of LAPW+HLOs is controlled by two param-
eters, aside from those of the standard LAPW basis, namely,
the additional number of nodes in the radial function of
highest-energy local orbitals with respect to that of the LAPW
basis with the same angular quantum number, denoted as
nLO [41,50,59], and the maximum angular quantum number
of local orbitals, denoted as l (LO)

max . In general, the larger nLO

and l (LO)
max , the higher the HLOs reach in the energy space.

From a real-space point of view, nLO and l (LO)
max characterize

the radial and angular variation of local orbitals within the
muffin-tin sphere, respectively. We denote the default LAPW
basis by nLO = 0 in the recent version of WIEN2K [63],
which is actually a mixture of the APW+lo basis [64] for
the valence states, the ordinary LAPW basis for higher l
channels up to lmax = 10 and additional local orbitals (LOs)
for semicore states if present [63]. The convergence with
respect to both nLO and l (LO)

max , the latter being represented by
�lLO in l (LO)

max ≡ l (v)
max + �lLO, with l (v)

max being the largest l of
valence orbitals for each element, e.g., l (v)

max = 1 for Cl and
2 for the other elements (Br, I, Cu, and Ag), is investigated.
As an illustration of the HLOs used in our calculations,
Table S1 in the Supplemental Material [65] collects the en-
ergies of HLOs of different angular quantum numbers (l)
for CuCl. The convergence test is performed with �-centered
equally spaced k mesh of 2 × 2 × 2.

GW results in both G0W0 and GW0 schemes are presented,
where Kohn-Sham orbital energies and wave functions cal-
culated with the Perdew-Burke-Ernzerhof (PBE) [66] GGA
are used as the input to calculate one-body Green’s function
G and screened Coulomb interaction W . All available empty
states are used in the summation of states for the calculation of
screened interaction and self-energy. For the sampling of the
Brillouin zone, a 6 × 6 × 6 �-centered k mesh is employed
for GW calculations with the standard LAPW basis. Consider-
ing that GW calculations with LAPW+HLOs are expensive at
a dense k mesh, and to reduce the computational cost without
sacrificing numerical accuracy, the quasiparticle band gaps
with LAPW+HLOs on the fine k mesh (here 63) is obtained
by shifting the gap calculated from the default LAPW basis
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by the correction in a coarser k mesh (here 43) according to

EGW,HLOs
g (63) = EGW

g (63) + [
EGW,HLOs

g (43) − EGW
g (43)

]
.

(1)

The quasiparticle band-structure diagram along a particular
k path is obtained by interpolating the quasiparticle energy
levels calculated with the 4 × 4 × 4 �-centered k mesh using
the Fourier interpolation technique [67].

The present all-electron GW calculations are performed by
the GW facilities in the GAP2 program [41,49], interfaced to
WIEN2K [63].

B. Density functional calculations for band structure

For comparison, we also present band-structure properties
from DFT calculations conducted by using WIEN2K with
PBE [66] semilocal approximation and the screened hybrid
functional with Yukawa-type screening. The latter has the pa-
rameters determined in terms of the Heyd-Scuseria-Ernzerhof
screened hybrid functional (HSE06) [68,69], gives essentially
the same results as HSE06 [70], and is therefore still denoted
as HSE06 in this work (it was denoted as YS-PBE0 in
Ref. [70]). The energies and wave functions of Kohn-Sham
orbitals from PBE are also used as starting point for GW
computation. Hybrid functional calculations are performed by
using the second-variational procedure [70].

For self-consistent-field (SCF) calculations, a 10 × 10 ×
10 �-centered k mesh is employed for numerical integration
over the first Brillouin zone of the primitive cell of the
face-centered-cubic crystal, corresponding to 47 points in the
irreducible Brillouin zone (IBZ) of both rocksalt and zinc-
blende structures. The criterion for energy convergence is set
to 10−6 Rydberg (Ry). For the basis expansion, RKmax ≡
RMT,minKmax = 7.0 is chosen for the plane-wave cutoff in
the interstitial region, where RMT,min is the minimal muffin-
tin radius RMT. In this study, we set RMT = 2.3 bohrs for
iodine and 2.1 bohrs for all other elements. To ensure that
using RKmax = 7.0 can deliver adequate accuracy, we have
conducted both PBE and GW calculations with RKmax = 9.0
and the differences between the results from these two RKmax
settings are marginal, as one can clearly see from the data
in Table S2 in the Supplemental Material [65]. The default
LAPW basis (i.e., nLO = 0) is used at this stage since the
effects of including HLOs in SCF calculations are negligible,
as we have shown in a previous study [41]. A similar interpo-
lation technique as described previously is employed to obtain
the band structure along a particular k path for comparison
with GW . Considering that the systems investigated in this
work are composed of heavy elements, we also consider
the effects of spin-orbit coupling (SOC) on electronic band
structure by using the second variational approach [71] at the
PBE level.

C. Crystal structures of CuX and AgX

To make the comparison between the calculated results
with the data extracted from low-temperature experiments
meaningful, we use the thermodynamically stable crystal
structures with the experimental lattice constants when-
ever available. The crystal phases and corresponding lattice

TABLE I. Structures and lattice constants of cuprous and silver
halides used in the study. “ZB” and “RS” stand for the structure of
zinc-blende and rocksalt, respectively.

Systems Structure Lattice constants (Å) Ref.

CuCl ZB 5.420 [18]
CuBr ZB 5.677 [72]
CuI ZB 6.052 [73]
AgCl RS 5.550 [74]
AgBr RS 5.775 [74]
AgI ZB 6.499 [75]

constants of the cuprous and silver halides used in our calcu-
lations are summarized in Table I. It should be mentioned that
at low temperature, zinc-blende AgI (γ -AgI) is metastable and
forms mixture with the wurtzite phase (β-AgI). Nevertheless,
we focus on the zinc-blende phase.

III. RESULTS AND DISCUSSION

A. Importance of including HLOs

We first discuss the convergence of GW band gaps with
respect to the setting of HLOs, namely, nLO and �lLO (see the
previous section for the definition). As the GW calculation
with many HLOs is computationally demanding, it is prefer-
able to use minimal HLOs to achieve the required accuracy.
Since the effects of including HLOs on the GW results are
system-dependent and a detailed guide for such setup is not
available currently, the convergence issue of all the systems
considered in this work have been investigated to obtain some
insights. We present the results of CuCl as an example here,
and those of other materials considered can be found in the
Supplemental Material (Figs. S1–S13) [65].

To begin with, we investigate how the fundamental band
gap (direct at the � point) predicted by G0W0 within
LAPW+HLOs changes with nLO and �lLO. As shown in
Fig. 1, the gap increases significantly as nLO and �lLO in-
crease. Moreover, the speed of convergence with respect to
one parameter is strongly dependent on the value of the other.
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FIG. 1. Fundamental band gap of CuCl calculated by
G0W0@PBE with different HLOs setups, characterized by nLO

and �lLO.
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FIG. 2. Fundamental band gap of CuCl calculated by
G0W0@PBE with different HLOs setups on either Cu or Cl
atom.

The band gap increases by 0.51 eV when �lLO is changed
from 1 to 6 at nLO = 8, which is about six times larger than
that at nLO = 1 (0.08 eV). Considering the convergence with
respect to nLO, the band gap changes by 0.86 eV when nLO

increases from 1 to 8 at �lLO = 6, which is two times larger
than that at �lLO = 1 (0.43 eV). The G0W0 band gap of CuCl
is converged within 0.05 eV for nLO = 6, �lLO = 5, in a
sense that the change is smaller than 0.05 eV when further
increasing both nLO and �lLO by 1.

The discussions above are based on the results obtained
with HLOs added to both Cu and Cl atoms. In our previous
study [41], we have shown in ZnO and ZnS that the effects
on GW band gap of including HLOs depend on the element
to which HLOs are added and that the effects on different
elements are additive to some extent, i.e., the summation of
the changes in the band gap with HLOs added to each element
separately is nearly equal to the change with HLOs added to
all elements simultaneously. According to this observation,
we perform the calculations with HLOs added only to either
Cu or Cl atom, and the results are shown in Fig. 2. It can be
seen that the GW band gap is very sensitive to the HLOs on
Cu atom and the convergence behavior with respect to nLO

and �lLO is very similar to that when HLOs are added to both
atoms. On the other hand, when HLOs are set on Cl, the G0W0

gap increases by 0.10 eV when the HLOs setting changes from
nLO = 0 (the default LAPW basis) to nLO = 1, �lLO = 1,
and remains essentially unchanged when further increasing
nLO or �lLO. We can then infer that in order to obtain
numerically accurate G0W0 gap of CuCl, it is not necessary
to add HLOs with nLO and �lLO on Cl as large as those
of HLOs on Cu. Similar conclusions can be drawn for the
other materials. To balance the computational workload and
numerical accuracy, we choose HLOs with nLO = 8, �lLO =
6 for Cu and nLO = 2, �lLO = 4 for X in CuX , and those
with nLO = 8, �lLO = 5 for Ag and nLO = 2, �lLO = 4 for
X in AgX , which can achieve 0.05 eV convergence for the
G0W0 or GW0 band gaps of all systems considered in this
work. Unless stated otherwise, the notation LAPW+HLOs
for any practiced calculations refers to this HLOs setup in the
remaining part of the paper.
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FIG. 3. Dependence of G0W0 self-energy or quasiparticle (QP)
correction to the valence states at the � point on nLO and �lLO of
HLOs setup in CuCl. �lLO and nLO are fixed as 4 and 6, respectively,
when the other parameter is varying.

We further investigate the effect of including HLOs on
the QP corrections to valence states. Figure 3 shows the
dependence of the QP corrections to two particular valence
states of CuCl on both nLO and �lLO in G0W0 calculation.
The HLOs setups are the same for Cu and Cl for the sake of
simplicity. By comparing the G0W0 self-energy corrections to
the top valence band (dominantly Cu 3d) and the fifth band
below (mainly Cl 3p, denoted by VBM-5) at the � point, we
can see that the effect of including HLOs on the QP correction
is associated with the characteristics of the corrected state, and
is significantly larger for more localized d states.

B. Fundamental band gaps

Table II collects the calculated and experimental funda-
mental band gaps of all the cuprous and silver halides investi-
gated. As expected, PBE underestimates the band gaps of all
systems by more than 1.6 eV, with the largest discrepancy of
2.9 eV for CuCl. The generally more accurate HSE06 hybrid
functional gives results in better agreement with experiment
than PBE, but it is still not satisfactory with underestimation
ranging from 0.6 to 1.2 eV. The results from PBE and HSE06
are consistent with the previous findings in the literature
[23,27].

For GW band gaps, we find that including HLOs in the
LAPW basis leads to remarkable improvement for the band-
gap prediction for cuprous and silver halides. With the default
LAPW basis, G0W0 gives an average quasiparticle correction
to the band gap as 0.72 and 0.89 eV for CuX and AgX ,
respectively. Partial self-consistency of Green’s function in
GW0 further opens the gap by 0.1 eV for CuI and 0.2 eV
for CuCl, CuBr, and all AgX . At this level of numerical
accuracy, we can see that both G0W0 and GW0 with PBE
as the starting point performs unsatisfactorily for this class
of materials. In particular, the GW0 band gaps exhibit sys-
tematic underestimation errors in the range of 0.6–1.7 eV,
which are dramatically larger than typical errors observed in
the same treatment of other semiconductors, and are even
more severe for the well-known system ZnO [41]. When the
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TABLE II. Theoretical fundamental band gaps (eV) of cuprous and silver halides calculated by different theoretical approaches compared
to experimental results. Data in the �SO column indicate the change in the fundamental gap when spin-orbit coupling (SOC) is considered,
evaluated at the PBE level. The last two rows show the mean absolute error (MAE) of band gaps from different approaches compared to
experimental data, without and with the effect of SOC considered.

Systems PBE HSE06 LAPW LAPW+HLOs �SO Previous GW Expt.
G0W0 GW0 G0W0 GW0

CuCl 0.52 2.19 1.31 1.53 2.75 3.49 −0.07 0.62a, 2.66b,
3.42d

3.3990g,
3.2052h, 3.395i

CuBr 0.44 2.01 1.15 1.32 2.45 3.09 −0.03 0.64a, 2.38b,
1.5c, 3.07d, 2.9e

3.0726j, 3.077i

CuI 1.12 2.50 1.78 1.88 2.82 3.29 −0.16 1.79a, 2.70f 3.115i

AgCl 0.87 2.18 1.83 2.04 2.62 2.99 −0.04 2.16a, 2.97b,
3.29d

3.2476k

AgBr 0.63 1.82 1.50 1.67 2.11 2.40 −0.09 2.05a, 2.51b,
2.64d

2.7125l

AgI 1.30 2.35 2.14 2.30 2.63 2.90 −0.23 2.77a 2.91m

MAE 2.25 0.89 1.45 1.28 0.50 0.15
MAE
(SOC)

2.36 0.99 1.55 1.38 0.61 0.18

aFrom G0W0@PBE with Godby-Needs plasmon-pole model (PPM), Ref. [32].
bFrom G0W0@LDA with Hybertsen-Louie PPM, Ref. [33].
cFrom G0W0@LDA, Ref. [31].
dFrom G0W0@LDA+U , with Hybertsen-Louie PPM, Ref. [33].
eFrom QSGW, Ref. [31].
fFrom QSGW, Ref. [27].
gFrom one-photon absorption spectra at 2 K, Ref. [76].
hFrom two-photon absorption spectra (TPA) at 4.2 K, Ref. [77].
iFrom Ref. [20].
jFrom TPA at 1.6 K, Ref. [78].
kFrom resonant Raman scattering (RRS) at 1.8 K, Ref. [79].
lFrom RRS at 1.8 K, Ref. [80].
mFrom optical spectra at 4 K, extracted from Fig. 1 of Ref. [81].

LAPW+HLOs basis is used, we observe a significant increase
in the G0W0 band gaps, averaged 1.26 and 0.63 eV for CuX
and AgX , respectively. It is noted that the band gap increasing
resulting from the inclusion of HLOs is more significant for
the cuprous halides than silver halides, and increases in the
order of iodide, bromide, and chloride, which is consistent
with previously found general trends that inclusion of HLOs
have stronger effects on systems with more localized states
and light elements [41].

Obviously, by using LAPW+HLOs, PBE based GW0 can
well predict fundamental band gaps of CuX and AgX with
a mean absolute error (MAE) of about 0.15 eV, which is
comparable to the errors of the same approach to typical sp
semiconductors [41]. The MAE of the G0W0 band gaps is
0.5 eV, which is still significantly smaller than those in pre-
vious reported results. Our investigation clearly indicates that
physically CuX and AgX can still be regarded as “simple,”
i.e., weakly correlated, semiconductors, and that previous
reported large errors in GW calculation of these materials
at the LDA/GGA based G0W0 or GW0 level can be mainly
attributed to numerical inaccuracy.

When SOC is considered, the fundamental band gap is
reduced due to the splitting of the top valence states �15 for
zinc-blende and L′

3 for rocksalt systems. |�SO| increases with
larger atomic number of halogen, except for CuBr. This can be
understood by the observation that splitting energy �8 − �7

is negative for CuCl but positive for CuBr and CuI [81,82].
For all approaches investigated here, including SOC increases
MAE. However, the magnitude of the increase is smaller for
GW0 with LAPW+HLOs than the other approaches since the
band gaps of CuX are slightly overestimated by GW0 with
LAPW+HLOs and the negative �SO reduces the errors.

To close this part, we make some remarks on the differ-
ences between our results and previously reported GW results
of CuX and AgX . In previous studies, LDA/GGA based G0W0

were reported to underestimate the band gaps of CuX and
AgX dramatically. In particular, van Setten et al. performed
a G0W0@PBE study with the Godby-Needs plasmon-pole
model (PPM) and found that CuX are among the compounds
that exhibit the largest errors in a high-throughput GW study
of a large set of insulating solids [32]. They obtained fun-
damental band gaps of CuCl and CuBr of only 0.62 and
0.64 eV, respectively, which are about 0.5 eV smaller than
those from G0W0 with default LAPW basis in this study.
Our G0W0 gap for CuBr with the standard LAPW is very
close to that reported in Ref. [31] that was also calculated in
an all-electron GW implementation. Meanwhile, it is worth
noting that a recent work revealed that for molecular sys-
tems, the differences between results obtained from local
orbital-based and plane-wave-based G0W0 implementations
are greater for molecules containing Cu than other systems,
which was attributed to the choice of pseudopotentials used
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FIG. 4. Electronic band structure near the Fermi level for cuprous and silver halides. The black dotted, blue dashed, and red solid lines
represent the energy bands calculated from PBE, GW0(LAPW), and GW0(LAPW+HLOs), respectively. The valence band maximum is aligned
as the energy zero, marked by the green dashed-dotted line.

in plane-wave based implementation [83]. We thus suspect
the dramatic errors in the band gaps of CuCl and CuBr by
G0W0@PBE reported in Ref. [32] can be partly attributed to
the inaccuracy of the pseudopotentials used in their study.
For the band gaps of CuX , good agreement with experi-
mental results has been obtained by using the quasiparticle
self-consistent GW (QSGW) approach [4,27,31], in which
single-particle energies and orbitals corresponding to a GW
self-energy-based effective Hamiltonian are used to calculate
G and W in a self-consistent manner [31,34]. However, as
suggested by a series of careful studies [45,84,85], different
variants of self-consistent GW including QSGW without con-
sidering vertex correction tend to systematically overestimate
the band gaps of typical semiconductors. The apparently good
agreement between QSGW results with experiment for CuX
can be attributed to the error cancellation between the general
tendency of QSGW to overestimate the band gap and the
numerical errors of GW implementations based on the stan-
dard LAPW basis, as in Ref. [31], or the use of conventional
pseudopotentials that tend to underestimate the band gap for
such systems like CuX and ZnO [4,27].

C. Band structure and density of states

We analyze in more details the effect of HLOs on the GW
calculation for cuprous and silver halides by scrutinizing the
band-structure diagrams of CuX and AgX as shown in Fig. 4.
The energy zero is set to the valence band maximum for each
case. We first discuss the features of PBE band structures of
cuprous and silver halides. It is clearly seen that the systems
with the zinc-blende structure, i.e., cuprous halides and AgI,
have a direct minimal band gap at the � point, while the

systems with the rocksalt structure, i.e., AgCl and AgBr,
have an indirect minimal band gap from L to �. For cuprous
halides, the three valence bands near the Fermi level are mix-
ture of dominant Cu 3d t2 (dxy, dyz, dxz) and halide np states
(n = 3, 4, 5 for X = Cl, Br, I, respectively), as suggested by
the analysis of a quasimolecular approach [86]. The relatively
flat bands near −2.0 eV are almost exclusively formed by Cu
3d e (dx2−y2 , dz2 ) states and well separated from those lying
between −8.0 and −3.0 eV, which are composed of mainly
X np states. As the atomic number of halogen increases,
the dispersion of the top valence bands increases and the
separation between the Cu 3d and X np bands decreases, as
previously reported [87]. The almost vanishing d-p separation
in AgI can be explained in a similar way, as Ag 4d and I
5p atomic orbitals are energetically close to each other. For
AgCl and AgBr, X np and Ag 4d states mix with each other
in the valence regime, except for the � point due to symmetry
restriction. CBM of CuX and AgX is mainly composed of Cu
4s and Ag 5s states, respectively.

Using PBE as the reference, we compare the band energies
calculated by different methods. It is noted that PBE generally
gives the right dispersion for valence states, while the band
gaps are systematically underestimated. GW0 with the default
LAPW basis opens the band gap. Meanwhile, the energies
of bonding p bands in zinc-blende and d-p band in rocksalt
structures are pulled down with respect to the Fermi level.
When comparing the band structures calculated from GW
with the default LAPW and LAPW+HLOs basis sets, we find
that aside from a greatly opened energy gap, the inclusion
of HLOs also leads to a reduction in the separation between
the d and p valence bands, which is clearly shown in the
band structures of cuprous halides [Figs. 4(a)–4(c)]. This can
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be interpreted as a result of biased effects on self-energy
corrections to Kohn-Sham states of different characteristics
by HLOs. For example, the self-energy corrections to Kohn-
Sham band energies of CuCl and AgCl are presented in Fig. 5.
When HLOs are included, the corrections to all states become
more negative. However, the changes are more dramatic for
valence states featuring metal-d characters than those with
halogen p and conduction states with metal s, leading to an
enlarged band gap and narrowed d-p separation.

A more transparent picture can be obtained from Fig. 6,
where the QP corrections to Kohn-Sham band energies with-
out and with HLOs included are plotted against the weight of
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FIG. 6. Dependence of the QP corrections to valence band ener-
gies by GW0@PBE method on the weight of metal-d characters in
the corresponding Kohn-Sham orbitals, cM-d

nk , for CuCl (black circle)
and AgCl (blue triangle), obtained with LAPW (empty symbols)
and LAPW+HLOs (filled symbols) basis. nLO = 5 and �lLO = 4 are
used in setting up the HLOs.

metal-d characters in the corresponding Kohn-Sham orbital
|ψnk〉, defined as

cM-d
nk =

2∑

m=−2

∣∣〈φM
l=2,m

∣∣ψnk
〉∣∣2

, (2)

where |φM
l=2,m〉 is the predefined atomiclike basis centered

on the muffin-tin sphere of the M atom (M = Cu for CuX
and Ag for AgX ) featuring spherical harmonic function Y m

2 .
Without including HLOs, i.e., using standard LAPW basis,
GW QP corrections are less negative for states with weaker
M-d characters. But with LAPW+HLOs basis, the magnitude
of QP corrections increases (becoming more negative) as cM-d

nk
increases, which is consistent with the general picture that
GW correction plays a more important role for more localized
states. Furthermore, a linear regression of QP corrections
with respect to cM-d

nk shows a similar intercept for CuCl and
AgCl, but larger slope for CuCl than that for AgCl, indicating
stronger effects of including HLOs on Cu-3d than Ag-4d .

Finally, we compare the density of states in the valence
regime calculated by using different methods with that ob-
tained from the photoelectronic spectroscopy experiments.
As shown in Fig. 7, while significantly underestimating the
band gap, PBE in general predicts the peak positions in va-
lence spectral data in reasonable agreement with experiment.
GW0@PBE with the default LAPW basis overestimates the
d-p separation systematically. For example, the peaks of Cu
3d and Br 4p bands in CuBr are separated by 3.4 eV, almost
1 eV larger than the experimental value of about 2.4 eV. Such
discrepancy is resolved by GW0 with LAPW+HLOs, which
gives accurate peak separation for silver halides, but slightly
underestimates the splitting for cuprous halides compared to
experiment.

IV. CONCLUDING REMARKS

Previous LDA/GGA based G0W0 calculations have con-
fronted difficulties in accurately predicting the quasiparticle
band structure of CuX and AgX (X = Cl, Br, I). In this paper,
we have performed the G0W0 and GW0 calculations from PBE
input for these materials based on the all-electron implementa-
tion with LAPW basis extended by high-energy local orbitals
(HLOs). It is demonstrated that not only the band gaps, but
also the separations between d and p bands in the valence
regime are predicted in close agreement with the experiments.
Both facts stem from a biased correction to self-energy of
states with different atomic characteristics by including HLOs
in the basis set. Within the same system, larger corrections are
generally observed in energy states with greater metal-d com-
ponents, and hence it is crucial to include HLOs in order to
accurately evaluate the self-energy corrections to the localized
d states. Moreover, we show that self-energy corrections to
Cu 3d states are more sensitive to the inclusion of HLOs than
those to Ag 4d by comparing the linear regressions of self-
energy corrections calculated with LAPW and LAPW+HLOs
on the weight of metal-d characters for the valence states. We
have also performed a detailed convergence test of quasipar-
ticle band gap with respect to the two controlling parameters
of HLOs, namely, nLO and �lLO. Systematically added HLOs
centered on Cu and Ag atoms brings much more correction
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FIG. 7. Calculated and experimental valence band density of states (DOS) for cuprous and silver halides. The black dotted, blue dashed,
and red solid lines represent the DOS calculated from PBE, GW0 (LAPW), and GW0 (LAPW+HLOs), respectively. The experimental spectral
data (indicated by filled circles) for (a) and (c) are extracted from Ref. [86], (b) from Ref. [88], (d) from Ref. [89], (e) from Ref. [90], and (f)
from Ref. [91]. Within each subgraph, the curves are normalized such that the strongest peaks have the same height. For convenient comparison,
the original experimental data are rigidly shifted to make its strongest peak coincident with that of GW0 (LAPW+HLOs) since uncertainties
exist in experimentally determining the onset of electron emission and the Fermi level is defined differently from the theoretical one. The shifts
for experimental data in (a)–(f) are −0.450, −0.216, 0.037, 0.586, 0.409, and −0.768 eV, respectively.

on the quasiparticle band gap than those on halogen atoms,
which is exploited here to achieve a reasonable convergence
level of band gaps without making the basis overwhelmingly
large. Combining the current study on CuX and AgX and
the previous one on ZnO [41], we emphasize the highly
system-dependent feature of the effect on the quasiparticle
band structure of HLOs that vary rapidly near the nuclei,
and its significance for theoretically describing the electronic
and optical properties of materials containing d10 transition
metals.

We close the paper by some general remarks. As it has
been well established, the numerical accuracy of the GW
implementation for real systems involves many aspects [31],
including the treatment of core-valence interactions [92–95],
the treatment of unoccupied states both in terms of accu-
racy and completeness [36,37,39,41,62,96], the treatment of
the frequency dependence of screened Coulomb interaction
[39,97], the level of self-consistency [34,84,98], to name a
few only. Aside from these technical factors, the performance
of the GW approach, when compared to experiment, also
depends on the consideration of other physical factors such as
spin-orbit coupling [99], electron-hole interaction (excitonic
effect) [100], and electron-phonon coupling [101]. In this
work we mainly focus on one particular aspect, i.e., the
effects of improving the treatment of unoccupied states on
GW band gaps in the LAPW framework. Our previous work
[41] has clearly shown that when all other factors are treated
at the same level, the performance of the GW approach to
systems like ZnO is strongly affected by the accuracy of

unoccupied orbitals that are used to calculate the one-body
Green’s function. While ZnO appears to be one of a few rare
cases among typical sp insulating systems [41], in this work
we have shown that a similar scenario also occurs in CuX
and AgX , in an even more pronounced way. Our findings
clearly indicate that with adequate numerical accuracy in the
implementation, the GW approach at the GGA (PBE in the
current case) based GW0 level can already provide consistent
and accurate prediction of the band gaps of CuX and AgX ,
with the same accuracy as one can achieve by the PBE based
GW0 for typical sp semiconductors. Without such careful
consideration of numerical accuracy of unoccupied states, by
using, e.g., GW with standard LAPW basis, or plane-wave-
based GW implementation with conventional pseudopoten-
tials, one would obtain very poor agreement between GW
prediction and experiment at this level, based on which one
could come to the conclusion that CuX and AgX are physi-
cally very different from typical sp semiconductors like Si and
GaAs. In this case, numerical accuracy of the GW calculations
makes physical differences on the nature of the systems under
investigation.
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