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G. Pelegrí ,1 A. M. Marques,2 V. Ahufinger,1 J. Mompart,1 and R. G. Dias2

1Departament de Física, Universitat Autònoma de Barcelona, E-08193 Bellaterra, Spain
2Department of Physics and I3N, University of Aveiro, 3810-193 Aveiro, Portugal

(Received 29 July 2019; revised manuscript received 24 September 2019; published 7 November 2019)

We propose a realization of a two-dimensional higher-order topological insulator with ultracold atoms loaded
into orbital angular momentum (OAM) states of an optical lattice. The symmetries of the OAM states induce
relative phases in the tunneling amplitudes that allow to describe the system in terms of two decoupled lattice
models. Each of these models displays one-dimensional edge states and zero-dimensional corner states that
are correlated with the topological properties of the bulk. We show that the topologically nontrivial regime
can be explored in a wide range of experimentally feasible values of the parameters of the physical system.
Furthermore, we propose an alternative way to characterize the second-order topological corner states based on
the computation of the Zak’s phases of the bands of first-order edge states.
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I. INTRODUCTION

Over the last decades, the study of topological insula-
tors has become one of the most active fields in condensed
matter physics [1,2]. In these materials, the bulk-boundary
correspondence establishes a relation between the topological
properties of the insulating bulk and the presence of robust
states at the boundaries of a finite system. Traditionally, this
bulk-boundary correspondence has been considered in first-
order D-dimensional topological insulators, where nontrivial
bulk topological indices yield (D − 1)-dimensional boundary
states. In recent seminal works [3,4], this concept has been ex-
tended to higher-order topological insulators (HOTIs), which
display boundary modes localized in D − n dimensions, with
n � 2. Since their discovery, HOTIs have attracted a lot
of theoretical interest [3–21] and have been experimentally
demonstrated in several physical platforms such as metamate-
rials [22,23], microwave [24], topolectrical [25] and LC [26]
circuits, or solid-state bismuth samples [27].

In this paper, we propose a scheme to realize a two-
dimensional HOTI with zero-energy corner modes using ul-
tracold atoms in optical lattices. These systems have proven to
be a very versatile platform to create a variety of topological
phases of matter [28,29] in one-dimensional (1D) [30–34]
and two-dimensional (2D) [35–37] settings. Our proposal is
based on the use of orbital angular momentum (OAM) states,
which are supported by any cylindrically symmetric potential.
For concreteness, we focus our discussion on ultracold atoms
trapped in arrays of ring potentials, which can be implemented
by a variety of techniques [38–49] and where OAM can be
directly transferred to the atoms using focused light beams
[50]. Alternatively, OAM states can also be created in con-
ventional optical lattices by exciting the atoms to the p-band
[51–54] or periodically modulating the lattice amplitude [55].
The distinctive advantage of OAM states is that they give rise
to complex tunneling amplitudes in a natural way [56,57],
constituting an alternative to artificially engineered gauge
fields [58–61]. The relative phase between these complex

tunneling amplitudes can be tuned by modifying the geometry
of the system. Taking advantage of this fact, we consider a
lattice in which the arrangement of the relative phases allows
one to decouple the full model with two OAM states per site
into two independent lattices with only one orbital per site.
These lattices are just rotated versions of each other and thus
share the same topological phases, giving rise to nontrivial
topology in the global system. The latter is signaled by the
presence of both edge states, related to weak topological
properties, and zero-energy corner states, which are associated
to second-order topological invariants.

The rest of the paper is organized as follows. In Sec. II
we describe the physical system, introduce the basis rotation
that decouples the full system with two OAM orbitals per site
into two independent lattices with one orbital per site, and
we analyze the band structure of the resulting subsystems.
In Sec. III we perform the topological characterization of the
system. First, we discuss the weak topological properties that
give rise to the edge states. We then move on to analyze the
second-order effects, and we propose an alternative way to
predict the presence of corner states by computing the Zak’s
phases [62] of the bands of first-order edge states. Finally, in
Sec. IV we summarize the main conclusions of this work.

II. PHYSICAL SYSTEM

The physical system that we consider consists of a gas
of noninteracting ultracold atoms of mass m trapped in a
two-dimensional lattice with a unit cell formed by four sites
which we denote {a, b, c, d}, as depicted in Fig. 1. Each of the
sites is the center of a ring-shaped optical trap of radius R, and
the intracell and intercell separations between the outermost
parts of the rings are s and s′, respectively. Such a lattice
could be created by means of several different techniques.
On the one hand, one could use time-averaged adiabatic
potentials [41–45], which have proven to be a versatile tool to
create on-demand dynamic potential landscapes for trapping
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FIG. 1. Sketch of the two-dimensional lattice of rings of radius
R considered in this work. The unit cells are formed by four rings,
named {a, b, c, d}, with intracell and intercell separation between
their outermost parts s and s′, respectively.

ultracold atoms. In the last few years, the possibility to use
digital micromirror devices [46] to create potentials with
arbitrary shapes, including a double-ring trap [47], has also
been demonstrated. Trapping of ultracold atoms in ring ge-
ometries has also been achieved with conical refraction [49].
These already demonstrated approaches could be adapted to
produce the two-dimensional arrangements of ring potentials
that we consider in this work. Each of the ring traps that
form the lattice creates a potential V (r) = 1

2 mω2(r − R)2,

which defines a radial length scale σ =
√

h̄
mω

, where ω is
the radial frequency and h̄ the reduced Planck’s constant.
These potentials support modes with an integer OAM l . For
concreteness, in this paper we focus on the particular case
in which the atoms may occupy the two degenerate excited
OAM states l = 1 with positive or negative circulation of each
ring potential of the lattice, but all our considerations could
be generalized to higher OAM states in a straightforward
manner. We denote the OAM l = 1 states with positive and
negative circulations as |pi, j,±〉, where i, j are indices that
indicate the horizontal and vertical positions of the unit cell
and p = {a, b, c, d} labels the site. The wave functions of
these states are given by

φ
pi, j

±
(
rpi, j , ϕpi, j

) = 〈�r|pi, j,±〉 = ψ (rpi, j )e
±i(ϕpi, j −ϕ0 )

, (1)

where (rpi, j , ϕpi, j ) are the polar coordinates with origin at the
site pi, j and ϕ0 is an absolute phase origin, which can be
chosen arbitrarily.

In order to derive the Hamiltonian of the system that we
consider, let us summarize briefly the arguments presented
in [56], where the tunneling dynamics of OAM states was
studied in detail. We first consider a system formed by only
two of the rings that form the lattice, which we name λ and
ρ. The tunneling amplitudes between the four states that form

the OAM l = 1 manifold of this two-ring system are given by
the following overlap integrals:

Jα,p
β,n = ei(p−n)ϕ0

∫ (
φα

p (ϕ0 = 0)
)∗

[
− h̄2∇2

2m
+ V (�r)

]

× φβ
n (ϕ0 = 0)d�r, (2)

where V (�r) is the total potential of the two-ring system,
α, β = λ, ρ and n, p = ±. By analyzing the mirror
symmetries, one realizes that there are only three independent
tunneling amplitudes. We denote them as follows:
(i) J1(R, s) ≡ Jα,−n

α,n , which corresponds to the self-coupling
between the two OAM states of each trap induced by the
breaking of the global cylindrical symmetry of the problem;
(ii) J2(R, s) ≡ Jρ,n

λ,n , which corresponds to the cross coupling
between states in different sites with the same circulation; and
(iii) J3(R, s) ≡ Jρ,−n

λ,n , which corresponds to the cross coupling
between states in different sites with different circulations.
Note that we have explicitly stated the dependence of the cou-
plings on the radius of the rings R and the separation between
them s, which determine the absolute and relative strength
of the different tunneling amplitudes [63]. Combining the
Hermiticity of the Hamiltonian with the analysis based on the
mirror symmetries, it can be shown that the integral appearing
in (2) is real. Therefore, the origin of azimuthal phases ϕ0

induces a ei(p−n)ϕ0 factor in the tunneling couplings. Note
that these phases can only appear in the tunneling amplitudes
corresponding to an exchange of the circulation of the OAM
states, i.e., J1(R, s) and J3(R, s), for which p 
= n. In a two-trap
system, one can always take ϕ0 = 0 and thus all the tunneling
couplings become real [56]. However, in a system formed by
more than two traps that are not aligned such as, for instance,
the unit cell of the 2D lattice depicted in Fig. 1, relative phases
in the tunneling amplitudes appear due to the fact that there is
a relative angle between the line defining the origin of phases
and at least one of the lines connecting the centers of the traps.
These phases are a natural consequence of the form of the
wave functions of the OAM states, and can be modulated by
tuning the geometry of the system. In quasi-one-dimensional
systems, they can be used to engineer lattices with topological
edge states and Aharonov-Bohm caging [63]. Choosing the
origin of phases along the line that unites sites ai, j ↔ bi, j

in the lattice of Fig. 1, along the perpendicular direction
ai, j ↔ ci, j ϕ0 = π/2, and therefore the couplings acquire a
relative π phase. Moreover, destructive interference between
the contribution of neighboring sites causes the self-coupling
terms J1 to vanish [56]. Thus, the Hamiltonian of the
noninteracting system reads as

Ĥ = J2

∑
i, j

∑
α=±

âi, j†
α

(
b̂i, j

α + ĉi, j
α

) + d̂ i, j†
α

(
b̂i, j

α + ĉi, j
α

)

+ J ′
2

∑
i, j

∑
α=±

âi, j†
α

(
b̂i−1, j

α +ĉi, j−1
α

) + d̂ i, j†
α

(
b̂i, j+1

α +ĉi+1, j
α

)

+ J3

∑
i, j

∑
α=±

âi, j†
α

(
b̂i, j

−α − ĉi, j
−α

) + d̂ i, j†
α

(−b̂i, j
−α + ĉi, j

−α

)

+ J ′
3

∑
i, j

∑
α=±

âi, j†
α

(
b̂i−1, j

−α − ĉi, j−1
α

)

+ d̂ i, j†
α

(−b̂i, j+1
−α + ĉi+1, j

α

) + H.c., (3)
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where we have defined J2(3) ≡ J2(3)(R, s), J ′
2(3) ≡ J2(3)(R, s′),

and the annihilation operators p̂i, j
± associated to the states

|pi, j,±〉. The single-particle properties derived from the
Hamiltonian (8) are independent of the quantum statistics.
However, in some cases we will compute quantities that
involve occupation by a single atom of consecutive quantum
levels. In those instances, we will assume a spinless fermionic
species because noninteracting bosons would accumulate into
the lowest-energy state.

In order to simplify the treatment of the model, we consider
a basis formed by the symmetric and antisymmetric combina-
tions of OAM states with opposite circulation at each site, the
density profiles of which resemble those of px and py orbitals,
respectively:

|pi, j, S〉 = 1√
2

(|pi, j,+〉 + |pi, j,−〉), (4)

|pi, j, A〉 = 1√
2

(|pi, j,+〉 − |pi, j,−〉). (5)

In this rotated basis, the lattice with two OAM orbitals per site
described by the Hamiltonian (3) gets decoupled into two in-
dependent lattices with only one symmetric or antisymmetric
orbital per site that are related to each other by a C4 rotation

Ĥ = ĤS + ĤA, (6)

ĤS =
∑
i, j

t1
(
âi, j†

S b̂i, j
S + ĉi, j†

S d̂ i, j
S

)

+ t ′
1

(
b̂i, j†

S âi+1, j
S + d̂ i, j†

S ĉi+1, j
S

)
+

∑
i, j

t2
(
âi, j†

S ĉi, j
S + b̂i, j†

S d̂ i, j
S

)

+ t ′
2

(
ĉi, j†

S âi, j+1
S + d̂ i, j†

S b̂i, j+1
S

) + H.c., (7)

ĤA =
∑
i, j

t2
(
âi, j†

A b̂i, j
A + ĉi, j†

A d̂ i, j
A

)

+ t ′
2

(
b̂i, j†

A âi+1, j
A + d̂ i, j†

A ĉi+1, j
A

)
+

∑
i, j

t1
(
âi, j†

A ĉi, j
A + b̂i, j†

A d̂ i, j
A

)

+ t ′
1

(
ĉi, j†

A âi, j+1
A + d̂ i, j†

A b̂i, j+1
A

) + H.c., (8)

where we have defined the coupling constants t1 ≡ J2 +
J3, t ′

1 ≡ J ′
2 + J ′

3, t2 ≡ J2 − J3, t ′
2 ≡ J ′

2 − J ′
3. Both ĤS and ĤA

possess chiral and x and y reflection symmetries. The lattices
of symmetric and antisymmetric orbitals described by the
Hamiltonians (7) and (8) are represented in Figs. 2(a) and
2(b), respectively. They differ from the minimal model of
a topological quadrupole insulator proposed in [4] by the
fact that the cells of the lattices are not threaded by a net
flux and have distinct staggering patterns for the coupling
parameters along both directions (t1 − t ′

1 and t2 − t ′
2) which,

in a sense, mimics the effect of a finite magnetic flux, in what
concerns the opening of the energy gap around zero energy.
As such, this system can also display second-order topological
corner states and quadrupole moment as we will show in the
following section.

FIG. 2. Sketches of the two-dimensional lattices of (a) symmet-
ric and (b) antisymmetric combinations of OAM orbitals, which
are described, respectively, by the Hamiltonians (7) and (8). Band
structures of the (c) symmetric and (d) antisymmetric lattices. The
parameters of the physical lattice are R = 2.5σ , s = 4σ , and s′ = 2σ ,
for which the coupling parameters of the symmetric and antisymmet-
ric lattices are t1/t ′

1 = 0.09, t2/t ′
2 = 0.03, t ′

2/t ′
1 = −0.16.

Using the {a, d, b, c} ordering for the k-space basis in order
to make manifest the chiral symmetry, the bulk Hamiltonians
of the symmetric and antisymmetric lattices read as

HS=

⎛
⎜⎜⎜⎝

0 0 t1 + t ′
1e−ikx t2 + t ′

2e−iky

0 0 t2 + t ′
2eiky t1 + t ′

1eikx

t1 + t ′
1eikx t2 + t ′

2e−iky 0 0

t2 + t ′
2eiky t1 + t ′

1e−ikx 0 0

⎞
⎟⎟⎟⎠,

(9)

HA=

⎛
⎜⎜⎜⎝

0 0 t2 + t ′
2e−ikx t1 + t ′

1e−iky

0 0 t1 + t ′
1eiky t2 + t ′

2eikx

t2 + t ′
2eikx t1 + t ′

1e−iky 0 0

t1 + t ′
1eiky t2 + t ′

2e−ikx 0 0

⎞
⎟⎟⎟⎠

(10)

and their corresponding energy bands are given by

E1
S = −E4

S = −T1(kx ) − T2(ky), (11a)

E2
S = −E3

S = −T1(kx ) + T2(ky), (11b)

E1
A = −E4

A = −T2(kx ) − T1(ky), (12a)

E2
A = −E3

A = −T2(kx ) + T1(ky), (12b)

where Tq(kμ) =
√

t2
q + t ′2

q + 2tqt ′
q cos(kμ). The band struc-

tures (11) and (12) are gapped at zero energy if the
couplings fulfill either the relation |t1 − t ′

1| > |t2 + t ′
2| or

|t2 − t ′
2| > |t1 + t ′

1|. Owing to the dependence of the couplings
of the original model (3) J (′ )

2(3) on the parameters of the
system [63], these conditions are fulfilled for a wide range
of experimentally reasonable values of R, s, and s′. This is
exemplified in Figs. 2(c) and 2(d), where the gapped band
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structures of the symmetric and antisymmetric lattices that are
obtained for the coupling parameters corresponding to rings
of radius R = 2.5σ with intracell and intercell separations
s = 4σ and s′ = 2σ are shown. In the next section, we discuss
the topological properties of the model and show how they
manifest themselves through the presence of edge and corner
states in finite systems. Since the lattices of symmetric and
antisymmetric orbitals described by the Hamiltonians (7) and
(8) are related by a C4 rotation, it is enough to analyze only
one of them in order to characterize the full model with
two OAM orbitals per site. In the following, we will focus
the discussion on the lattice of symmetric orbitals. Although
it is not necessary to experimentally distinguish between
symmetric and antisymmetric orbitals in order to observe the
properties of the system that we shall discuss, we note that
in some physical platforms supporting px and py orbitals it is
possible to manipulate separately the lattices described by the
models (7) and (8). In the p band of a conventional optical
lattice [51], this could be done by using lasers with different
intensities along x and y, in such a way that the gaps between
the s and p bands would be different along each direction and
the energies of the px and py orbitals would be shifted. Energy
shifting and separate manipulation of the px and py orbitals
has been demonstrated in an artificial electronic lattice [64],
which is another physical platform where the model studied
in this work could be implemented.

III. TOPOLOGICAL PROPERTIES

Let us consider a lattice of symmetric orbitals as the one
depicted in Fig. 2(a) formed by Nx and Ny unit cells along the
x and y directions, respectively. In the limit of zero intracell
couplings, t1 = t2 = 0, corner and edge states appear naturally
in this lattice. The four corner sites are completely decoupled
from the rest of the system, and therefore they arise as zero-
energy states in the spectrum. Moreover, the horizontal edges
are composed of Nx − 2 isolated dimers with internal coupling
t ′
1. Thus, the spectrum also has 2Nx − 4 vertical edge states,

of which one-half have energy t ′
1 and the other half −t ′

1.
Similarly, the y edges host 2Ny − 4 horizontal edge states, of
which one-half have energy t ′

2 and the other half −t ′
2. All of

these states have a topological origin, and are therefore present
in the energy spectrum beyond the limit of null intracell
couplings. This is illustrated in Fig. 3(a), which shows the
spectrum of a lattice of 16 × 16 unit cells formed by rings of
radius R = 2.5σ and intercell and intracell separations s = 4σ

and s′ = 2σ , for which the coupling parameters fulfill the
relations |t ′

1| > |t1|, |t ′
2| > |t2| and are such that all the gaps

are open. While the corner states remain at zero energy, the
horizontal and vertical edge states (labeled according to the
direction over which they decay) change their energies with
respect to the t1 = t2 = 0 limit and form dispersive bands.
Examples of the density profiles of the vertical and horizontal
edge states are shown in Fig. 3(b).

The topological mechanisms that give rise to the edge
and the corner states are different. While the former can
be understood in terms of the two-dimensional Zak’s phase
[65], the latter are due to second-order topological effects [4].
Thus, in the next subsections we discuss separately these two

FIG. 3. (a) Full energy spectrum with bulk states (blue dots),
horizontal and vertical edge states (red dots), and zero-energy corner
states (black dots). (b) Density profile of a vertical (horizontal) edge
state at the left (right). All plots correspond to a symmetric lattice
of 16 × 16 unit cells. The parameters of the physical lattice are R =
2.5σ , s = 4σ , and s′ = 2σ , for which the coupling parameters of the
symmetric lattice are t1/t ′

1 = 0.09, t2/t ′
2 = 0.03, t ′

2/t ′
1 = −0.16.

different mechanisms, and we then combine all the results to
fully characterize the topological phase diagram of the model.

A. Weak topology and edge states

The model under consideration does not constitute a Chern
insulator [1,2], since it has a vanishing Chern number. This is a
consequence of the fact that the model is invariant under both
time-reversal and inversion symmetry. The former implies that
the Berry curvature of each band is an odd function of �k,
�n(�k) = −�n(−�k), while the latter imposes that it must be
an even function of �k, �n(�k) = �n(−�k). In order to satisfy
both constraints simultaneously, the Berry curvatures must
vanish everywhere in quasimomentum space, implying that
the Chern number is 0 for all energy bands [66].

According to the modern theory of polarization [67],
the edge states are related to the polarization properties
of the bulk. In turn, these properties are directly related
to the topology of the model, which can be characterized
using the Wilson-loop approach. This formalism, which was
developed in the context of solid-state physics, can be di-
rectly adapted to systems of ultracold atoms in optical lattices
by identifying the negative/positive charges with bright/dark
peaks in the atomic density distributions.

Let us consider the Bloch functions |ui
S (k)〉, which are

the eigenvectors associated to the energy bands Ei
S defined in
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Eqs. (11). From them, we define the Wilson-loop operators
along the x and y directions Wx(ky) and Wy(kx ), the matrix
elements of which are given by

W i, j
x (ky) =

N−1∏
n=0

〈
ui

S (kx + nk, ky )
∣∣u j

S (kx + (n + 1)k, ky )
〉
,

(13)

W i, j
y (kx ) =

N−1∏
n=0

〈
ui

S (kx, ky + nk)
∣∣u j

S (kx, ky + (n + 1)k)
〉
,

(14)

where N is the number of discrete points along each of the
directions in k space and k = 2π

N . The indices of the matrix
elements run in the range i, j = 1, . . . , Nocc, where Nocc is the
number of occupied bands. The symmetric lattice described
by the Hamiltonian (7) has two bands below the gap centered
around zero energy. Therefore, for a noninteracting spinless
fermionic gas Nocc = 2 at half-filling. Since the Wilson-loop
operators are unitary in the thermodynamic limit (where
N → ∞ and k → 0), their eigenvalues are phases. From the
Wilson-loop operators, we define the Wannier Hamiltonians
[4]

HWx (ky) = − i

2π
lnWx(ky), (15)

HWy (kx ) = − i

2π
lnWy(kx ), (16)

whose eigenvalues and eigenvectors are denoted as
ν

j
x (ky), ν j

y (kx ) and |ν j
x (ky)〉, |ν j

y (kx )〉 ( j = 1, . . . , Nocc). The
eigenvalues at each point in k space are known as the
Wannier centers, and the set of all the Wannier centers form
the so-called Wannier bands [4]. Finally, the x and y bulk
polarizations can be computed from the Wannier bands as

Px = 1

2π

Nocc∑
j=1

∫ 2π

0
dkyν

j
x (ky) ≡

Nocc∑
j=1

P j
x (mod 1), (17)

Py = 1

2π

Nocc∑
j=1

∫ 2π

0
dkxν

j
y (kx ) ≡

Nocc∑
j=1

P j
y (mod 1). (18)

In the N → ∞ limit, the polarizations can also be com-
puted as P j

x = 1
2π

γ
j

x , P j
y = 1

2π
γ

j
y , where γ

j
x and γ

j
x are the

two-dimensional generalizations of the Zak’s phase of the
band j,

γ j
x = i

2π

∫
BZ

dk
〈
u j

S (k)
∣∣∂kx

∣∣u j
S (k)

〉
, (19)

γ j
y = i

2π

∫
BZ

dk
〈
u j

S (k)
∣∣∂ky

∣∣u j
S (k)

〉
. (20)

Our model has reflection symmetry in the x and y directions.
In this situation, the 2D Zak’s phases are quantized to 0 or
π , and therefore the total polarizations can only be 0 or 1

2 for
both directions.

For the lattice of symmetric orbitals all the bands have the
same values of the 2D Zak’s phases. Provided that all the gaps

FIG. 4. Energy spectrum of an open symmetric lattice of 10 × 10
unit cells formed by rings of radius R = 2.5σ as a function of the
inter-ring separation. Blue, red, and black curves correspond to bulk,
edge, and corner states, respectively.

are open, these are

(γ j
x , γ j

y ) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(0, 0) if t1 > t ′
1, t2 > t ′

2,

(π, 0) if t1 < t ′
1, t2 > t ′

2,

(0, π ) if t1 > t ′
1, t2 < t ′

2,

(π, π ) if t1 < t ′
1, t2 < t ′

2.

(21)

Regardless of the values of the coupling parameters, the total
polarizations of a noninteracting spinless fermionic system
vanish both at half-filling (two lower bands occupied) and unit
filling (all bands occupied). However, if the x(y) 2D Zak’s
phases of each band are nontrivial, horizontal (vertical) edge
states appear in the energy spectrum of an open lattice. In
Fig. 4 we plot the energy spectrum of a lattice of 10 × 10 unit
cells formed by rings of radius R = 2.5σ as a function of the
intercell and intracell separations, keeping their sum constant
at the value s + s′ = 6σ . For s < s′, the couplings fulfill the
relations t1 > t ′

1, t2 > t ′
2 and no edge or corner states appear

in the spectrum. At s′ = s, the intracell and intercell couplings
have equal strength and the middle gap closes at zero energy.
For s > s′, the relations between the couplings are inverted
with respect to the case s < s′, and horizontal and vertical
edge states are present (red curves). The horizontal edge states
lie within the gap centered around zero energy and are always
detached from the bulk. In contrast, the vertical edge states ap-
pear within bulk bands for 3 < s/σ � 3.8. For inter-ring sepa-
rations larger than s � 3.8σ , the lower and upper gaps become
larger and most of the vertical edge states lie within these gaps
[as can also be seen in the energy spectrum for s = 4σ in
Fig. 3(a)]. The corner states given by the fourfold-degenerate
black curve in the topological sector are locked to zero energy.
Thus, with the physical system proposed in this paper it is
possible to explore the phases (γ j

x , γ
j

y ) = (π, π ) or (0,0).
The edge states can also be understood from a different

perspective. By Fourier transforming the Hamiltonian of the
lattice of symmetric orbitals (7) along only the y (x) direc-
tion, quasi-one-dimensional horizontal (vertical) models with
coupling parameters that depend on ky (kx) are obtained. The
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FIG. 5. (a) Sketch of the vertical 1D model obtained by Fourier
transforming the symmetric lattice Hamiltonian (7) along the x
direction. (b) Sketch of the horizontal 1D model obtained by Fourier
transforming the symmetric lattice Hamiltonian (7) along the y
direction. The hopping amplitudes in the directions indicated by
black arrows are the complex conjugates of those corresponding to
the directions indicated by red arrows.

Hamiltonians of these models read as

Ĥver
S (kx ) = (t1 + t ′

1e−ikx )
∑

j

â j†b̂ j
S + ĉ j†

S d̂ j
S + t2

∑
j

â j†
S ĉ j

S

+ b̂ j†
S d̂ j

S + t ′
2

∑
j

ĉ j†
S â j+1

S + d̂ j†
S b̂ j+1

S + H.c.,

(22)

Ĥhor
S (ky) = t1

∑
i

âi†
S b̂i

S + ĉi†
S d̂ i

S + t ′
1

∑
i

b̂i†
S âi+1

S

+ d̂ i†
S ĉi+1

S + (t2 + t ′
2e−iky )

∑
i

âi†
S ĉi

S + b̂i†
S d̂ i

S + H.c.,

(23)

where the p̂i
S, p̂ j

S operators are, respectively, the y and x
Fourier transforms of p̂i, j

S . Sketches of the vertical and hori-
zontal 1D models are shown in Figs. 5(a) and 5(b), respec-
tively. At kx, ky = 0, π , all the couplings in both 1D models
become real, allowing to reexpress each of them as two decou-
pled Su-Schrieffer-Heeger (SSH) chains with different onsite
potentials. When γ

j
y = π , in the vertical model of (22) four

edge states appear in twofold-degenerate pairs, as exemplified
in Fig. 6(a) (red lines). Since this model has been obtained
from assuming periodic boundary conditions in the x direction
of the original lattice, these 1D edge states correspond to
vertical edge states in the 2D model. Similarly, as exemplified
in Fig. 6(b), when γ

j
x = π the 1D horizontal model has edge

states that correspond to horizontal edge states in the original
2D lattice. In the following section, we will discuss how the
analysis of the bands of edge states of the 1D models can
be used as a way to characterize the second-order topological
properties of the model.

B. Second-order topological effects and corner states

In the (γ j
x , γ

j
y ) = (π, π ) phase, a finite lattice has four

zero-energy corner states. By introducing a small perturbation
that breaks chiral symmetry, this degeneracy is lifted and the

FIG. 6. Energy spectra of (a) a vertical chain obtained by Fourier
transforming the Hamiltonian of the 2D symmetric lattice along the x
direction and (b) a horizontal chain obtained by Fourier transforming
the Hamiltonian of the 2D symmetric lattice along the y direction.
In both cases, the chains have 50 unit cells and blue (red) curves
correspond to bulk (edge) states. Each curve of edge states is doubly
degenerate. Note that the bulk continua in (b) are much broader
than in (a), where bulk states are nearly degenerate at each kx .
The parameters of the physical lattice are R = 2.5σ , s = 4σ , and
s′ = 2σ , for which the coupling parameters of the symmetric lattice
are t1/t ′

1 = 0.09, t2/t ′
2 = 0.03.

states become localized at specific corners. In this situation,
at half-filling of the symmetric lattice (which, due to the de-
generacy between the symmetric and antisymmetric orbitals,
corresponds to unit filling of the physical sites of the original
model with two OAM states per ring), only two of the corner
states are populated and the total density distribution, defined
as the sum of the densities of all the occupied states, has
bright and dark peaks at the corners, as shown in Fig. 7. These
density peaks are analogous to charge concentrations in an
electronic system, and thus give rise to the atomic analogs of
the edge polarizations and quadrupole moment.

Recently, a successful method to characterize the topolog-
ical quadrupole moment has been proposed [4]. In order for
a finite topological quadrupole moment to arise, at least two
bands have to be occupied at half-filling, as is the case in our
model. Nevertheless, a necessary condition for the procedure
to work is that the x and y mirror symmetries do not commute.
In the minimal model for a bulk quadrupole insulator studied
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FIG. 7. Atomic density distribution of a symmetric lattice of
16 × 16 unit cells for a noninteracting spinless fermionic gas at
half-filling. The parameters of the physical lattice are R = 2.5σ ,
s = 4σ , and s′ = 2σ , for which the coupling parameters of the sym-
metric lattice are t1/t ′

1 = 0.09, t2/t ′
2 = 0.03, t ′

2/t ′
1 = −0.16. A small

perturbation that breaks the chiral symmetry has been introduced in
the numerical calculations.

in [4], this noncommutativity between the reflection symme-
tries is achieved by introducing a π flux in each plaquette
through alternating signs in the vertical couplings. In our
model, however, the inversion symmetries commute and the
quadrupole moment can not be characterized following the
recipe presented in [4]. One way to circumvent this difficulty
is to redefine the quadrupole moment per unit area as

qxy = 1

2
P̃xP̃y, (24)

P̃x(y) =
∑
j∈O

P j
x(y), (25)

where O defines the set of occupied bands (O = {1, 2} in our
case) and P̃x(y) is the direct sum of the polarizations along the
x (y) direction. Equation (24) implies that the bulk quadrupole
moment is qxy = 1

2 in the (γ j
x , γ

j
y ) = (π, π ) phase, that is,

when both vertical and horizontal edge states are present, and
qxy = 0 otherwise. This is in accordance with our numerical
calculations and allows to regard qxy as the topological index
associated to the appearance of corner states. The polarization
Px(y) at half-filling is related to P̃x(y) as Px(y) = P̃x(y) mod 1.
In our model we have Px(y) = 0 for both P̃x(y) = 0 (trivial
phases) and P̃x(y) = 1 (nontrivial phase), that is, the system
is not polarized at half-filling in either direction, which is
why Px(y) cannot be used in the definition of qxy since it
is insensitive to transitions between different second-order
topological regimes.

Alternatively, the presence of edge polarizations and a
finite quadrupole moment can also be tested by analyzing the
1D models that are obtained by Fourier transforming the 2D
lattice along the x (y) direction. As we discussed in Sec. III A,
the horizontal and vertical edge states can also be seen as
edge states of these 1D models. If one considers chains with
finite sizes in the y (x) direction and periodic boundaries in
the x (y) direction and diagonalizes them as a function of kx

(ky), four bands of edge states (coming in twofold-degenerate
pairs, see Fig. 6) are obtained if the original 2D lattice has
bands with nontrivial 2D Zak’s phases in the x (y) axis. The
degeneracy of the edge bands can be lifted by introducing a

TABLE I. Possible combinations of values of the 2D Zak’s
phases of the bulk and the Zak’s phases of the bands of edge states of
the 1D horizontal and vertical models. The last two columns indicate
the presence of corner states in the 2D lattice under open boundary
conditions in both x and y and the values for the quadrupole moment
defined in (24).

Horizontal edge Vertical edge Corner
(γ j

x , γ j
y ) states states states qxy

(0,0) No No No 0
(π, 0) Yes, γ x

edge = 0 No No 0

(0, π ) No Yes, γ
y
edge = 0 No 0

(π, π ) Yes, γ x
edge = π Yes, γ

y
edge = π Yes 1

2

small perturbation that breaks the chiral symmetry, allowing
to compute their Zak’s phases, γ x

edge and γ
y
edge. A nontrivial

Zak’s phase in the edge states indicates the presence of “edge
of edge” states (i.e., corner states) and a finite quadrupole
moment at half-filling for a noninteracting spinless fermionic
gas. The topological behavior of our model as a function of the
values of the 2D Zak’s phases in (19) and (20) is summarized
in Table I. The only topological phase of the bulk in which the
edge bands have nontrivial Zak’s phases is (γ j

x , γ
j

y ) = (π, π ).
Thus, the simultaneous nontriviality of the Zak’s phases of
edge bands of the 1D models γ x

edge, γ
y
edge is in one-to-one cor-

respondence with the appearance of corner states and a finite
quadrupole moment in an open 2D lattice. More specifically,
each pair of symmetric edge bands with a nontrival 1D Zak’s
phase has two zero-energy corner states associated with it.
Each of these states is shared by a vertical and a horizontal
edge band. Therefore, the four corner states that appear at
zero energy are associated with the four occupied bands of
edge states at half-filling, of which two correspond to the 1D
horizontal model and two to the 1D vertical model.

Symmetry protection of the corner states

Before concluding, let us briefly discuss the symmetries
that are responsible for the topological protection of the corner
states. While the quantization of the bulk polarizations Px, Py

and the quadrupole moment qxy is ensured by the x and
y mirror symmetries, it is the chiral symmetry of ĤS that
protects the corner states. This can be justified by taking
into account the fact that the spectrum of a Hamiltonian
is symmetric around zero energy in the presence of chiral
symmetry, implying that the zero-energy corner modes are
eigenstates of the chiral operator [68]. Therefore, the corner
states are not affected by perturbations that preserve chiral
symmetry.

In Fig. 8(a) we illustrate two different kinds of perturba-
tions. On the one hand, we consider an onsite potential V
acting only on the corners of the lattice, which preserves the x
and y reflection symmetries but breaks the chiral symmetry.
On the other hand, we substitute in two of the corners the
couplings of the model by a different one named t3. This
perturbation has an opposite effect to V , i.e., it breaks the
reflection symmetries but preserves the chiral one. In Fig. 8(b)
we plot the spectrum of a finite lattice as a function of V
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FIG. 8. (a) Sketch of the different types of perturbations de-
scribed in the main text: on-site potential V at the corners, which
preserves the reflection symmetries but not the chiral one, and mod-
ified t3 coupling in two of the corners, which has an effect opposite
to V . (b) Spectrum of a lattice of 10 × 10 unit cells as a function of
V leaving the corner couplings unchanged. (c) Spectrum of the same
lattice as in (b) as a function of t3 keeping V = 0. The parameters
of the physical lattice are R = 2.5σ , s = 4σ and s′ = 2σ , for which
the coupling parameters of the symmetric lattice are t1/t ′

1 = 0.09,
t2/t ′

2 = 0.03, t ′
2/t ′

1 = −0.16.

leaving the corner couplings unchanged. As V increases, the
energy of the corner modes (black line) increases until they
merge into the bulk. Figure 8(c) shows the spectrum of the

same lattice as in Fig. 8(b) but for V = 0 and increasing t3
until it reaches the value t3 = t ′

1, which is the largest coupling
of the symmetric lattice. Since this perturbation preserves
chiral symmetry, all corner states, including the two localized
around the corners with perturbed edge couplings t3, remain
locked at zero energy regardless of the value of t3.

IV. CONCLUSIONS

We have shown that ultracold atoms carrying OAM in
arrays of cylindrically symmetric potentials can be used to
implement a second-order topological insulator with zero-
energy corner states and a quantized quadrupole moment.
The topological properties of the system can be more directly
analyzed by performing a change of basis that transforms
the original model with two states per site into two indepen-
dent lattices with one px- or py-like orbital per site, formed
respectively by symmetric and antisymmetric combinations
of the OAM states. We have shown that for experimentally
realistic parameters the system can display zero-energy corner
modes associated with the nontrivial second-order topological
phase. An expression for the quantized quadrupole moment,
involving a quantity defined here as the direct sum of the
polarizations of the occupied bands, was identified here as the
relevant second-order topological index. A complementary
approach to the topological characterization of the corner
states, related to an analysis of the Zak’s phases of the edge
bands that appear when periodic boundary conditions are
imposed alternately along one of the directions, while keeping
the other open, is shown to be consistent with the former.

In an experimental implementation, the edge and corner
states could be prepared by first populating only the corre-
sponding sites of the lattice in the limit of zero intra-cell
couplings and then adiabatically turning them on, as done in
[32] to obtain the edge states of the SSH model in a system
of ultracold atoms. The half-filled state, in which the quan-
tized quadrupole moment is manifested through the density
distribution, could be realized using a gas of spin-polarized
fermions formed by as many atoms as sites in the lattice,
in such a way that the states with energy below the Fermi
level would be consecutively occupied. In order to image these
states, a quantum gas microscope, which provides real-space
images with single-site resolution [69], could be employed.
We note that the topological edge states of the SSH model
have been imaged in systems of ultracold atoms in optical
lattices both in momentum [32] and in real [31] space.

As a final remark, we note that the model studied in this
paper could be implemented with other systems that support
OAM modes or px and py orbitals, such as artificial electronic
lattices [64], photonic waveguides [70,71], or polariton res-
onators, where the edge states of the SSH model have already
been observed [72].
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