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Magnetic quantum phase transitions in a clean Dirac metal
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We consider clean Dirac metals where the linear band crossing is caused by a strong spin-orbit interaction,
and study the quantum phase transitions from the paramagnetic phase to various magnetic phases, including
homogeneous ferromagnets, ferrimagnets, canted ferromagnets, and magnetic nematics. We show that in all
of these cases the coupling of fermionic soft modes to the order parameter generically renders the quantum
phase transition first order, with certain gapless Dirac systems providing a possible exception. These results are
surprising since a strong spin-orbit scattering suppresses the mechanism that causes the first order transition in
ordinary metals. The important role of chirality in generating a new mechanism for a first-order transition is
stressed.
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I. INTRODUCTION

It has been known for a long time that the spin-orbit
interaction can lead to semimetals, that is, materials that in
a well-defined sense are in between metals and insulators
[1–3]. A Dirac semimetal is realized if two doubly degenerate
bands cross in one point in momentum space and the Fermi
energy is at the crossing point, i.e., the valence band is
full, the conduction band is empty, and the Fermi “surface”
consists of a point. Much more recently it was realized that the
resulting states can have topological properties [4,5] that are
robust against small perturbations [6–8]. In three-dimensional
systems the crossing point is generically gapped out, unless
the gap is fine tuned to zero. If the chemical potential lies in
the gap, then the system will be an insulator that may have
nontrivial topological properties [9,10]. More generally, the
chemical potential can lie within the conduction band. In this
case the system is a true metal with a finite-size Fermi surface.
However, the underlying crossing point, whether or not it is
gapped out, still leads to properties that are very different
from those of ordinary metals and independent of whether or
not the material has nontrivial topological properties. In all
of these cases the single-electron Hamiltonian in the vicinity
of the crossing point is reminiscent of a Dirac Hamiltonian,
massless in the case of a gapless system, or massive in the
case of a gapped one. In this paper we will consider the case
of a generic chemical potential, which makes the system a
metal that we will refer to as a Dirac metal. A magnetic field,
or a homogeneous magnetization, lifts the degeneracy of the
bands and separates the crossing points in momentum space.
The single-particle spectrum then is reminiscent of the one
described by the Weyl equation.

Recently, we have considered electron-electron correlation
effects in a such defined Dirac metal [11]. In particular, we
have calculated the spin susceptibility χs at zero temperature
(T = 0) and have found it to be a nonanalytic function of an
external magnetic field h. In a generic spatial dimension d

the leading nonanalytic contribution is proportional to hd−1,
and for d = 3 it is h2 ln h. This is a result of soft or mass-
less excitations in the underlying Dirac-Fermi liquid that are
rendered massive by a magnetic field. While the resulting
nonanalyticity has the same functional form as in an ordinary
or Landau-Fermi liquid [12,13], this result came as a surprise
since the spin-orbit interaction gives a mass to the soft modes
that are operative in its absence. However, it turns out that the
chirality degree of freedom in a Dirac metal leads to a new
class of soft modes that have the same effect.

It is the chirality degree of freedom that makes the
conduction-electron system in a Dirac metal form a type of
Fermi liquid that is qualitatively different from an ordinary
or Landau-Fermi liquid, and we refer to it as a Dirac-Fermi
liquid. By contrast, generalizations of the original Landau
Fermi-liquid theory to include a spin-orbit interaction [14,15]
still describe a Landau-Fermi liquid in our nomenclature, as
they do not contain the new class or soft modes that are crucial
for our purposes. Both the Landau and the Dirac-Fermi liquid
are true Fermi liquids in the sense that they have a finite Fermi
surface, well-defined quasiparticles, and the excitations in the
interacting system are adiabatically connected to those of the
underlying Fermi gas.

In ordinary (or Landau) metals it is known that the same
soft modes that lead to the nonanalyticity in χs have a
profound influence on the quantum phase transition from a
paramagnetic metal to a ferromagnetic one: They make the
quantum phase transition in clean metals generically first
order [12,16,17]. A nonzero temperature (T > 0) gives the
soft modes a mass, which leads to a tricritical point in the
phase diagram and to tricritical wings upon the application
of a magnetic field [18]. Numerous experiments have con-
firmed these predictions [17]. It further has been predicted
that the quantum phase transition is first order in ferrimag-
nets and canted ferromagnets [19] as well as in magnetic
nematics [20].
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These observations raise the question whether the chiral
soft modes in Dirac materials also lead to a first-order quan-
tum phase transition in ferromagnetic and related materials.
This problem is of particular interest since some Dirac/Weyl
materials are known or suspected to be ferromagnetic
[6,21–25]. We will show that generically the quantum phase
transition is indeed first order in Dirac metals, as it is in
ordinary metals; however, systems in which the gap vanishes
due to a crystal symmetry may provide an exception.

This paper is organized as follows. In Sec. II we introduce
the model, in Sec. III we discuss the soft modes, and in Sec. IV
we calculate the spin susceptibility. In Sec. V we show how
the nonanalytic behavior of χs leads to a first-order quantum
phase transition in ferromagnets, ferrimagnets, and magnetic
nematics. We conclude in Sec. VI with a discussion of our
results. Some of the results in Sec. V A have been reported
before in a brief communication [26].

II. MODEL

In this section we consider the same model as in Ref. [11]
but give a more comprehensive discussion: Rather than focus-
ing entirely on gapless Dirac systems, we also consider the
case where the gap is large (in a sense to be specified). As we
will see, this is important for determining which correlations
can contribute to the nonanalytic behavior of the spin suscep-
tibility and thus influence the nature of the magnetic quantum
phase transitions.

A. Model for a chiral Fermi gas

1. Single-particle Hamiltonian

We consider systems where the spin-orbit interaction leads
to a linear band crossing via a term proportional to k · σ in
the single-particle Hamiltonian, with σ = (σ1, σ2, σ3) the spin
Pauli matrices [2]. Such a term is invariant under time reversal
but not under spatial inversions. If the system is invariant
under the latter, the Hamiltonian therefore must contain both
left-handed and right-handed electrons [10,27]. The physical
origin of this chirality degree of freedom is the fact that
the crossing bands have different parities. It is convenient to
encode it via a second set of Pauli matrices π = (π1, π2, π3).
With σ0 = π0 the 2 × 2 unit matrix, the most general single-
particle Hamiltonian that is invariant under both time reversal
and spatial inversions then can be written [9,10]

H0 = (εk − μ)(π0 ⊗ σ0) + v(π3 ⊗ σ ) · k

+�(π1 ⊗ σ0) − h(π0 ⊗ σ3). (2.1)

The first term is an ordinary band Hamiltonian with a single-
particle energy εk = ε−k that is quadratic for small k. For
simplicity, will take εk = k2/2m with an effective mass m.
μ is the chemical potential. The second term is the spin-
orbit coupling introduced above, with a coupling constant v

that dimensionally is a velocity. The third term, with cou-
pling constant �, also respects both time reversal and spatial
inversion [28]. It mixes left- and right-handed electrons in
a symmetric way and thus breaks a gauge symmetry that
expresses the conservation of the number of electrons with a
given handedness or chirality. The last term is a Zeeman term
with a magnetic field h = (0, 0, h) in the three-direction that

breaks time reversal. The chirality degree of freedom, encoded
in the Pauli matrices π, is crucial for the soft-mode structure
of the system, as we will see below. In chirality space, v acts
as a longitudinal field, while � acts as a transverse field. For a
vanishing spin-orbit interaction, v = � = 0, Eq. (2.1) reduces
to the Hamiltonian for an ordinary (or Landau) Fermi gas with
single-particle energy εk.

2. Single-particle spectrum

The single-particle spectrum is readily obtained by finding
the eigenvalues λk of the 4 × 4 Hamiltonian H0. For the four
eigenvalues one finds

λ
αβ

k = ξk + β|vk� − αh|, (2.2a)

where ξk = εk − μ, and α, β = ±1. The four branches of the
single-particle energy Ek = λk + μ are

Eαβ

k = εk + β|vk� − αh|. (2.2b)

We will refer to β as the cone index, and to α as the
chirality index. In Eqs. (2.2) we have defined

k� = (
kx, ky, sk

√
k2

z + �2/v2
)
. (2.3)

For sk one can choose either sk = sgn (kz ) or sk = 1. The
functional form of the spectrum is independent of this choice,
the two choices just amount to a relabeling of the branches
of the spectrum in a nonzero magnetic field. For explicit
calculations in the limit � = 0 the choice sk = sgn (kz ) is
more convenient, as it results in

k� = k (� = 0). (2.4a)

In the limit � � vkF, with kF the Fermi wave number, the
choice sk = 1 is more convenient, which results in

k� ≈ (kx, ky,�/v) (� � vkF). (2.4b)

For a vanishing spin-orbit interaction, v = � = 0, we have
vk� = 0, the spectrum is twofold degenerate in the chirality
index, and β reduces to the spin projection σ = ±. For v �= 0
the spectrum is still twofold degenerate in zero field, but a
magnetic field splits this degeneracy.

In order to illustrate the shapes of the spectrum for different
ranges of parameter values, let us introduce an atomic-scale
momentum p0 (on the order of an inverse lattice spacing),
velocity v0 = p0/2m, and energy E0 = p2

0/2m. We then mea-
sure Ek, �, and h in units of E0, v in units of v0, and k
in units of k0.

Figure 1 shows the spectrum for v on the order of the
atomic velocity scale, v � v0. The linear term then dominates,
and the spectrum has a characteristic cone structure. For h =
0, each cone is twofold degenerate with respect to the chirality
index α. This makes the spectrum reminiscent of a massless
(for � = 0) or massive (for � > 0) Dirac equation. For a
vanishing chemical potential (μ = 0) the system is a Dirac
semimetal or insulator, respectively. For μ > � it is a true
metal that we will refer to as a Dirac metal. The lower cone
(β = −1) does not turn up before the edge of the Brillouin
zone is reached, and only the upper cone (β = +1) contributes
to the Fermi surface, which is defined by

μ = Eαβ

k

∣∣
k∈FS. (2.5)
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FIG. 1. Single-particle spectra for v = 0.8 and (from left to right) � = h = 0; � = 0.05, h = 0; � = 0, h = 0.025; � = 0.05, h = 0.025
in atomic units. The large value of v emphasizes the cone structure of the spectrum. For a zero chemical potential μ the system is a semimetal
for � = 0 and an insulator for � > 0, for a sufficiently large chemical potential it is a metal in all cases. Note that the lower-cone branches
(β = −1) do not contribute to the Fermi surface of the metal.

To determine the Fermi wave number, we distinguish between
two cases. Let � � vkF. Then

kF =
{√

2mμ if mv2 � μ

μ/v if mv2 � μ
(� � vkF < μ). (2.6a)

Now let � � vkF. Then

kF =
√

2m(μ − �) (μ > � � vkF). (2.6b)

Note that this case is realizable provided μ � �, even
though v is on the order of v0. This Fermi surface is still
degenerate in the chirality index. A magnetic field lifts the
degeneracy in α and separates the cones in k-space, and the
system becomes a Weyl semimetal or insulator for μ = 0 and
a Weyl metal for μ > �. All of this is demonstrated in Fig. 1.
We also note that in systems that are not invariant under spatial
inversion, or if time reversal is broken by effects other than a

magnetic field, there are additional possibilities, in addition to
the Dirac and Weyl cases, that we will not discuss; see, e.g.,
Ref. [29].

Figure 2 shows the spectrum for a value of v that is much
smaller but still significant on the atomic scale. The cone
structure is now visible only for small k, the lower cone turns
up for k � p0, and both cones contribute to the Fermi surface
if μ > �. Although the structure of the spectrum for small k is
rather different in the two cases, the only qualitative difference
near the Fermi surface in the metallic case (μ > �) is the
number of contributing cone branches. Indeed, we will show
that the soft-mode spectrum is the same irrespective of the
value of v (as long as v is significant in a sense to be made
explicit), and it makes sense to refer to all of these systems
as Dirac or Weyl metals, respectively. For v = � = h = 0 the
spectrum reduces to the fourfold degenerate parabolic band of
an ordinary nearly free electron gas with an additional degree
of freedom. An observation that will be very important for

FIG. 2. Same as Fig. 1, but for v = 0.2. Both the upper- and the lower-cone branches contribute to the Fermi surface.
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our purposes is that v > 0 at h = 0 splits the band in a way
that is very similar to the splitting by h > 0 at v = 0: For
� �

√
mv2μ � μ we have Fermi wave numbers

kβ
F =

√
2mμ − βmv + O(v2) (� �

√
mv2μ � μ). (2.7)

Each of these two Fermi surfaces is still twofold degenerate,
and h > 0 lifts that degeneracy. All of these features are
demonstrated in Fig. 2.

3. Green function

The single-particle Green function is defined as

Gk = [iωn(π0 ⊗ σ0) − H0]−1, (2.8)

where k = (iωn, k) is a four-vector comprising a fermionic
Matsubara frequency ωn and a wave vector k. An exact
expression for Gk in terms of the quasiparticle resonances

Fαβ

k = 1

iωn − λ
αβ

k

= 1

iωn − ξk − β|vk� − αh| (2.9)

is given in Appendix A. While exact, it is not suitable for
explicit calculations, and it is desirable to perform a partial
fraction decomposition to write Gk in the form

Gk =
∑
α,β

Fαβ

k Mαβ (k) (2.10)

with spin-chirality matrices Mαβ . In general, the latter are very
complicated. However, for our purposes we do not need the
complete expressions. The leading nonanalytic h-dependence
of the spin susceptibility arises from the h-dependence of the
denominator in Fαβ

k , which cuts off the singularity of the
quasiparticle resonance. We can therefore evaluate the numer-
ator in the limit h � vkF. (Note that this precludes taking the
limit v → 0; see Sec. III.) Additional simplifications occur in
the limits � = 0 and � � vkF. Using Eqs. (2.4a) and (2.4b),
respectively, in these two cases we find

Mαβ

�=0(k) ≈ 1
4 (π0 + απ3) ⊗ (σ0 + αβk̂ · σ ), (2.11a)

which depends only on the unit vector k̂ = k/|k|, and

Mαβ

��vkF
≈ 1

4 (π0 + βπ1) ⊗ (σ0 ± αβσ3), (2.11b)

which is independent of k. Fαβ

k in the two cases is given by
Eq. (2.10) with k� from Eqs. (2.4a) and (2.4b), respectively.
Equation (2.11a) together with Eqs. (2.10) and (2.9) is equiva-
lent to the expression for the Green function in Ref. [11]. Note
that Gk for � � vkF can be written in the form of Eq. (2.10)
plus (2.11b) only with the choice sk = 1 in Eq. (2.3).

We stress that Eqs. (2.11) are valid only for calculating the
leading nonanalytic h-dependence of the spin susceptibility
in these two limits, and for v �= 0. In particular, they do no
longer allow for taking the Landau limit v = � = 0. The
latter can of course be recovered from the exact expression
for the Green function in Appendix A and can be written in a
form analogous to Eq. (2.10). We find

Gk =
∑
σ=±

Gσ
k Mσ (ĥ) (v = � = 0), (2.12a)

where

Gσ
k = Fασ

k = 1

iωn − ξk + σh
, (2.12b)

which now is independent of α, and

Mσ (ĥ) = 1
2 π0 ⊗ (σ0 − σ ĥ · σ ). (2.12c)

4. Action for noninteracting electrons

The electrons of our Dirac-Fermi gas are described in
terms of fermionic fields ψ̄π

σ (k) and ψπ
σ (k) that carry a spin

index σ =↑,↓≡ ± and a chirality index π = ±. Introduc-
ing spinors ψ = (ψ+

↑ , ψ+
↓ , ψ−

↑ , ψ−
↓ ) and a scalar product

(ψ̄, ψ ) = ∑
σ,π ψ̄π

σ ψπ
σ we can write the action of the nonin-

teracting fermion system governed by the Hamiltonian H0 in
terms of the inverse Green function,

S0 =
∑

k

(ψ̄ (k), [iωn(π0 ⊗ σ0) − H0]ψ (k)). (2.13)

B. Electron-electron interaction

The noninteracting action, Eq. (2.13), needs to be supple-
mented by all four-fermion interaction terms that respect the
same symmetries as H0. We are interested in true metals,
hence screening works, and we can consider interaction am-
plitudes that are pointlike in space and time. The noninteract-
ing action is invariant under simultaneous rotations in spin and
momentum space, in addition to spatial inversions and time
reversal. There are eight interaction terms that respect these
requirements:

Sint = −T

2V

∑
q

′ ∑
k,p

3∑
i=0

[̃s,i(ψ̄ (k), (σ0 ⊗ πi )ψ (k − q))(ψ̄ (p − q), (σ0 ⊗ πi )ψ (p))

− ̃t,i(ψ̄ (k), (σ ⊗ πi )ψ (k − q)) · (ψ̄ (p − q), (σ ⊗ πi )ψ (p))] (2.14)

with interaction amplitudes ̃s,i and ̃t,i (i = 0, 1, 2, 3) in the spin-singlet and spin-triplet channels, respectively. Note that the
rotational invariance in spin space ensures that all three spin-triplet amplitudes for a given chirality channel i are equal, whereas
there is no equivalent requirement in chirality space [30]. The prime on the sum over q indicates a restriction to |q| < �, with
� � kF a momentum cutoff. This is necessary in order to avoid double counting, as explained in Ref. [11]. With this choice of
interaction amplitudes, the ̃ all carry a small, or hydrodynamic, wave vector q. For illustrative purposes, and to make contact
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with Ref. [11], we also give the interaction terms with the chirality index written explicitly:

Sint = −T

2V

∑
q

′ ∑
k,p

[
s,1

∑
π

(ψ̄π (k), σ0ψ
π (k − q))(ψ̄π (p−q), σ0ψ

π (p))

+s,2

∑
π �=π ′

(ψ̄π (k), σ0ψ
π (k − q))(ψ̄π ′

(p−q), σ0ψ
π ′

(p)) + s,3

∑
π �=π ′

(ψ̄π (k), σ0ψ
π ′

(k − q))(ψ̄π ′
(p − q), σ0ψ

π (p))

+s,4

∑
π �=π ′

(ψ̄π (k), σ0ψ
π ′

(k − q))(ψ̄π (p − q), σ0ψ
π ′

(p)) − t,1

∑
π

(ψ̄π (k), σψπ (k − q)) · (ψ̄π (p − q), σψπ (p))

−t,2

∑
π �=π ′

(ψ̄π (k)σψπ (k − q)) · (ψ̄π ′
(p − q)σψπ ′

(p)) − t,3

∑
π �=π ′

(ψ̄π (k), σψπ ′
(k − q)) · (ψ̄π ′

(p − q), σψπ (p))

−t,4

∑
π �=π ′

(ψ̄π (k), σψπ ′
(k − q)) · (ψ̄π (p − q), σψπ ′

(p))
]
. (2.14′)

Here ψπ = (ψπ
↑ , ψπ

↓ ) and ψ̄π = (ψ̄π
↑ , ψ̄π

↓ ) are two-
component spinors, and the  are linear combinations of
the ̃ : s,1 = ̃s,0 + ̃s,3, etc. Note that s,4 and t,4 break
the same gauge symmetry as the � term in H0. They were
not considered in Ref. [11], which focused on the same
model with � = 0. For our purposes we will be particularly
interested in spin-triplet interactions that mix chiralities,
i.e., in the amplitudes t,3 and t,4. They are graphically
represented in Fig. 3.

Equations (2.13) and (2.14), or (2.14′) completely specify
our model for a Dirac metal:

SDM = S0 + Sint. (2.15)

III. SOFT MODES IN LANDAU AND DIRAC METALS

Soft modes, i.e., correlation functions that diverge in the limit
of vanishing wave vector and frequency, are responsible for
all nonanalytic behavior of observables. In a Fermi liquid,
whether of Landau or of Dirac type, single-particle excitations
are well known to be soft. This property can immediately be
seen in the Green function, i.e., the two-fermion correlation
function, which diverges at zero frequency with the wave
vector on the Fermi surface. Less well known is a class
of soft two-particle excitations, or four-fermion correlation
functions, although their consequences have been known for
a long time. To explain the nature of these soft modes, which
are the ones relevant for our purposes, it is illustrative to first
discuss their manifestations in a Landau-Fermi liquid.

A. Soft modes in a Landau-Fermi liquid

Consider the Green function for a Landau Fermi gas as
written in Eqs. (2.12). An explicit calculation easily proves

FIG. 3. Spin-triplet interaction amplitudes that mix chiralities.

Velicky’s Ward identity [31],

Gσ1
iωn1 ,k+q/2 Gσ2

iωn2 ,k−q/2 =
−(

Gσ1
iωn1 ,k+q/2 − Gσ2

iωn2 ,k−q/2

)

i�n1−n2 − k · q/m + (σ1 − σ2)h
,

(3.1)

where �n1−n2 = ωn1 − ωn2 is a bosonic Matsubara frequency.
It relates a four-fermion correlation function on the left-
hand side (which factorizes since we are dealing with non-
interacting electrons) to the difference of two two-fermion
correlations on the right-hand side. The salient point is the
structure of the right-hand side: If h = 0, or σ1 = σ2, then
the denominator vanishes in the limit ωn1 , ωn2 , q → 0. By
contrast, the numerator vanishes only if ωn1 and ωn2 have the
same sign, whereas it is nonzero if these two frequencies have
opposite signs, due to the cut of the Green function on the real
axis. Four-fermion correlations of the type represented by the
left-hand side with Matsubara frequencies on opposite sides
of the real axis thus are soft modes with a ballistic frequency-
momentum relation, where the frequency scales as the wave
number, � ∼ q. Consistent with that, the denominator on the
right-hand side has the structure of a Boltzmann equation in
the absence of a collision operator, namely, a time derivative
plus a streaming term. For spin projections that are not the
same, σ1 �= σ2, a magnetic field h gives the soft mode a mass
that also scales as the wave number. Finally, temperature
scales linearly with frequency, so frequency, wave number,
magnetic field, and temperature all scale the same way, � ∼
q ∼ h ∼ T .

This deceptively simple structure is very robust. It also
holds, with the ballistic dynamics replaced by diffusive ones,
in the presence of quenched disorder if one takes G to be the
unaveraged Green function and performs a disorder average
on either side of the identity [31,32]. Remarkably, the result-
ing four-fermion correlations, often referred to as “diffusons,”
are soft even though the single-particle excitations are now
massive due to the quenched disorder. They play an important
role in the theory of Anderson localization [33,34] and univer-
sal conductance fluctuations [35,36]. Wegner has shown that
the diffusons are properly interpreted as the Goldstone modes
of a spontaneously broken symmetry that can be formulated
as a rotational symmetry in frequency space, or the symmetry
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between retarded and advanced degrees of freedom [32,37].
The same interpretation holds for the ballistic soft modes
in clean systems [11,38]. This explains their robustness and
strongly suggests that they remain soft in the presence of an
electron-electron interaction, since the latter cannot change
the analytic structure reflected in the difference between re-
tarded and advanced degrees of freedom. Indeed, Eq. (3.1)
remains valid, with a slightly more complicated frequency
structure, and a renormalized electron mass m, if the left-hand
side is replaced by an appropriate four-fermion correlation
that factorizes into the two Green functions shown in the
noninteracting limit. This has been shown with and without
quenched disorder in Refs. [39] and [38], respectively. At
nonzero temperature the interaction leads to a dephasing rate
that gives the soft modes a mass. However, this rate goes
as T d−1 in d spatial dimensions, so this effect is subleading
compared to the � ∼ T scaling in all dimensions that support
a Fermi liquid.

It is illustrative to consider wave-vector convolutions of the
form

ϕσ1σ2 (q, i�n)

≡ 1

V

∑
k

Gσ1
k Gσ2

k−q (3.2a)

=
∫

d�k

4π

2π iNF sgn (ωm) �[−ωm(ωm − �n)]

i�n − vFk̂ · q + (σ1 − σ2)h
, (3.2b)

as these commonly appear in the calculation of observables.
Here q = (i�n, q), NF is the density of states per spin at the
Fermi level, and vF is the Fermi velocity. The momentum
integral in Eq. (3.2a) has been performed in the well-known
approximation that is valid for the leading behavior in the limit
of small frequency and wave number. It consists of replacing
the radial part of the integral by an integration over all real
values of ξk, and we will refer to it as the AGD approximation
after Ref. [40]. The convolution ϕ, but with Green functions
that contain an elastic scattering rate, is a crucial element of
the diffuson excitation in disordered systems mentioned above
[41].

To summarize, a clean Landau-Fermi liquid at T = 0 con-
tains soft two-particle excitations that are ballistic in nature,
scale as 1/q (where q can be a frequency or a wave number),
and acquire a mass at T > 0. Obviously, momentum convolu-
tions of n > 2 Green functions will scale as 1/qn−1 provided
the n frequencies carried by the Green functions do not all
have the same sign.

B. Soft modes in a Dirac-Fermi liquid

Arguments that are structurally identical to those in the
previous subsection yield information about the soft-mode
structure of a Dirac-Fermi liquid, but the results are different
in important ways. Consider Eqs. (3.2) with Gσ

k replaced by
Fαβ

k from Eq. (2.9). Instead of Eq. (3.1) we find

Fα1β1

iωn1 ,k+q/2 Fα2β2

iωn2 ,k−q/2 =
−(

Fα1β1

iωn1 ,k+q/2 − Fα2β2

iωn2 ,k−q/2

)
i�n1−n2 − k · q/m + β1|v(k + q/2)� − α1h| − β2|v(k − q/2)� − α2h| . (3.3)

For the convolutions analogous to Eqs. (3.2) this yields

φβ1β2
α1α2

(q, i�n) ≡ 1

V

∑
k

Fα1β1
k Fα2β2

k−q (3.4a)

= 2π iNF sgn (ωm) �[−ωm(ωm − �n)]
∫

d�k

4π

1

N (q, i�n; k̂, iωm)
. (3.4b)

In the limits � = 0 and � � vkF, respectively, the denominator is given by

N (q, i�n; k̂, iωm) =
{

i�n − vFk̂ · q + β2|v(kFk̂ − q) − α2h| − β1|vkFk̂ − α1h| for � = 0

i�n − vFk̂ · q + β2|� − α2h| − β1|� − α1h| for � � vkF.
(3.4c)

For v = � = 0 the cone index β reverts to the spin projection
index σ , and we recover Eqs. (3.2). To discuss the Dirac case,
let us first consider h = 0. Now the modes with β1 �= β2 are
massive, with the mass determined by vkF, or �, or both.
That is, the modes that are massless in a Landau-Fermi liquid
at h = 0 and acquire a mass for h �= 0 [see Eq. (3.2b)] are
massive in a Dirac-Fermi liquid. This was to be expected,
since v splits the Fermi surface of a Dirac metal in much the
same way as h does in a Landau metal; see Fig. 2. However,
the modes with β1 = β2 are soft, and in a magnetic field
they acquire a mass provided α1 �= α2. The chirality degree of
freedom thus provides for a new class of soft modes that are
cut off by a magnetic field. This will be of crucial importance
in what follows.

C. Physical consequences of soft modes

It is obvious that soft modes that are cut off by an external
field will result in the free energy being a nonanalytic function
of that field, and the same will be true for all derivatives
of the free energy with respect to the field. This has been
discussed in some detail in Refs. [42,11], so here we give only
a brief summary. The external field relevant for our purposes
is the external magnetic field h, which is conjugate to the spin
density, so we need to distinguish soft modes that are given
a mass by h from those that are not. In the nomenclature of
Ref. [11], such modes are soft of the first kind and the second
kind, respectively, with respect to h. From Eq. (3.4c) we see
that, in a Dirac metal, the modes with β1 = β2 and α1 �= α2

are of the first kind with respect to h, all others are either soft
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of the second kind, or massive. In this context we stress that
there is an important conceptual difference between the mass
provided by h compared to the mass provided by v or � in
Eqs. (3.4). v and � are not considered tunable fields for our
purposes, and we are not interested in derivatives of the free
energy with respect to them. Their effect is entirely to make
certain modes irrelevant for determining the hydrodynamic
(i.e., long-wavelength/low-frequency) properties of the sys-
tem. h, on the other hand, is a tunable field, and the second
derivative of the free energy with respect to it gives the spin
susceptibility. h providing a mass for a soft mode thus results
in a spin susceptibility being a nonanalytic function of h. This
is interesting in its own right and has important consequences
for magnetic quantum phase transitions, as we will see.

IV. THE SPIN SUSCEPTIBILITY

We now calculate the longitudinal spin susceptibility χL
s of

a Dirac-Fermi liquid, given by the two-point correlation func-
tion of the three-component of the spin density [43]. We will
focus on the h-dependence and calculate the homogeneous,
static susceptibility

χL
s (h) = T

V

∫
dx dy

〈
δn3

s (x) δn3
s (y)

〉
SDM

. (4.1a)

Here x = (x, τ ) is a four-vector comprising the real-space
position x and the imaginary-time variable τ , n3

s is the three-
component of the spin density,

n3
s (x) = (ψ̄ (x), (π0 ⊗ σ3)ψ (x)), (4.1b)

and

δn3
s (x) = n3

s (x) − 〈
n3

s (x)
〉
SDM

. (4.1c)

The averages are with respect to the Dirac-metal action SDM

from Eq. (2.15), which includes the magnetic field via the
Zeeman term in Eq. (2.1). In Fourier space,

χL
s (k, h) = 〈

δn3
s (k) δn3

s (−k)
〉
SDM

(4.2a)

with

n3
s (k) =

∑
p

(ψ̄ (p), (σ3 ⊗ π0)ψ (p − k))

=
∑

p

∑
π

(ψ̄π (p), σ3ψ
π (p − k)) (4.2b)

and χL
s (h) = χL

s (k = 0, h). Any nonanalytic dependence of h
will translate into corresponding nonanalytic dependences on
the frequency, wave number, or temperature via the scaling
relations explained in Sec. III A [44].

A. The structure of diagrammatic perturbation theory

Consider an expansion of χs in powers of the interaction
amplitudes . Standard diagrammatic perturbation theory
leads us to consider the diagrams in Figs. 4–6. It is illustrative
to perform a general structural analysis of the diagrams in
each of these figures.

To zeroth order in the interaction χs is given by the simple
fermion loop represented by diagram (0) in Fig. 4. There is
no frequency mixing, and this diagram has no hydrodynamic

FIG. 4. The spin susceptibility to zeroth order in the interaction.
The directed solid lines represent Green functions; the thin vertical
lines represent the spin-density vertex σ3.

content. χs for noninteracting electrons is therefore an analytic
function of h for any Fermi liquid, although even the noninter-
acting system contains the relevant soft modes; see Sec. III A.

To first order in the interaction we have the two diagrams
(1a) and (1b) shown in Fig. 5. (A third diagram, which links
two fermion loops by means of an interaction line with a zero
momentum transfer, vanishes due to charge conservation and
has no hydrodynamic content even if the external momentum
is taken to be nonzero.) They do involve frequency mixing,
but it is easy to see that they cannot yield any nonanalyticities
either. For a discussion of their structure; see Appendix B.

To second order in the interaction, we have the diagrams
shown in Fig. 6. (Again, we do not show diagrams that contain
interaction lines with a zero momentum transfer, which vanish
by charge conservation.) Structurally, these diagrams separate
into two distinct groups. Diagrams (2a)–(2d) correspond to
integrals over one hydrodynamic wave vector, whereas dia-
grams (2e)–(2j) correspond to two such integrations. While
the two classes scale the same way, they therefore are funda-
mentally different in a structural sense. This is reminiscent of
the structure of a loop expansion in an effective field theory.
Indeed, for a Landau-Fermi liquid there exists an effective
field theory that allows for a loop expansion, and the relation
between the terms in the loop expansion and (resummations
of) many-body diagrams is known [38]. An analogous ef-
fective field theory can be constructed for a Dirac-Fermi
liquid [45], and the relation between the diagrams in the
field theory and in many-body theory, respectively, is sum-
marized in Fig. 7. The most important aspect of the field
theory and its loop-expansion structure is that it allows for a
renormalization-group (RG) analysis that guarantees that the
functional form of any nonanalyticity obtained at a low-loop
order cannot be changed by higher-loop contributions, only
the prefactor can be affected. The prescription for obtaining
loop diagrams in the field theory from many-body diagrams
is to perform a random-phase-approximation (RPA) resum-
mation of the interaction amplitudes [see Fig. 7(d)], consider
the resulting screened amplitudes propagators, and contract

FIG. 5. The spin susceptibility to first order in the interaction.
The dashed lines represent interaction amplitudes.
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FIG. 6. The spin susceptibility to second order in the interaction.
Diagrams (2a)–(2d) represent one-loop integrals; diagrams (2e)–(2j)
represent two-loop integrals.

all other electron Green functions to points. Diagrams (2a)
and (2b) and (2c) and (2d) then correspond to the one-loop
diagrams shown in Figs. 7(a) and 7(b), respectively, whereas
diagrams (2e)–(2j) correspond to the two-loop diagram shown
in Fig. 7(c). Note that diagrams (1a) and (1b) also correspond
to the one-loop diagram in Fig. 7(a), which vanishes to linear
order in the interaction.

The conclusion from these considerations is that a sys-
tematic double expansion in the number of integrations over
the hydrodynamic momenta (equivalent to a loop expansion)
and the number of interaction amplitudes results in diagrams
(2a)–(2d) in Fig. 6 as the lowest-order contributions. There are
terms of higher order in the loop expansion, some of which

FIG. 7. (a) One-loop integral in an effective field theory that con-
tains the many-body diagrams (2a) and (2b) in Fig. 6. (b) One-loop
integral that contains diagrams (2c) and (2d) in Fig. 6. (c) Two-loop
integral that contains diagrams (2e)–(2j) in Fig. 6. (d) Thick dashed
lines represent an RPA resummation of interaction amplitudes (thin
dashed lines).

are also of second order in the interaction [e.g., diagrams
(2e)–(2j) in Fig. 6], but by the RG arguments mentioned
above they cannot change the nature of any nonanalyticities.
Similarly, at a given order in the loop expansion there are
diagrams of higher order in the interaction [e.g., any of the
diagrams (2a)–(2d) in Fig. 6 with the dashed line replaced
by the thick dashed line from Fig. 7(d)], but they scale the
same way as the lower-order ones and hence cannot change
the nature of the nonanalyticity either. As a result, if diagrams
(2a)–(2d) in Fig. 6 yield a nonanalytic contribution to the
spin susceptibility, then this result will be exact as far as
the functional form of the nonanalyticity is concerned. The
prefactor of course will be perturbative.

B. Nonanalytic contributions to the spin susceptibility

We are now in a position to calculate the nonanalytic h-
dependence of the spin susceptibility χs to second order in the
interaction amplitudes. We know from Ref. [11] that the lead-
ing nonanalyticity has the form hd−1 in generic dimensions
d > 1, and h2 ln h in d = 3 (see Sec. I); the only question is
whether the prefactor is nonzero. (For comments on the sign
of the prefactor, see Sec. IV B 3 below.) Since the various
interaction amplitudes are independent, contributions from
different interaction channels in Eq. (2.14′) cannot cancel
each other. In order to establish the existence of a nonzero
prefactor, it therefore suffices to find one channel that gives a
nonzero result.

Since the matrices Mαβ , Eqs. (2.11) are different in the lim-
its � = 0 and � � vkF, respectively, we need to distinguish
between these two limits when writing contributions to χs in
terms of the quasiparticle resonances F . We start with � = 0,
which was considered before in Ref. [11].

1. The case � = 0

For the case � = 0, it was shown in Ref. [11] that none of
the spin-singlet amplitudes contribute, and neither do t,1 or
t,2. The remaining spin-triplet amplitudes, t,3 and t,4, do
not mix to second order, which leaves possible contributions
of order (t,3)2 and (t,4)2. The contributions proportional to
(t,3)2 were calculated in Ref. [11], and we quote the result in
terms of an integral:

δχL (3)
s (h) = −2(t,3)2 v2

F

v2
F − v2

∑
q

′ ∑
k,p

k̂z p̂z(1 − k̂ · p̂)2

× (F++
k )2F−+

k−q (F+−
p )2F−−

p−q. (4.3)

The corresponding diagrams are shown in Fig. 8; they are
diagrams (2a)–(2d) from Fig. 6 with explicit frequency-
momentum and chirality labels. Note that diagrams (2a)
and (2b) lead to (4,2) partitions of the six factors of F but
can be rewritten as (3,3) partitions in the case of a zero
external momentum. All factors of F in each of the two 3-F
convolutions have the same value of the cone index β, as is
necessary for the convolution to be a soft mode; see Sec. III B.
Importantly, however, that common value of β is different for
the two 3-F convolutions. That is, t,3 facilitates intercone
scattering only. Consequently, this contribution to χs will be
nonzero only if both cone indices contribute to the Fermi
surface. For values of the coupling constant v that are on the
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FIG. 8. One-loop contributions to the spin susceptibility to sec-
ond order in the interaction amplitude t,3.

order of the atomic velocity scale, this is not the case; see
Fig. 1.

If � = 0 due to a symmetry that enforces particle-number
conversation for fermions with a given chirality, then t,4 = 0
as well; see the remarks after Eq. (2.14′). In that case, χs

has no nonanalytic contribution for sufficiently large v. This
is the case considered in Ref. [11]. However, if � = 0 due
to fine tuning of the band structure, and not mandated by
symmetry, then t,4 will generically be nonzero and needs
to be considered. The diagrams that lead to contributions
proportional to (t,4)2 are shown in Fig. 9. A calculation
along the same lines as the one leading to Eq. (4.3) shows
that in addition to an intercone term, which has the same cone
structure as Eq. (4.3), t,4 facilitates an intracone scattering
process where the two 3-F convolutions carry the same cone
index. For the latter we find

δχL (4)
s (h) = (t,4)2

∑
q

′ ∑
k,p

k̂z p̂z(1 − k̂ · p̂)2

×
∑

β

(
F+β

k

)2
F−β

k−q

(
F+β

p

)2
F−β

p+q. (4.4)

This provides a nonanalytic contribution to χs even if only one
cone index contributes to the Fermi surface.

FIG. 9. Contributions to the spin susceptibility to second order in
the interaction amplitude t,4.

The Fαβ

k are given, for � = 0, by Eq. (2.9) with k� from
Eq. (2.4a):

Fαβ

k = 1

iωn − ξk − β|vk − αh| . (4.5)

Performing the integrals in Eqs. (4.3) and (4.4) and extracting
the leading nonanalytic h-dependence we find

δχL
s (h) = 4

5
[2(nc − 1)(NFt,3)2 + nc(NFt,4)2]

× 1

V

∑
q

1

(vF|q|)3

= NF
1

5
[2(nc − 1)(NFt,3)2 + nc(NFt,4)2]

× (h/εF)2 ln(εF/h), (4.6)

where we have specialized to d = 3 in the second line. Here
nc = 1, 2 is the number of cones that contribute to the Fermi
surface, and the term ∝ (t,4)2 is present only if t,4 is not
zero by symmetry. This generalizes the result obtained in
Ref. [11].

2. The case � � vkF

In the limit � � vkF we need to use the Green function
with the matrices Mαβ given by Eq. (2.11b) instead of (2.11a).
In this case, many interaction amplitudes contribute to the
nonanalyticity, in contrast to the � = 0 case. In the light of
the comments at the beginning of Sec. IV B we focus on the
contributions from t,3, as any nonzero contribution suffices
for our purposes. We furthermore consider only intracone
scattering for the up-cone (β = +1), which contributes to the
Fermi surface irrespective of the value of v. From Fig. 8 we
find

δχL (3,+)
s (h) = 16(t,3)2

∑
q

′

×
[∑

k

(F++
k )2F−+

k−q

∑
p

(F++
p )2F−+

p−q

+2
∑

k

(F++
k )3F−+

k−q

∑
p

F++
p F−+

p−q

]
. (4.7)

The functions F in this case (h, vkF � �) are given by
Eq. (2.9) with k� from Eq. (2.4b):

Fα+
k = 1

iωn − ξk − � − αh
. (4.8)

We see that, in this limit, the quasiparticle resonance Fα+
k

is equal to the Green function for a Landau-Fermi liquid,
Eq. (2.12b), with the Fermi energy shifted by � and α playing
the role of the spin projection index. The problem thus maps
onto the corresponding one for a Landau-Fermi liquid, and we
have, for d = 3,

δχL (3,+)
s (h) = 4NF(NFt,3)2(h/εF)2 ln(εF/h). (4.9)

We emphasize again that this is only a particular contribution
to the nonanalytic behavior of χs, there are many others.
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3. Summary of nonanalytic contributions to χs

Before we discuss the consequences of the nonanalytic
behavior of h-dependence of χL

s for magnetic quantum phase
transitions, we summarize what we have concluded about this
effect in various parameter regimes.

Basic scaling arguments imply that the soft modes dis-
cussed in Sec. III lead to a nonanalytic h-dependence of the
form

χL
s = χL

s (h = 0)

+χ (2)
s ×

{
(h/εF)d−1 for 1 < d < 3

(h/εF)2 ln(εF/h) for d = 3

+analytic terms. (4.10)

The generic case is given by the full Hamiltonian in
Eq. (2.1) plus all of the interaction terms shown in Eq. (2.14)
or (2.14′). In this case χ (2)

s is always nonzero. There are
several contributions to χ (2)

s ; in Sec. IV B 2 we have calculated
a particular one, proportional to (t,3)2, that is present irre-
spective of whether one or two cones contribute to the Fermi
surface. The explicit calculation has been performed in the
limit of a large gap, � � vkF. However, it is easy to see that
an analogous term exists for 0 < � < vkF, albeit with a small
prefactor proportional to (�/vkF)2.

The case of a gapless Dirac metal � = 0, is special.
There are fewer ways to generate a nonanalyticity, and only
the interaction constants t,3 and t,4 can contribute. These
contributions have been calculated in Sec. IV B 1. If � = 0
accidentally, e.g., due to fine tuning of the system parameters,
then t,4 is generically nonzero and still ensures that a non-
analyticity is present. However, if � = 0 due to a symmetry
that ensures particle-number conservation for each chirality
separately, then that same symmetry also implies that t,4 =
0. In this case t,3 still leads to a nonanalyticity provided
both cones contribute to the Fermi surface. If the spin-orbit
coupling parameter v is a sizable fraction of the atomic-scale
velocity v0, then this is not the case. In this case χs is an
analytic function of h. Note that either � > 0 or t,4 > 0
suffices for resurrecting the nonanalyticity. This is plausible,
given that both of these coupling constants break the same
gauge symmetry in chirality space; see Sec. II.

While our explicit calculations are perturbative with re-
spect to the electron-electron interaction, the scaling and RG
arguments discussed in Sec. IV A imply that the results are
indeed more general in the sense that the functional form
of the nonanalyticity is exact; only the prefactor χ (2)

s is
perturbative. Therefore, the only case that is not necessarily
robust against higher orders in a loop expansion (as defined
in Sec. IV A) is the null result for the case � = t,4 = 0
with only one cone contributing to the Fermi surface. Here
we cannot exclude the possibility that higher orders in a loop
expansion restore the missing coupling and lead to a nonzero
prefactor of the nonanalyticity.

We finally comment on the sign of the prefactor of the non-
analyticity (see Ref. [17], where the same reasoning was given
for a Landau-Fermi liquid). All of our explicit calculations
have yielded contributions for which χ (2)

s > 0. This is not
accidental. The soft modes represent fluctuations that decrease
the tendency of the Fermi liquid to order magnetically, and

hence decreases χs(h = 0) with respect to its value in the
absence of the fluctuations. A magnetic field weakens these
fluctuations (this can be seen explicitly in Sec. III, where h
gives the relevant soft modes a mass), and hence leads to a
positive correction to χs(h = 0). The sign of χ (2)

s is therefore
expected to be universal and positive.

V. MAGNETIC QUANTUM PHASE TRANSITION

We now discuss the consequences of the nonanalytic
dependence of the spin susceptibility on a magnetic field,
Eq. (4.10), for various magnetic quantum phase transitions.

A. Ferromagnets, canted ferromagnets, and ferrimagnets

Consider the action SDM,h=0 for a Dirac metal, Eq. (2.15),
in zero field. Now assume that the conduction electrons are
subject to a fluctuating magnetization m(x). The magneti-
zation will then couple to the conduction electrons via a
contribution SZ to the action that is of Zeeman form,

SZ = c
∫

dx m(x) · ns(x), (5.1)

where

ns(x) = (ψ̄ (x), (σ ⊗ π0)ψ (x)) (5.2)

is the vector generalization of Eq. (4.1b), and c is a coupling
constant. This is true irrespective of the origin of the mag-
netization; it may result from localized magnetic moments,
or it may be itinerant in the sense that it is generated by
the conduction electrons [46]. Also, the ground state does
not have to be a homogeneous ferromagnet, e.g., a canted
ferromagnet qualifies (for ferrimagnets, see below). For what
follows we only assume that the magnetization has a homoge-
neous component. The action SDM[ψ̄, ψ] + SZ[m; ψ̄, ψ] has
to be augmented by a purely bosonic action AOP[m] that
governs the behavior of the order-parameter field m. The
partition function for the coupled fermion-boson system then
reads (here we use the same notation and sign convention as
in Ref. [17])

Z =
∫

D[m] D[ψ̄, ψ] e−A[m]+SDM,h=0[ψ̄,ψ]+SZ[m;ψ̄,ψ] (5.3a)

=
∫

D[m] e−Aeff[m], (5.3b)

where

Aeff[m] = AOP[m] − ln
∫

D[ψ̄, ψ] eSDM,h=0[ψ̄,ψ]+SZ[m;ψ̄,ψ]

(5.3c)

= AOP[m] − ln
〈
eSZ[m;ψ̄,ψ]

〉
SDM,h=0

(5.3d)

is an effective bosonic action. In Eq. (5.3d) we have dropped
a constant contribution to the effective action.

The order-parameter action AOP describes the magnetiza-
tion in the absence of the coupling to the conduction electrons.
An appropriate choice for AOP is thus a Landau-Ginzburg-
Wilson action for the fluctuating magnetization. The corre-
sponding quantum phase transition was first studied by Hertz
[47], who showed that the critical behavior is mean-field-like.
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This is because the dynamical critical exponent z = 3 lowers
the upper critical dimension from 4 in the classical theory to
d+

c = 4 − z = 1 in the quantum case. It thus is plausible that
it is a good approximation to replace the fluctuating magne-
tization m(x) by its average (0, 0, m) even in the presence of
the coupling to the conduction electrons [48]. The free-energy
density f then has a simple Landau form with a correction δ f
due to the coupling to the fermionic soft modes,

f = t m2 + u m4 + δ f (m), (5.4a)

with

δ f (m) = −(T/V ) ln
〈
e cm

∫
dx n3

s (x)〉
SDM

. (5.4b)

Differentiating twice with respect to m we obtain

d2

dm2
δ f (m) = −T

V
c2

∫
dx dy

〈
δn3

s (x) δn3
s (y)

〉
SDM,h=cm

= −c2χL
s (h = cm), (5.5)

with χL
s (h = cm), as defined in Eq. (4.1a), the longitudinal

spin susceptibility of a Dirac metal in an effective magnetic
field h = cm. The contribution of the soft modes to the mean-
field free-energy density is thus given by

δ f (m) = −c2
∫ m

0
dm′

∫ m′

0
dm′′ χL

s (h = cm′′). (5.6)

With our result for χL
s (h), Eq. (4.10), we finally obtain

δ f (m) = −ũ ×
{

md+1 for 1 < d < 3

m4 ln(1/m) for d = 3
(5.7)

for the nonanalytic contribution to δ f (m) [the analytic contri-
butions merely redefine the Landau parameters in Eq. (5.4a)].
The parameter ũ is proportional to χ (2)

s in Eq. (4.10) and hence
positive; see the discussion at the end of Sec. IV B 3. We see
that δ f (m) provides, for all spatial dimensions 1 < d < 3, a
negative term in the mean-field free energy that dominates
the m4 term. This leads to a quantum phase transition that is
necessarily first order. The above derivation is the same as the
one given for the ferromagnetic quantum phase transition in a
Landau-Fermi liquid in Ref. [17] and has been included here
for completeness. In either case, the conclusion follows from
the result for the spin susceptibility in a magnetic field.

In addition to homogeneous ferromagnetic order, the
derivation obviously still holds for canted ferromagnets, i.e.,
a bipartite lattice with ferromagnetic orders on each sublattice
that are not collinear. It also holds for ferrimagnetic order, i.e.,
systems with a fluctuating magnetization

M(x) = m(x) + n(x)
N∑

j=1

cos(k j · x). (5.8)

Here m(x) and n(x) are slowly fluctuating fields whose av-
erages are the homogeneous magnetization and the staggered
magnetization, respectively, and k j are N wave vectors that
characterize the staggered order. A ferrimagnet results if m
and n acquire nonzero expectation values m and n at the same
point in parameter space. The dominant coupling between
the conduction electrons and the magnetization will be to
m, since the fermionic soft modes are soft at zero wave

vector and frequency. The above derivation then still holds,
and n is simply slaved to m. For Landau-Fermi liquids this
was discussed in detail in Ref. [19], and the verbatim same
reasoning holds in the case of a Dirac-Fermi liquid.

The only possible exception from the conclusion that the
transition is first order is if � = t,4 = 0. In this case the spin
susceptibility has no nonanalyticity to one-loop order, and by
Eq. (5.6) neither does δ f . If this result remains valid at higher-
loop order, then the transition will be second order.

B. Magnetic nematics

Magnetic nematics relate to ferromagnets the way non-
s-wave superconductors relate to s-wave ones. Alternatively,
the magnetic nematic transitions can be considered the spin-
channel analogs of the Pomeranchuk instability in the charge
channel. They are characterized by an order parameter repre-
sented by a nonvanishing expectation value

〈(ψ̄ (x), (π0 ⊗ σ) f (∇̂x)ψ (x))〉. (5.9)

Here f is a tensor-valued monomial function of a vector
variable, and ∇̂x denotes the spatial gradient operator ∇x =
(∂x, ∂y, ∂z ) divided by its norm (i.e., the Fourier transform of
∇̂x is k̂). The simplest case is a p-wave nematic, in which case
f is a vector-valued function and the order-parameter field

Nα
i (x) = (ψ̄ (x), (π0 ⊗ σi )∂̂

αψ (x)) (5.10)

carries a spin index i and an orbital index α. There are two
distinct phases: An α-phase where Nα

i = Nn̂αN̂i with n̂ and
N̂ unit vectors in orbital and spin space, respectively, and N a
scalar, and a β-phase, where Nα

i = Nδα
i [49].

The quantum phase transition from a Landau-Fermi liquid
to a p-wave magnetic nematic phase has been studied before.
Reference [50] considered a theory analogous to Hertz’s
theory for the ferromagnetic transition [47] that treats the
conduction electrons in a zero-loop approximation and yields
a second-order transition with mean-field critical behavior. In
Ref. [20] it was shown that the electronic soft modes, which
are neglected in Hertz theory, drive the transition first order
in analogy to what happens to the ferromagnetic transition.
In what follows we show that the same conclusion holds for
the quantum phase transition from a Dirac-Fermi liquid to a
p -wave magnetic nematic phase.

To this end, we recall the logic of the development in Secs.
II, III, IV, and V A. (1) The eigenvalues λk of the single-
particle Hamiltonian determine the quasiparticle resonances
Fk . (2) The convolutions of the Fk describe two-particle exci-
tations. The subset of massless excitations, if any, constitutes
the relevant soft modes. (3) If any of the soft modes are made
massive by the field conjugate to the order parameter (i.e., if
they are soft of the first kind with respect to that field in the
nomenclature of Ref. [11]), then the free energy must be a
nonanalytic function of the conjugate field. (4) This implies,
by virtue of the bilinear coupling between the conjugate field
and the order parameter, that the renormalized Landau free
energy for the quantum phase transition is a nonanalytic
function of the order parameter. This leads to a first-order
transition, at least at the level of a renormalized mean-field
theory.

174433-11



D. BELITZ AND T. R. KIRKPATRICK PHYSICAL REVIEW B 100, 174433 (2019)

Before we apply this logic to the magnetic-nematic transi-
tion in a Dirac-Fermi liquid, it is illustrative to reconsider the
Landau case.

1. Landau case

Let h be a homogeneous field conjugate to the order-
parameter field N (x) (see Ref. [20] for a discussion of how
such a field can be realized by means of a nonhomogeneous
magnetic field). In general, the Zeeman-like term in the
single-particle Hamiltonian then reads −h

i
α (π0 ⊗ σi )k̂α . For

simplicity, we consider the β-phase, where the Fermi-surface
distortion is isotropic and the single-particle Hamiltonian
reads

H0 = ξk(π0 ⊗ σ0) − h(π0 ⊗ σ ) · k̂, (5.11)

with h a scalar field. (For the α-phase analogous arguments
apply, but the anisotropy makes the development more cum-
bersome.) The eigenvalues are

λα
k = ξk − αh, (5.12a)

and the single-particle resonances are

Fα
k = 1

iωn − λα
k

= 1

iωn − ξk + αh
. (5.12b)

Here α = ± labels the two sheets of the Fermi surface
that is split by h, and each eigenvalue is twofold degenerate
due to the π0 matrix that is redundant in the Landau case.
Note that the field h introduces a spin-orbit coupling, and a
chirality degree of freedom, even in the Landau case. That is, a
spin-orbit coupling is spontaneously generated by the nematic
magnetic order, irrespective of whether the order is induced
by h or spontaneous [49].

We see that the field h splits the Fermi surface in formally
the same way as a physical magnetic field. That is, the
eigenvalues of the Hamiltonian, and hence the single-particle
resonances, are the same as for the case of a physical magnetic
field h coupling to the Landau Fermi liquid; see Eq. (2.12b).
The further development is now obvious: The soft modes are
given by Eqs. (3.2) with h replaced by h and σ1,2 by α1,2, and
the modes with α1 �= α2 are soft of the first kind with respect
to h. The renormalized mean-field free energy therefore has
a nonanalytic contribution that is given by Eq. (5.7) with m
replaced by N , and the quantum phase transition is first order.
For the α-phase one obtains the same structure, but the field
term in the denominator of the soft mode, Eq. (3.2b), has an
angular dependence related to the angle between the two unit
vectors N̂ and n̂ that characterize the order parameter.

This is the result that was first obtained in Ref. [20] by
means of arguments that were technically more involved.

2. Dirac case

Now consider the Dirac case. The Hamiltonian is

H0 = ξk(π0 ⊗ σ0) + v(π3 ⊗ σ ) · k + �(π1 ⊗ σ0)

−h(π0 ⊗ σ) · k̂. (5.13)

Solving the eigenvalue problem yields

λ
αβ

k = ξk + β|vk� − αh|, (5.14)

with h = (0, 0, h), k� from Eq. (2.3), and α, β = ±1. We see
that, as in the Landau case, the eigenvalues of the Hamiltonian
(5.13) map onto those of the corresponding Hamiltonian in
a physical magnetic field h, Eqs. (2.1). As a result, the soft-
mode structures are the same, all of the results from Secs. IV
and V A still apply, and in particular the quantum phase transi-
tion from a Dirac-Fermi liquid to a p -wave (Dirac) magnetic
nematic is first order. Again, the only possible exception is the
case where both � and t,4 vanish due to a symmetry; see the
remarks at the end of Sec. V A.

VI. DISCUSSION AND CONCLUSION

Here we elaborate on various discussions given so far,
discuss points that we have not covered yet, and conclude with
a summary of our results.

A. Discussion

1. Soft two-particle excitations

An important concept underlying our discussion are the
soft two-particle, or four-fermion, excitations that were de-
rived in Sec. III. They must be distinguished from the single-
particle excitations, described by the Green function, which
in clean fermion systems are also soft. Their very different
natures can be seen, for instance, from the fact that the
single-particle excitations become massive in the presence
of quenched disorder, whereas the two-particle excitations
remain soft, albeit with a diffusive energy-momentum relation
rather than a ballistic one. Of crucial importance for the effect
of the two-particle soft modes on any quantum phase transi-
tion is how they are affected by the external field conjugate
to the order parameter. There are two possibilities: (1) The
soft modes are made massive by the conjugate field, i.e., they
are soft modes of the first kind with respect to the field in the
nomenclature of Ref. [11]. Then the free energy and all of its
derivatives with respect to the field must be nonanalytic func-
tions of the field. Since, in the ordered phase, the nonvanishing
order parameter is seen as an effective field by the conduction
electrons, the mean-field free-energy functional must then
be a nonanalytic function of the order parameter. This leads
to a quantum phase transition that is generically first order.
The quantum ferromagnetic transition in an ordinary metal
is an example of this case: The soft modes in the transverse
spin-triplet channel given by Eq. (3.2b) with σ1 �= σ2 are
made massive by a magnetic field. h. Consequently, the spin
susceptibility is a nonanalytic function of h (and by scaling,
also of the wave number k and the temperature T ; for a
review of the long history of this topic see Ref. [17]), and the
ferromagnetic quantum phase transition is first order. In the
current paper we have shown that the same conclusion holds
in a Dirac metal and also for the nematic magnetic transition
in both Dirac and Landau metals. (2) The soft modes remain
soft in the presence of the conjugate field, i.e., they are soft
of the second kind with respect to the field. In this case the
relevant susceptibility is an analytic function of the field, and
the quantum phase transition is generically second order. As
an example, the density susceptibility ∂n/∂μ is an analytic
function of μ, k, and T , and the electronic nematic quantum
phase transition in the charge channel is second order.
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This concept of two classes of soft modes, and its conse-
quences for quantum phase transitions, was first discussed in
Ref. [42].

A very helpful aspect of the two-particle soft modes in
a Fermi liquid, Landau or Dirac, is that their nature can be
completely determined by considering the respective Fermi
gas, as was demonstrated in Sec. III. The reason why the
electron-electron interaction cannot change their structure
(unless it is strong enough to destroy the Fermi liquid) can
be understood in various ways. One is to invoke Fermi-liquid
theory. Another is the realization that the frequency structure
of any electron-electron interaction consists, by time trans-
lational invariance, of one delta-function constraint for four
fermionic frequencies [in Eq. (2.14) this constraint has already
been eliminated in favor of three independent frequencies].
As a result, any interaction contribution to the soft-mode
denominator in Eq. (3.2b) or (3.4c) will necessarily carry a
frequency i� and thus cannot give the soft mode a mass. A
third way relies on more formal arguments that interpret the
soft modes as the Goldstone modes of a spontaneously broken
symmetry in Matsubara frequency space, i.e., the symmetry
between retarded and advanced degrees of freedom. This
symmetry is broken whenever the single-particle spectrum is
nonzero, irrespective of the interaction. This interpretation of
the soft modes was first given by Wegner for noninteracting
disordered systems [32]; it was later generalized to interacting
systems with [39,51] or without [38] quenched disorder.

We also stress again that our considerations are indepen-
dent of the topological properties of the respective systems.
Consider, for instance, the spectrum shown in the second
panel of Fig. 1. Depending on the parameter values, there
may or may not be surface states that connect the two bands,
and this is crucial for whether or not the system has nontriv-
ial topological properties [9,28]. By contrast, the soft-mode
spectrum is the same in either case, and so is the nature of the
quantum magnetic transition, if any.

2. Validity of the theory for various magnetic transitions

We stress the generality of the derivation given in Sec. V A,
which follows the reasoning first given in Ref. [17]. The
only requirement is that the magnetization has a nonvanishing
homogeneous component. As a result, the quantum phase
transition is first order for canted ferromagnets and for fer-
rimagnets as well as for homogeneous ferromagnets. For the
Landau case this was first realized in Ref. [19], and it holds
true in the Dirac case as well. It also holds irrespective of
whether the magnetization is due to localized moments or the
conduction electrons themselves; see Ref. [46].

For the magnetic nematic quantum phase transition a sep-
arate analysis is necessary, since the homogeneous magne-
tization vanishes and the conjugate field is not the physical
magnetic field. In Sec. V B we showed that the soft-mode
structure renders this transition first order as well. For the
Landau case this conclusion was first reached in Ref. [20],
but the current derivation drastically simplifies the derivation.

3. The role of spatial inversion symmetry

An important aspect of the Hamiltonian underlying a Dirac
metal, Eq. (2.1), is that it is invariant under spatial inversion

in addition to time reversal. From a pure symmetry point
of view, invariance under spatial inversion is what requires
the existence of the chiral degree of freedom, as σ · k is
invariant under time reversal but not under spatial inversion.
Any system with a strong spin-orbit coupling and a space
group that lacks inversion symmetry will behave drastically
differently from what we have described in the current paper.
This physical situation will be discussed elsewhere [52].

B. Summary and Conclusion

In summary, we have considered the ferromagnetic quan-
tum phase transition in a Dirac metal, defined as an interacting
electron system whose single-particle Hamiltonian is given by
Eq. (2.1) with a chemical potential μ > 0. In such a system
the spin-orbit interaction renders massive the soft modes that
drive the transition first order in an ordinary metal. However,
we have shown that the chirality degree of freedom leads to a
new class of soft modes that also couple to the ferromagnetic
order parameter and again lead to a first-order quantum phase
transition, contrary to what one might naively expect. The
same conclusion holds for canted ferromagnets, ferrimagnets,
and magnetic nematics. The chiral nature of the conduction
electrons in a Dirac metal is crucial for this conclusion. In
systems with broken spatial inversion symmetry a strong spin-
orbit interaction will give the relevant soft modes a mass,
but the absence of the chirality degree of freedom means
that no new soft modes are generated. In such systems we
expect a ferromagnetic quantum critical point if the spin-orbit
interaction is strong enough.
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APPENDIX A: EXACT SINGLE-PARTICLE GREEN
FUNCTION

The single-particle Green function G, Eq. (2.8), can be ex-
pressed in terms of the quasiparticle resonances F , Eq. (2.9),
as follows:

Gk =
∏

α,β=±
Fα,β

k

∑
i, j=0,3

gi j
k (πi ⊗ σ j ) (A1)

with

g00
k = (iωn − ξk)[(iωn − ξk)2 − v2k2 − h2 − �2], (A2a)

g01
k = −2hv2kzkx, (A2b)

g02
k = −2hv2kzky, (A2c)

g03
k = −h

[
(iωn − ξk)2 + v2k2

z − v2
(
k2

x + k2
y

) − h2 + �2
]
,

(A2d)

g10
k = �[(iωn − ξk)2 − v2k2 + h2 − �2], (A2e)

g11
k = g12

k = 0, (A2f)

g13
k = −2�(iωn − ξk)h, (A2g)

g20
k = g23

k = 0, (A2h)
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FIG. 10. The frequency-momentum structure of the first-order
contributions to the spin susceptibility.

g21
k = 2�hvky, (A2i)

g22
k = −2�hvkx, (A2j)

g30
k = −2(iωn − ξk)hvkz, (A2k)

g31
k = [(iωn − ξk)2 − v2k2 − h2 − �2]vkx, (A2l)

g32
k = [(iωn − ξk)2 − v2k2 − h2 − �2]vky, (A2m)

g33
k = [(iωn − ξk)2 − v2k2 + h2 − �2]vkz. (A2n)

Note that the product of the four Fk , which is the determi-
nant of the inverse Green function, is independent of the factor
sk in Eq. (2.3).

APPENDIX B: ABSENCE OF NONANALYTICITIES TO
FIRST ORDER IN THE INTERACTION

Here we discuss the soft-mode content of the perturbative
contributions to χs to first order in the interaction, diagrams
(1a) and (1b) in Fig. 5. Consider diagram (1a), which is shown
again in Fig. 10 with the frequency-momentum labels added.
Within straightforward many-body perturbation theory, all
bosonic frequencies included in the frequency-momentum
label q are summed over. Ignoring for now the wave-
number restriction inherent in the interaction amplitude [see

Eq. (2.14) and the related remarks], the structure of diagram
(1a) is

(1a) ∝ T

V

∑
q

∑
k

G3
k Gk−q = T

V

∑
q

Gq

∑
k

G3
k = n

∑
k

G3
k .

(B1a)

Here n = (T/V )
∑

q Gq is the particle-number density and
we have shifted q and relabeled q → −q in the first line
of Eq. (B1a). The wave-number restriction just replaces the
Fermi wave number kF in n by the UV cutoff �. The diagram
thus amounts to a constant times an integral that has no
hydrodynamic content. The same is true for diagram (1b),
which has the structure

(1b) ∝ T

V

∑
q

∑
k

G2
k G2

k−q ∝ ∂n

∂μ

∑
k

G2
k . (B1b)

Since neither n nor ∂n/∂μ can be nonanalytic functions of h,
for reasons discussed in Ref. [11], the same is true for these
contributions to χs.

Now consider a calculation that focuses entirely on soft
modes and hydrodynamic content. Within perturbation theory
this can be done by restricting the frequency part of the
sum over q = (i�, q) to frequencies for which (ω − �)ω < 0
(here iω is the frequency component of k). In an effective field
theory that focuses entirely on soft modes and ignores massive
ones, or integrates them out in a simple approximation, this
restriction is built into the structure of the theory; see Ref. [38]
for an example. In such theories the analytic nature of the
first-order contributions is less obvious. However, by the
above arguments they represent analytic contributions with
a subtraction that must be analytic, and hence they must be
analytic themselves. Explicit calculations within such frame-
works confirm this.

We finally mention that in the presence of quenched dis-
order this structure gets modified, and there is a nonanalytic
contribution to χs at first order in the interaction [34].
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