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A computational method has been developed to compute the electron-phonon interactions using the projector
augmented wave method and finite displacements. Aluminium and diamond crystals are considered to test our
strategy. It is found that the potential derivatives are quickly convergent with respect to the supercell size.
Moreover the method is found to be efficient enough to densely sample the Brillouin zone and compute the
Eliashberg function and phonon lifetime without requiring the use to interpolations.
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I. INTRODUCTION

In material science, high throughput, and the subsequent
data mining and machine learning algorithms, have become
popular techniques to understand physical properties, or cor-
relation between physical properties, and to guide the discov-
ery of novel materials [1–4]. In many cases, the success of
theses approaches is inherited from the quality of the underly-
ing density functional theory (DFT) calculations, which pro-
vides most of the microscopic information needed to compute
measurable properties, and allows systematic applicability to
a variety of materials.

In bulk crystals, the electron-phonon interaction is the
basic mechanism that allows the electron and ion systems to
exchange energy. Therefore the strength of this interaction
may controls or affects the value of very different physical
properties such as the critical temperature of superconductors
[5,6], the electric and thermal conductivity of metals [7],
thermal melting under irradiation [8], or ferroelectric
instabilities [9].

If those properties are to be investigated using high
throughput calculations, an accurate, efficient, and automatic
method is necessary for the computation of the electron-
phonon interaction. Electron-phonon interactions can be accu-
rately computed using density functional perturbation theory
(DFPT) [10], or its extension to the GW method [11], but
the evaluation of most of the above mentioned quantities
require a very dense sampling of reciprocal space which
makes this approach computationally expensive. It has been
shown that it is possible to linearly interpolate the DFTP
results to a finer grid to obtain a convergent evaluation
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of several physical properties [12], but nowadays most of
the ab initio calculation of the electron-phonon interaction
are performed after a Wannier transformation of the Bloch
states followed by a back Fourier interpolation to reciprocal
space [13]. This approach has many advantages. At first it
is physically transparent, formally simple, and quite efficient.
However the Wannier transformation itself may be difficult
[14–16], leading to a computation which is not fully automatic
or computer controlled, and consequently making the high
throughput computing more difficult. Therefore an alternative
to the computation of the electron-phonon interaction based
on Wannier-Fourier interpolation may be useful in some cases.

In this paper, based on our previous works on phonon and
phonon-phonon interactions [17–20], we propose to compute
the electron-phonon interaction from the finite displacement
method and implemented our strategy when the projector aug-
mented wave (PAW) method is used to solve the independent
particle Schrödinger equation of DFT. Our approach require
no interpolation of the electron-phonon coupling function
since the evaluation of the matrix elements is performed in
real space using efficient grid techniques. Also, this strategy
requires no additional computer implementations when using
different exchange correlation potentials.

The paper is organized as follow. In Sec. II, for further
reference, the electron-phonon interaction is derived from the
reduced dynamics of the ions in the field of the electrons. In
particular, it is shown that the electrons influence the ions
dynamics through a vector potential much in the same way
an electromagnetic field influences the electrons motion. In
Sec. III, the electron-phonon interaction is expressed using
the quantities defining in the PAW method. In Sec. IV, we
provide the details of the numerical implementation. Finally,
in Sec. V, several quantities are computed for the diamond
and aluminium test cases to evidence the good accuracy
and efficiency of our method. The paper is concluded in
Sec. VI.
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II. THE INTERACTION OF PHONONS WITH ELECTRONS

A. The nuclear Hamiltonian

The Schrödinger equation for the electronic and nuclear
degrees of freedom is written as

ih̄
∂

∂t
�(r, R, t ) = H�(r, R, t ), (1)

where r and R denotes the set of electronic and atomic vector
positions, r = {ri, i = 1, . . . , Ne} and R = {Rlτ }. The index l
is used to label the N primitive unit cells of the crystal and τ

the Na atoms in those unit cells. Ne is the number of electrons.
The Hamiltonian can be split into the kinetic energy of the

nucleus plus an electronic part, which is independent of the
nuclear momentums,

H = Tn + He, (2)

Tn =
∑
lτα

− h̄2

2Mτ

∂2

∂R2
lτα

, (3)

He =
∑

iα

− h̄2

2m

∂2

∂r2
iα

+ 1

2

∑
i �= j

e2

4πε0|ri − r j | (4)

+
∑
ilτ

−e2Zτ

4πε0|ri − Rlτ | + 1

2

∑
lτ �=l ′τ ′

e2Zτ Zτ ′

4πε0|Rlτ − Rl ′τ ′ | .

(5)

In the above equations, α label the Cartesian components, Mτ

and Zτ are the atomic masses and atomic numbers, and e and
ε0 are the fundamental constants for the electronic charge and
vacuum permittivity.

The eigenstates and eigenenergies of the electronic Hamil-
tonian are parametrized by the nuclear positions,

He�i(r; R) = Ei(R)�i(r; R), (6)

and, according to Born and Huang [21], the total wave
function can be expanded with respect to those electronic
eigenstates,

�(r, R, t ) =
∑

i

χi(R, t )�i(r; R). (7)

The coefficients of this expansion, squared, gives the proba-
bility density at time t for the nuclei to be in configuration R
and the electronic system in state i. Substituting Eq. (7) into
Eq. (1), multiplying with �i(r; R)∗ and integrating over the
electronic degrees of freedom, one obtains an equation for the
χi(R, t ). Defining the multicomponent phonon wave function,

χ (R, t ) = [χ1(R, t ) χ2(R, t ) · · · ]t , (8)

this equation can be written as

ih̄
∂

∂t
χ (R, t ) = Hnχ (R, t ) (9)

= (HBO + HCBO)χ (R, t ), (10)

where the matrix operators HBO and HCBO are defined by

[HBO]i j = (Tn + Ei(R))δi j, (11)

[HCBO]i j = 2
∑

lτ

− h̄2

2Mτ

〈�i| ∂

∂Rlτ
|� j〉 · ∂

∂Rlτ
+ 〈�i|Tn|� j〉,

(12)

where HBO is the Born-Oppenheimer Hamiltonian and HCBO

a correction. The splitting of the nuclear Hamiltonian Hn

into an operator which is diagonal in the basis of electronic
eigenstates (HBO) and a non diagonal part (HCBO) is the con-
ventional way of writing the Schrödinger equation for χ (R, t ).
Indeed, the neglect of HCBO leads to the Born-Oppenheimer
approximation where the equations for the different electronic
states decouples [21].

However, a most illuminating form can also be obtained if
Hn is expressed in term of the electronic matrix elements of
the nuclear momentum operators,

Ai j
lτ = 〈�i| − ih̄

∂

∂Rlτ
|� j〉. (13)

Then, noticing that

−h̄2〈�i|
∑

α

∂2

∂R2
lτα

|� j〉=
(
−ih̄

∂

∂Rlτ

)
· Ai j

lτ +
∑

k

Aik
lτ · Ak j

lτ ,

(14)

we obtain

Hn =
∑

lτ

1

2Mτ

(Plτ + Alτ )2 + V, (15)

where we have defined the matrices

[Plτ ]i j = δi j

(
−ih̄

∂

∂Rlτ

)
, (16)

[Alτ ]i j = Ai j
lτ = 〈�i| − ih̄

∂

∂Rlτ
|� j〉, (17)

[V]i j = δi jEi(R). (18)

Clearly the matrix Alτ is formally acting on the multicom-
ponents phonon wave function as the electromagnetic vector
potential is acting on an electronic wave function. This matrix
alone determine the coupling of the nuclear and electronic
degrees of freedom.

B. The phonon-electron Hamiltonian

In the previous section, we have evidenced that the matrix
of first-order derivatives determines the coupling between the
electronic and nuclear degrees of freedom. Therefore it can be
used to express the interaction of the phonons with electrons.

Phonons are defined in the harmonic approximation, when
in the Born-Oppenheinmer Hamiltonian, Eq. (11), the atomic
motion is simplified by expanding the potential energy around
a reference (equilibrium) configuration {R0

lτ }, and truncating
this expansion to second order to obtain a function which is
quadratic in the ions positions. Phonons are then the single-
particle excitations of this approximate Hamiltonian. Since
different choices of phases for the phonon eigenvectors are
possible, we review this approximation in Appendix A. In
particular, it is shown that with our conventions the nuclear
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derivative operator can be written in terms of the phonon
creation and annihilation operators as

−ih̄
∂

∂Rlτ
= −i

√
Mτ

∑
q j

√
h̄ωq j

2

eiq·leq j
τ√

N
(aq j − a+

−q j ). (19)

The second-order term in Eq. (12) is a scalar which has no
matrix elements between states with a different number of
phonons. Therefore it will not be discussed in the following
since we will focus on phonon scattering. This leads us to
define the phonon-electron interaction as

[Hpe]i j =
∑

lτ

1

Mτ

Ai j
lτ ·

(
−ih̄

∂

∂Rlτ

)
. (20)

It can be written as

[Hpe]i j = 1√
N

∑
q j

∑
lτ

(−iωq j )A
i j
lτ · δRq j

lτ (aq j − a+
−q j ), (21)

where we have defined the atomic displacement in mode
q j as

δRq j
lτ =

√
h̄

2Mτωq j
eq j
τ eiq·Rl . (22)

If a single-particle approximation is used, such that the
Kohn-Sham ansatz in density functional theory (DFT), the �i

are Slater determinants. In a crystal, such Slater determinants
are defined by the list of occupation number over the first
Brillouin zone, { fkn}, where k and n are the electron wave
vectors and band indexes. Therefore we have

�i(r) = 〈r|{ fkn}〉 (23)

= 1√
Ne!

det |ϕk1n1 (r)ϕk2n2 (r) . . . ϕkNe nNe
(r)|, (24)

where det(·) is the determinant of the single-particle Bloch
states ϕkn with energy εkn, and the kini are the occupied states.

In this single-particle approximation, the derivative cou-
plings Ai j

lτ can be expressed in term of the ϕkn. Indeed the
nuclear derivative acts as a one particle operator on a Slater
determinant,

∂

∂Rlτ
det |ϕk1n1 (r)ϕk2n2 (r) . . . ϕkNe nNe

(r)|

=
Ne∑

i=1

∣∣∣∣∣∣∣∣∣∣

ϕk1n1 (r1) · · · ∂ϕk1n1 (ri )
∂Rlτ

· · · ϕk1n1 (rNe )

ϕk2n2 (r1) · · · ∂ϕk2n2 (ri )
∂Rlτ

· · · ϕk2n2 (rNe )
...

...
...

ϕkNe nNe
(r1) · · · ∂ϕkNe nNe

(ri )

∂Rlτ
· · · ϕkNe nNe

(rNe )

∣∣∣∣∣∣∣∣∣∣
,

(25)

therefore we obtain

Ai j
lτ =

∑
kn

∑
k′n′

γ
i j
kn,k′n′ 〈ϕkn| − ih̄

∂

∂Rlτ
|ϕk′n′ 〉 (26)

=
∑
kn

∑
k′n′

γ
i j
kn,k′n′Alτ

kn,k′n′ , (27)

where γ
i j
kn,k′n′ = 〈�i|c+

knck′n′ |� j〉 is the one-particle transition
density matrix, and c+

kn and ck′n′ are the electron creation

and annihilation operators in the Bloch states ϕkn and ϕk′n′ .
Clearly, the diagonal elements of the matrix Alτ

kn,k′n′ are simply
Berry connections [22].

Using Eq. (27) in the above equation for Hpe, we obtain

[Hpe]i j = 1√
N

∑
q j

∑
kn

∑
k′n′

(∑
lτ

(−iωq j )Alτ
kn,k′n′ · δRq j

lτ

)

× γ
i j
kn,k′n′ (aq j − a+

−q j ) (28)

or, if the lattice periodicity is used,

[Hpe]i j = 1√
N

∑
q j

∑
kn

∑
k′n′

(∑
τ

(−iωq j )A0τ
kn,k′n′ · δRq j

0τ

)

× �(q + k′ − k)γ i j
kn,k′n′ (aq j − a+

−q j ), (29)

where the function �(q) is 1 when q is a reciprocal lattice
vector, and 0 otherwise. To obtain the above equation, we
have used electronic wave functions normalized to 1 over
a primitive unit cell to compute A0τ

kn,k′n′ in Eq. (29); this

evidences the 1/
√

N scaling of the Hamiltonian.
Finally the interaction Hamiltonian of phonons with elec-

trons is written as

Hpe = 1√
N

∑
q j

∑
kn

∑
k′n′

gp(kn, k′n′, q j)(aq j − a+
−q j )c

+
knck′n′ ,

(30)

where the coupling function is defined by

gp(kn, k′n′, q j) = −iωq j

∑
τ

(
A0τ

kn,k′n′ · δRq j
0τ

)
�(q + k′ − k).

(31)

From the point of view of electrons, the above equation
shows that the single-particle excitation of an electron from
a state ϕk′n′ to ϕkn can only happen using a phonon of wave
vector q which allows conservation of the crystal momentum.
From the point of view of phonons, the above equation
shows that every phonon mode will be subject to a potential,
resulting from the electronic pair excitations, leading to the
creation and annihilation of phonons in that mode. This form
is therefore appropriate for many body perturbation theory in
the phonon system, and transport computations. For example,
it gives immediately the Boltzmann decay rate for phonons
[23]

1

τq j
= 2

2π

h̄

1

N

∑
kn

∑
k′n′

�(q + k′ − k)( fk′n′ − fkn)

× |gp(kn, k′n′, q j)|2δ(εkn − εk′n′ − h̄ωq j ). (32)

It should be noted that the coupling function we have
defined above is not exactly the one used to study the many
body electronic problem subject to a perturbation from the
lattice [24]. They are however closely related since

ge(kn, k′n′, q j) = εkn − εk′n′

h̄ωq j
gp(kn, k′n′, q j). (33)

In particular, they become equal for processes conserving
energy.
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In the usual approach, based on Bloch [25] and Fröhlich
[26] works, we look at the problem from the electrons point
of view. The lattice vibrations create a change in the potential
seen by electrons, which is then considered as a perturbation
which scatter the electrons between states of the unperturbed
system. ge is the probability amplitude for such a transition.
In the present approach the interaction of the phonons with
electrons is considered from the phonons point of view, as
a correction to the Born-Oppenheimer Hamiltonian, which
itself rely on the use of the adiabatic electronic wave func-
tions. In this approximation, the electronic energy, which
plays the role of potential energy for the ions, is computed
at the instantaneous positions of the ions. However the effect
on the ions of the change in the electronic wave functions in
the course of the motion is neglected. It is that correction,
Eq. (12), that we use to define the interaction of the phonon
with the electrons. Equation (33) shows that for energy con-
serving processes both point of views are equivalent because
the transition probabilities are the same. The reason for that
equivalence can be understood considering that the change in
the wave function, considered in the present approach, can be
related to the change in the potential used in the Bloch and
Fröhlich approach, for example, using perturbation theory. For
higher-order processes, both approaches remains equivalent
as long as expectation values are consistently computed to
the same order [27,28]. We postpone this question to a future
study, and now focus on the computation of A0τ

kn,k′n′ .

III. THE PROJECTOR AUGMENTED-WAVE METHOD

A. Formalism

In the next section, we will derive an explicit formula
for the computation of A0τ

kn,k′n′ = Aτ
kn,k′n′ within the projector

augmented-wave (PAW) formalism. Therefore, in this section,
we briefly review the main equations of the PAW method. For
a more comprehensive presentation of the method, the readers
should refer to the original references [29,30].

In a single-particle approach such that the DFT with the
Kohn-Sham ansatz, the eigenstates �i are Slater determinants
built from Bloch wave functions obtained from a single-
particle Schrödinger equation,

hϕkn =
(

− h̄2

2m
∇2 + v(r)

)
ϕkn = εknϕkn, (34)

where v(r) is a local potential.
When the PAW method is used to solve that equation, the

Bloch wave functions are written as

ϕkn(r) = ϕ̃kn(r) +
∑
lτL

[φlτL(r) − φ̃lτL(r)]〈p̃lτL|ϕ̃kn〉, (35)

where

ϕ̃kn(r) =
∑

G

akn(G)
ei(k+G)·r

√
�

=
∑

G

akn(G)〈r|k + G〉 (36)

is a pseudo-wave-function which is supposed to have a rapidly
convergent plane wave expansion. φlτL and φ̃lτL are atomic
and pseudoatomic orbitals, centered at positions Rlτ , and with

principal, orbital and azimuthal quantum numbers summa-
rized in the mixed index L = (n, l, m). For example,

φlτL(r) = φnlm(r; lτ ) = φnlm(r − Rlτ ), (37)

φnlm(r) = Rnl (r)Slm(r̂). (38)

Slm(r̂) are real spherical harmonics at r̂ = r/r. Rnl are radial
functions defined within the sphere Slτ centered at Rlτ and
with radius slτ .

The functions p̃lτL appearing in Eq. (35) are known as
projectors. They are the dual functions of φ̃lτL in Slτ which
go to zero at slτ . Therefore we have

〈p̃lτL|φ̃lτL′ 〉 = δLL′, (39)

and it is assumed that this set of functions is complete in Slτ ,

1 =
∑

L

|φ̃lτL〉〈p̃lτL|. (40)

Substituting the above definitions into Eq. (35), one obtains

ϕkn(r) =
∑

G

akn(G)〈r|T |k + G〉

=
∑

G

akn(G)χk+G(r) (41)

with

T = 1 +
∑
lτL

[|φlτL〉 − |φ̃lτL〉]〈p̃lτL|, (42)

χk+G(r) = 〈r|T |k + G〉. (43)

The previous equation can also be written as

|ϕkn〉 = T |ϕ̃kn〉, (44)

where the pseudo-wave-function ϕ̃kn appears as the image of
the ϕkn through the transformation T . The PAW method pro-
poses to compute the ϕ̃kn instead of the ϕkn. The equation that
is used to compute the ϕ̃kn may be obtained by substituting
Eq. (44) into Eq. (34). One obtains

h̃|ϕ̃kn〉 = εknõ|ϕ̃kn〉 (45)

with

h̃ = T +hT , (46)

õ = T +T . (47)

For practical calculations, the pseudo-Hamiltonian and over-
lap operator h̃ and õ have been shown in ([29]) and ([30]) to
take the simple form

h̃ = − h̄2

2m
∇2 + vl +

∑
lτ

∑
LL′

| p̃lτL〉DLL′ (lτ )〈p̃lτL′ |, (48)

õ = 1 +
∑

lτ

∑
LL′

| p̃lτL〉QLL′ (lτ )〈p̃lτL′ | (49)

with the PAW strength and overlap parameters given by

DLL′ (lτ ) = 〈φlτL|hτ |φlτL′ 〉 − 〈φ̃lτL|h̃τ |φ̃lτL′ 〉, (50)

QLL′ (lτ ) = 〈φlτL|φlτL′ 〉 − 〈φ̃lτL|φ̃lτL′ 〉. (51)
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hτ and h̃τ are Hamiltonians and pseudo-Hamiltonian for
atom τ .

The computational efficiency of the method depends on
the choices of the functions φlτL, φ̃lτL and p̃lτL since they
determine how soft will be the potentials in the pseudo-
Hamiltonian, and therefore how fast will be the convergence
of the plane wave expansion. In a typical calculation using
the VASP code [30–32], a cutoff corresponding to h̄2|k +
G|2/2m = 520 eV was sufficient to obtain reliable electronic
structures and forces for most of the compounds in the Kyoto
Phonon database [4] and Materials Project library [1].

B. The electron-phonon interaction within the PAW formalism

We have shown in Sec. II that the interaction of the
electrons with the nuclear degrees of freedom is completely
determined by

Alτ
kn,k′n′ = 〈ϕkn| − ih̄

∂

∂Rlτ
|ϕk′n′ 〉. (52)

In particular, they allow to compute the coupling function
gp(kn, k′n′, q j).

As eigenfunctions of the Hamiltonians He or h, the set
of functions �i or ϕkn that we used to derive Hn is always

complete for any value of the parameters Rlτ . However, in
actual calculations, the Hamiltonian is diagonalized using a
set of PAW basis functions, χk+G, which is not complete, and
not even incomplete in the same manner for different values
of the parameters Rlτ . Several of those points were raised
by Savrasov in Refs. [33,34] and could be included as an
incomplete basis correction in his linear muffin-tin orbitals
(LMTO) calculations. Here we shall adapt the derivation to
the PAW method.

To make explicit the dependence on atomic positions, the
basis functions are written as

|χk+G; R〉 = T [R]|k + G〉. (53)

The Bloch states are expanded as

|ϕkn; R〉 =
∑

G

akn(G; R)|χk+G; R〉 (54)

and we will need the matrix elements

ok+G,k′+G′ = 〈χk+G; R|χk′+G′ ; R〉, (55)

hk+G,k′+G′ = 〈χk+G; R|h(R)|χk′+G′ ; R〉. (56)

Those matrix elements obviously depend on the atomic posi-
tions, however the R dependence is omitted from the notation
for simplicity.

In the PAW basis, the Schrödinger equation, Eq. (34), gives

∑
G′

hk+G,k′+G′ak′n′ (G′; R) = εk′n′ (R)
∑
G′

ok+G,k′+G′ak′n′ (G′; R), (57)

∑
GG′

akn(G; R)∗(hk+G,k′+G′ )ak′n′ (G′; R) = δk,k′δn,n′εkn(R). (58)

Taking the derivative with respect to Rlτ , the above equation becomes

δk,k′δn,n′
dεkn

dRlτ
=
∑
GG′

dakn(G; R)∗

dRlτ
hk+G,k′+G′ak′n′ (G′; R)

+
∑
GG′

akn(G; R)∗
dhk+G,k′+G′

dRlτ
ak′n′ (G′; R) +

∑
GG′

akn(G; R)∗hk+G,k′+G′
dak′n′ (G′; R)

dRlτ

= εk′n′
∑
GG′

dakn(G; R)∗

dRlτ
ok+G,k′+G′ak′n′ (G′; R)

+
∑
GG′

akn(G; R)∗
dhk+G,k′+G′

dRlτ
ak′n′ (G′; R) + εkn

∑
GG′

akn(G; R)∗ok+G,k′+G′
dak′n′ (G′; R)

dRlτ
. (59)

However,

Alτ
kn,k′n′ =

∑
GG′

akn(G; R)∗ok+G,k′+G′

(
−ih̄

dak′n′ (G′; R)

dRlτ

)
+
∑
GG′

akn(G; R)∗〈χk+G; R| − ih̄
∂

∂Rlτ
|χk′+G′ ; R〉ak′n′ (G′; R) (60)

and

dhk+G,k′+G′

dRlτ
=
〈

d

dRlτ
χk+G; R

∣∣∣∣h|χk′+G′ ; R〉 + 〈χk+G; R| dh

dRlτ
|χk′+G′ ; R〉 + 〈χk+G; R|h| d

dRlτ
χk′+G′ ; R〉. (61)

174304-5



L. CHAPUT, ATSUSHI TOGO, AND ISAO TANAKA PHYSICAL REVIEW B 100, 174304 (2019)

Therefore combining Eqs. (59)–(61) gives

δk,k′δn,n′
dεkn

dRlτ
= i

h̄
(εkn − εk′n′ )Alτ

kn,k′n′ +
∑
GG′

akn(G; R)∗〈χk+G; R| dh

dRlτ
|χk′+G′ ; R〉ak′n′ (G′; R)

+
∑
GG′

akn(G; R)∗
〈

d

dRlτ
χk+G; R

∣∣∣∣h − εk′n′ |χk′+G′ ; R〉ak′n′ (G′; R)

+
∑
GG′

akn(G; R)∗〈χk+G; R|h − εkn

∣∣∣∣ d

dRlτ
χk′+G′ ; R

〉
ak′n′ (G′; R). (62)

The PAW basis would be complete, the last two terms would vanish. In forces calculation they are the famous Pulay
corrections [35]. In particular, if kn = k′n′ we recover a formula which may be used in the computations of forces [36],

dεkn

dRlτ
=
∑
GG′

akn(G; R)∗
(

dhk+G,k+G′

dRlτ
− εkn

dok+G,k+G′

dRlτ

)
akn(G′; R). (63)

However, for kn �= k′n′, the left-hand side of the above equation vanishes, and we obtain an equation for Alτ
kn,k′n′ . From their

definitions, the result can be expressed in term of the pseudooperators and pseudo-wave-functions. Using Eqs. (46) and (53), we
obtain

glτ
kn,k′n′ ≡ −i

εkn − εk′n′

h̄
Alτ

kn,k′n′ (64)

=
∑
GG′

akn(G; R)∗〈k + G| dh̃

dRlτ
− εknT + dT

dRlτ
− εk′n′

dT +

dRlτ
T |k′ + G′〉ak′n′ (G′; R) (65)

= 〈ϕ̃kn; R| dh̃

dRlτ
− εknT + dT

dRlτ
− εk′n′

dT +

dRlτ
T |ϕ̃k′n′ ; R〉. (66)

The above equation is the central result of the section. However for a practical calculation one still need to express the derivative
of the operators h̃ and T in term of known PAW quantities. The derivative of the pseudo-Hamiltonian is trivial. From Eq. (48),
one obtain

dh̃

dRlτ
= dvl

dRlτ
+
∑
l ′τ ′

∑
LL′

| p̃l ′τ ′L〉dDLL′ (l ′τ ′)
dRlτ

〈p̃l ′τ ′L′ |

+
∑
LL′

∣∣∣∣ d

dRlτ
p̃lτL

〉
DLL′ (lτ )〈p̃lτL′ | + | p̃lτL〉DLL′ (lτ )

〈
d

dRlτ
p̃lτL′

∣∣∣∣. (67)

To compute the remaining terms, one should first notice that T + dT
dRlτ

is only nonzero in Slτ . Then

T + dT
dRlτ

=
(

1 +
∑

L

| p̃lτL〉[〈φlτL| − 〈φ̃lτL|]
)

d

dRlτ

∑
L′

[|φlτL′ 〉 − |φ̃lτL′ 〉]〈p̃lτL′ | (68)

=
∑
LL′

| p̃lτL〉〈φlτL| d

dRlτ
(|φlτL′ 〉〈p̃lτL′ |). (69)

However, to obtain a more symmetric result, one might add to the previous equation

d

dRlτ

∑
L

|φ̃lτL〉〈p̃lτL| = 0. (70)

This gives

T + dT
dRlτ

=
∑
LL′

| p̃lτL〉〈φlτL| d

dRlτ
(|φlτL′ 〉〈p̃lτL′ |) − | p̃lτL〉〈φ̃lτL′ | d

dRlτ
(|φ̃lτL′ 〉〈p̃lτL′ |) (71)

=
∑
LL′

| p̃lτL〉RLL′ (lτ )〈p̃lτL′ | + | p̃lτL〉QLL′ (lτ )

〈
d

dRlτ
p̃lτL′

∣∣∣∣, (72)

where matrix QLL′ (lτ ) has been defined before at Eq. (51). The matrix RLL′ (lτ ) is new. It is defined by

RLL′ (lτ ) =
〈
φlτL

∣∣∣∣ d

dRlτ
φlτL′

〉
− 〈

φ̃lτL

∣∣∣∣ d

dRlτ
φ̃lτL′

〉
. (73)
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While the matrix QLL′ (lτ ) is Hermitian in the index L and L′, RLL′ (lτ ) is anti-Hermitian. Therefore, for the last two terms of
Eq. (66), we obtain

εknT + dT
dRlτ

+ εk′n′
dT +

dRlτ
T = (εkn − εk′n′ )

∑
LL′

| p̃lτL〉RLL′ (lτ )〈p̃lτL′ | + εk′n′
∑
LL′

∣∣∣∣ d

dRlτ
p̃lτL

〉
QLL′ (lτ )〉p̃lτL′ |

+ εkn

∑
LL′

| p̃lτL〉QLL′ (lτ )

〈
d

dRlτ
p̃lτL′

∣∣∣∣. (74)

Finally, collecting the results from Eqs. (66), (67), and (74), we obtain the equation that is implemented numerically in the
next section,

glτ
kn,k′n′ = g(V ),lτ

kn,k′n′ + g(D),lτ
kn,k′n′ + g(P),lτ

kn,k′n′ + g(R),lτ
kn,k′n′ , (75)

with

g(V ),lτ
kn,k′n′ = 〈ϕ̃kn; R| dvl

dRlτ
|ϕ̃k′n′ ; R〉, (76)

g(D),lτ
kn,k′n′ =

∑
l ′τ ′

∑
LL′

〈ϕ̃kn; R| p̃l ′τ ′L〉dDLL′ (l ′τ ′)
dRlτ

〈p̃l ′τ ′L′ |ϕ̃k′n′ ; R〉, (77)

g(P),lτ
kn,k′n′ =

∑
LL′

〈ϕ̃kn; R| d

dRlτ
p̃lτL〉(DLL′ (lτ ) − εk′n′QLL′ (lτ ))〈p̃lτL′ |ϕ̃k′n′ ; R〉

+ 〈ϕ̃kn; R| p̃lτL〉(DLL′ (lτ ) − εknQLL′ (lτ ))

〈
d

dRlτ
p̃lτL′

∣∣∣∣ϕ̃k′n′ ; R
〉
, (78)

g(R),lτ
kn,k′n′ = −(εkn − εk′n′ )

∑
LL′

〈ϕ̃kn; R| p̃lτL〉RLL′ (lτ )〈p̃lτL′ |ϕ̃k′n′ ; R〉. (79)

Clearly, glτ
kn,k′n′ is Hermitian in the indices kn and k′n′, glτ

kn,k′n′ = (glτ
k′n′,kn)

∗
, as it should as a consequence of time

reversal symmetry. The coupling functions defined by Eqs. (31) and (33) are obtained from

gp(kn, k′n′, q j) = h̄ωq j

εkn − εk′n′

∑
τ

(
g0τ

kn,k′n′ · δRq j
0τ

)
�(q + k′ − k), (80)

ge(kn, k′n′, q j) =
∑

τ

(
g0τ

kn,k′n′ · δRq j
0τ

)
�(q + k′ − k). (81)

IV. IMPLEMENTATION DETAILS

When one run a PAW calculation, the atomic functions
φlτL, φ̃lτL, p̃lτL, and QLL′ (lτ ) are given as standard inputs,
while ϕkn(r), 〈p̃lτL|ϕ̃kn; R〉, vl (r), and DLL′ (lτ ) are the stan-
dard outputs. To determine glτ

kn,k′n′ the derivatives of those
quantities with respect to atomic displacements need to be
computed. Our strategy is to perform those derivatives an-
alytically whenever possible, and otherwise from a finite
difference approximation obtained by displacing atoms from
their equilibrium positions. It is also the strategy that we use
to compute phonon spectrums [17] or to compute the anhar-
monic force constants [18,20] needed to obtain the lattice
thermal conductivity [19,20]. In those calculations, a rigorous
use of the crystal symmetry is needed to obtain a sufficient
accuracy. It will be our philosophy here too. Therefore the
atomic displacements used for the finite difference approxi-
mations will be exactly those used to obtained the harmonic
force constants. This will also ensure the compatibility of the
present approach with most of the available phonon codes.
In particular, this means the data needed for computing the
electron-phonon interactions will be obtained at no more cost
than a simple phonon calculation.

A. Derivatives of the local potential

Our goal in this section is to compute

g(V ),lτ
kn,k′n′ =

∫
d3rϕ̃∗

kn(r)
dvl (r)

dRlτ
ϕ̃k′n′ (r) (82)

using the same set of atomic displacements that is used to
obtain the phonon spectrum in the finite displacement method
[17]. In that method one considers a supercell which is the
N1 × N2 × N3 repetition of a conventional unit cell spanned
by the vectors A1, A2, A3. Those lattice vectors are related to
the primitive cell lattice vectors a1, a2, a3 through an integer
matrix M, [A1, A2, A3] = [a1, a2, a3]M.

In the finite displacement method, the harmonic force
constants are computed between each atoms in the supercell
using a finite number of displacements dlτ, j . The first index
lτ label a few atoms in the conventional unit cell, which
are called independent because all others can be recovered
from them using space group operations. The second index j
number the displacements performed for atom lτ . The number
is chosen such that application of the set of site symmetry
operations of atom lτ , {Slτ }, on dlτ, j generates three linearly
independent displacements. For such displacements, −dlτ, j is

174304-7



L. CHAPUT, ATSUSHI TOGO, AND ISAO TANAKA PHYSICAL REVIEW B 100, 174304 (2019)

then added to list, if not already presents, in order to compte
the numerical derivatives using a central difference scheme.

Here we want to compte dvl (r)/dRlτ using the same dlτ, j .
To do that we can use the transformation law of the potential
derivative under the space group operations. Indeed, if {S|t} is
a space group operation, then

dvl (r)

dRl ′τ ′
= S

dvl ({S|t}−1r)

dRlτ
, (83)

where Rl ′τ ′ is the image of Rlτ through that space group
operation,

Rl ′τ ′ = {S|t}Rlτ = SRlτ + t. (84)

If, however, we consider the site symmetry operations around
atom lτ , then the transformation law becomes

(Slτ dlτ, j ) · dvl (r)

dRlτ
= dlτ, j · dvl (S−1

lτ (r − Rlτ ) + Rlτ )

dRlτ

≈ δvl (S−1
lτ (r − Rlτ ) + Rlτ ; dlτ, j ). (85)

In the second line, we defined δvl to be the selfconsistent
change of the local potential, in the supercell, when the atom
lτ is displaced by dlτ, j . Therefore δvl can be obtained from
standard DFT calculations. Collecting such quantity for the
set of displacements dlτ, j and for the set of site symmetry
operations Slτ , Eq. (85) gives a linear system of equations for
the unknowns dvl (r)/dRlτ , at each point r. This system is
overdetermined, therefore it is solved using the pseudoinverse
method in the same way that we obtain harmonic and anhar-
monic force constants. For further details see, for example,
Eq. (A12) in Ref. [18].

From the output of a supercell calculation, the local poten-
tial vl (r) is known at points r on a grid x̃i which is uniform
and parallel to the vectors N1A1, N2A2, and N3A3. However
we want to compute g(V ),lτ

kn,k′n′ for wave vectors belonging to
the first Brillouin zone, and not within the reciprocal cell
of the supercell to avoid complicated unfolding procedures.
Therefore the wave functions ϕ̃kn(r) need to be obtained
from a calculation in the primitive cell. Consequently they are
known for points r on a grid xi which is parallel to the vectors
a1, a2, a3. The grids where the potential and wave functions
are known are therefore, in general, different. This prevents
from an accurate calculation of the integral in Eq. (82) using
a simple accumulation method.

To avoid this grid mismatch problem, and therefore de-
crease the numerical noise, we first compute the Fourier
components of the supercell potential using the usual fast
Fourier transform (FFT) algorithm [37]. Those components
are then used to compute the values of the potential at the
points xi where the wave function are known. To obtain those
values we used the newly develop nonuniform fast Fourier
transform (NFFT) algorithm [38] which allows to compute
the value of the potential at arbitrary points from its Fourier
components, but still preserving the N log N scalling of the
regular FFT. After this transformation, potential and wave
functions are known at the same points, which allows an easy
computation of the integral in Eq. (82).

B. Derivatives of the PAW strength

As for the local potential, we compute the derivative of
the PAW strength using the finite displacement method in the
supercell. To apply the method, we need the transformation
law of dDLL′ (l ′τ ′)/dRlτ under the space group operations.
The strength of the PAW potentials is defined by Eq. (50).
Therefore, when atom lτ is displaced by dlτ, j , the strength is

DLL′ (l ′τ ′; dlτ, j ) = 〈φl ′τ ′L|hτ [dlτ, j]|φl ′τ ′L′ 〉
− 〈φ̃l ′τ ′L|h̃τ [dlτ, j]|φ̃l ′τ ′L′ 〉, (86)

where hτ [dlτ, j] and h̃τ [dlτ, j] are the self-consistent Hamilto-
nians obtained in the displaced configuration.

At first one can assume that the change of the orbitals φlτL

or φ̃lτL under a space group operation {S|t}, which bring atom
lτ to LT , is implemented using a linear operator U{S|t} such
that

U{S|t}|φnlm(lτ )〉 =
l∑

M=−l

|φnlM (LT )〉�l
Mm, (87)

where the matrix �l
Mm is unitary with respect to the indices M

and m. Since the Hamiltonian transforms according to

h′
L′T ′ = U{S|t}hl ′τ ′U +

{S|t}, (88)

using dLT, j = Sdlτ, j , we obtain

Dnlm,n′l ′m′ (l ′τ ′; dlτ, j )

=
l∑

M=−l

l ′∑
M ′=−l ′

�l+
mMDnlM,n′l ′M ′ (L′T ′; dLT, j )�

l ′
M ′m′ . (89)

In matrix form, this is written as

D(L′T ′; dLT, j ) = �D(l ′τ ′; dlτ, j )�
+. (90)

In the limit of small displacements, Taylor expanding this
equation gives

Sdlτ, j · ∂D(L′T ′)
∂RLT

= �

(
dlτ, j · ∂D(l ′τ ′)

∂Rlτ

)
�+. (91)

The right-hand side of the above equation,

δ�lτ, j D(l ′τ ′) ≡ �

(
dlτ, j · ∂D(l ′τ ′)

∂Rlτ

)
�+ (92)

≈ �(D(l ′τ ′; dlτ, j ) − D(l ′τ ′))�+, (93)

can be computed from the output of the PAW calculations.
Therefore collecting those results for the set of displacements
dlτ, j and site symmetry operations of atom lτ , we obtain an
overdetermined set of equations for ∂D(L′T ′)/∂RLT which
is solved using the pseudoinverse method as in the previous
section.

From a practical point of view, to implement this method,
the matrix � needs to be known. Its expression is derived in
Appendix C.

C. Derivatives of projectors

The projectors 〈p̃lτL|ϕ̃kn; R〉 which are needed to compute
g(P),lτ

kn,k′n′ are standard outputs of the PAW calculations. They
can be obtained from the expansion of the exponentials in
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Eq. (36) into Bessel functions and spherical harmonics using
the Rayleigh formula. Thanks to our definition of real spher-
ical harmonics, this expansion remains the same for complex
and real spherical harmonics. Therefore we have

〈p̃lτL|ϕ̃kn; R〉 =
∑

G

akn(G)ei(k+G)·Rlτ

×
∫

d3r Pnl (r)Slm(r̂)
ei(k+G)·r

√
�

(94)

with the integral computed as explained above. Pnl (r) is the
radial function defining the projector.

The projector derivatives needed to compute g(P),lτ
kn,k′n′ can

be written in a similar way. A term by term derivative of the
above equation gives〈

d

dRlτ
p̃lτL

∣∣∣∣ϕ̃kn; R
〉

=
∑

G

i(k + G)akn(G)ei(k+G)·Rlτ

×
∫

d3r Pnl (r)Slm(r̂)
ei(k+G)·r

√
�

, (95)

which can be computed using the same procedure than the
projectors themselves.

D. Derivatives of (pseudo)orbitals

In this section, we want to compute the matrix RLL′ (lτ )
defined at Eq. (73). This involves the calculation of the scalar
product〈

φlτL1

∣∣∣∣ d

dRlτ
φlτL2

〉
= −

∫
d3r φ∗

n1l1m1
(r)∇φn2l2m2 (r), (96)

for orbitals and pseudo-orbitals. The angular part of the scalar
product can be computed analytically, while the radial part
requires to take the derivative and integrate the radial func-
tions Rnl (r) on a logarithmic grid in the atomic sphere around
each atom. Those calculations are straightforward but lengthy,
therefore they have been summarized in the Appendices D
and B.

V. RESULTS

In the previous sections, we obtained the formulas to com-
pute the electron-phonon coupling function using the PAW
method. In this section we apply our implementation using the
VASP code to some simple systems, aluminium and diamond,
to test the accuracy and convergence of the method. For the
conventional cells, the lattice parameters we obtain are respec-
tively aAl = 4.04 Å and aC = 3.57 Å, and the electronic and
phonon band structures for both those systems are shown in
Figs. 1 and 4. Both systems are computed using the Perdew-
Burke-Ernzerhof (PBE) exchange correlation functional [39],
with an energy cutoff of 600 eV. The phonon states are
computed using the finite displacement method using different
supercell sizes. As shown on the figures below, 2 × 2 × 2,
3 × 3 × 3, and 4 × 4 × 4 multiples of the conventional cubic
cells are considered. The corresponding reciprocal cells are
sampled with respectively 6 × 6 × 6, 4 × 4 × 4, and 3 × 3 ×
3 uniformly distributed grid points.

FIG. 1. Electron (top) and phonon (bottom) band structures for
aluminium. The Fermi level is shown using a red dashed line.
The results shown for phonons are obtained using the 4 × 4 × 4
supercell. The bands in green correspond to the states involved in
the calculation of the electron-phonon coupling function shown in
Fig. 2.

A. Aluminium

To plot the coupling function ge(kn, k′n′, q j), we may fix
the initial electronic states ϕk′n′ , the phonon band index j, the
band of the final electronic state n, and discuss the probability
amplitude for an electron in state ϕk′n′ , when scattered by
a phonon in mode q j, to end up in state ϕkn with k =
k′ + q + G. However, the electron and phonon states may be
degenerate. In this case, the quantity that we consider is

|g|2 = 1

gng jgn′

∑
n

∑
j

∑
n′

|ge(kn, k′n′, q j)|2, (97)

where the sums run over the degenerate bands, and gn, gn′ and
g j are the number of those bands for electrons and phonons,
respectively.

The result of such calculation is shown in Fig. 2 for
aluminium, for the three supercell sizes we consider, and for
selected electron and phonon states which are easily extracted
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FIG. 2. Electron-phonon coupling functions ge for aluminium.
The electron and phonon bands and wave vectors are selected as
described in the text. The graphs shows the different contributions to
the total coupling functions. The notations are defined in Eqs. (76)–
(79). The different gray intensities correspond to different supercell
sizes.

from the numerical data. For the initial state, we consider the
first unoccupied states at the zone center. Its energy (εk′n′ ≈
20 eV) is triply degenerates, and the eigenstates belongs to
the irreducible representation �′

25. We take the final state to
be the lowest energy state in our energy windows, except
along the W K direction where we merge with the �1 band
of the �K direction. For the phonon state, we select the
highest frequency state, except along the W K direction where
we merge with the (1/

√
2, 1/

√
2, 0) eigenstate of the �K

direction. They are represented with green lines in Fig. 1.
Figure 2 shows the result of our calculations for the dif-

ferent supercell sizes that we have considered. The results
are almost superimposed. This proves that the perturbation
created in the potential is localized enough for the electron-
phonon coupling to be computed using the finite displacement
method. Figure 2 shows also the contributions of g(V ) and g(P)

to the total coupling function g, as defined by Eqs. (75)–(79).
g(D) and g(R) are negligibly small and therefore are not shown.
May be surprisingly, |g| is significantly less than the sum
of |g(V )| and |g(P)|, denoting an out of phase behavior. The
electron-phonon coupling seems to be zero along the �-X -W
path. This can be explained as follow. Considering a nearest-
neighbor interactions model, for the branch that we consider,
the phonon eigenvectors are along the axes of the cube in
the �X and XW directions. In particular, eq3

1 = (1 0 0)t .
Therefore

ge(kn, k′n′, q j) ∝ 〈ϕ̃kn|dṼ

dx
|ϕ̃k′n′ 〉,

∝ 〈ϕ̃kn|(|S11〉〈S00| + |S00〉〈S11|)|ϕ̃k′n′ 〉
where in the second line, we represent the derivative of the
potential as an electric-dipole operator in the x direction. The
initial states belongs to the �′

25 representation, and therefore
transforms like xy, yz, and zx, which are orthogonal to S00 and
S11 and therefore gives a vanishing electron-phonon coupling.

0 2 4 6 8 10

Frequency (THz)

0

0.2

0.4

0.6

0.8

1

2  F

DOS
k=16x16x16, T=300K
k=20x20x20, T=300K
k=30x30x30, T=300K
k=30x30x30, T=1K
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FIG. 3. (Top) Phonon density of states per degree of freedom
for different supercell sizes. (Bottom) Eliashberg function at 1 and
300 K, for several sampling of the Brillouin zone. The 2 × 2 × 2
supercell is used for the calculation. The Eliashberg function at 1 K
is shown using dashed line, and the values at 300 K with continuous
lines.

The final state belongs to the �1 representation along �X
and to Z3 along XW , whose basis functions transform like x.
Therefore a zero coupling can only result from a choice of
initial state, as in the present case.

In Fig. 3 (down), we consider the isotropic Eliashberg
function [40,41],

α2F (ω) = 1

2π h̄N (μ)

1

N

∑
q j

γq j

ωq j
δ(ω − ωq j ),

where N (μ) is the electronic density of states, per spin and
per atom, at the chemical potential μ, and γq j = 1/2τq j , the
phonon linewidth. Our definition may be slightly different
from previous implementations [12], since we allow N (μ)
and τq j to depend on temperature. The tetrahedron method is
used to perform the Brillouin zone integration in the previous
equation, and in Eq. (32) as well to get the phonon lifetime.
We used the 2 × 2 × 2 supercell to perform the calculation.
We observe that the Eliashberg function is converged for a
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FIG. 4. Electron (top) and phonon (bottom) bands structure for
diamond. The Fermi level is shown using a red dashed line. The re-
sults shown for phonons are obtained using the 4 × 4 × 4 supercell.

30 × 30 × 30 sampling of the Brillouin zone, and take values
which are very close for 1 K and 300 K. From Fig. 3 (top), we
notice that the phonon spectrum itself is difficult to converges
with respect to the supercell size. Indeed, for small supercell
size, the Van Hove singularities seem to be poorly described
[42].

Using the Eliashberg function, one can compute the aver-
age coupling strength λ,

λ = 2
∫ +∞

0

dω

ω
α2F (ω), (98)

which allow to obtain an estimate for the critical temperature
Tc of BCS superconductors using the modified McMillan
formula [43,44], or, in a first approximation, to estimate to
electron lifetime τe due to phonon scattering, around the Fermi
energy [45]. We obtain 0.37 at 300 K, which is in good
agreement with Ref. [12] (0.37), and 0.40 at 1 K, which is
lower than 0.44, the value reported in Ref. [34]. In both the
previous references the local density approximation (LDA)
is used for the exchange correlation potential. If we use the
LDA to compute the electron-phonon interaction within our

FIG. 5. Electron-phonon coupling functions ge for diamond. The
graphs shows the different contributions to the total coupling func-
tions. The notations are defined in Eqs. (76)–(79). The different
colours correspond to different supercell sizes.

implementation, we obtain 0.45 at 1 K, and 0.36 at 300 K, in
good agreement with the published results.

B. Diamond

For diamond, we chose the initial electronic state to be
the state at the top of the valance band at the zone center.
This state is degenerated three times, and belongs to the �′

25
representation. The phonon path is shown in Fig. 4, and the
band index correspond to the green line in this figure. We have
chosen the highest optical band, except in the �K direction
where we have chosen the �1 band. The final electronic states
are taken at the top of the valence band, except in the �X
direction where we have considered the �5 band which is two
times degenerated.

|g| is plotted in Fig. 5, and takes values around 0.3 eV along
the path we have chosen, in good agreement with Ref. [13].
The results seem to be well converged with respect to su-
percell size in most directions. Nevertheless the convergence
appears to be more difficult in the �K and �L directions.

In the �L direction, the eigenvectors of the longitudinal
optical mode (LO) that we are considering can be written as
[46]

eqLO
1 = − 1√

2

q
q
, (99)

eqLO
2 = 1√

2
exp (iφLO(q))

q
q
, (100)

In Fig. 6 (top), we have plotted the phase angle φLO(q) and the
phonon frequency ωLO(q) along the �L direction for different
supercell sizes. The phase angle we obtain is, of course, the
same for the different sizes. However the frequency is poorly
converged. In Fig. 6 (bottom), the derivative of the potential,
in the [111] direction, with respect to the position of the
second carbon atom, is plotted for the different supercell sizes.
It appears to be well converged already for the 2 × 2 × 2
supercell. Therefore the more difficult convergence of |g| in
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FIG. 6. Frequency and phase angle of the longitudinal optical
mode of diamond along the �L direction computed using 2 × 2 × 2,
3 × 3 × 3, and 4 × 4 × 4 supercells. The derivative of the local
potential with respect to atom at [1/4 1/4 1/4] is also shown for
the three supercell sizes.

the �K and �L directions can be attributed to the phonon band
structure itself, and understood as a limitation of supercell
approach.

In Fig. 5, |g| is decomposed into the different contributions
coming from the PAW method. g(D) and g(R) are small, but not
negligible however. Moreover, |g| is almost the sum of |g(V )|,
|g(P)|, |g(D)|, and |g(R)|, which means that those components
are roughly in phase, unlike the aluminium case.

In Figs. 7 and 8, we consider p-doped diamond in the rigid
band approximation, at 300 K, and compute several quantities
as functions of the chemical potential. The 2 × 2 × 2 super-
cell is used for those computations, and a 40 × 40 × 40 mesh
is used to sample the Brillouin zone. We consider chemical
potentials in the range from εF to εF − 1.5 eV; this correspond
to a doping up to 0.2 holes per primitive unit cell.

In Fig. 7 (bottom), we observe that between εF and εF −
1.5 eV the average electron-phonon coupling increase from
0 to 0.4 as the doping is increased. Our results follow the
behavior of the computations reported in Ref. [47], and our
values for λ are in reasonable agreement with those of the
above mentioned reference, which uses the LDA. We per-
formed the computations with both the GGA and the LDA
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FIG. 7. (Top) Density of states and number of doping electrons
as functions of the chemical potential. (Bottom) Average electron-
phonon coupling as a function of the chemical potential at 300 K.
Chemical potential is measured with respect to the valence-band
maximum. For those computations, we used the 2 × 2 × 2 supercell
and a 40 × 40 × 40 sampling of the Brillouin zone.

for the exchange correlation potential; they give very similar
results.

The Eliashberg function and the reciprocal phonon lifetime
are plotted in Figs. 8 and 9 for several chemical potentials,
from light to heavy doping. As we move closer to the top
of the valence band, the Eliashberg function localises around
the optical mode of the phonon spectrum as a result of
decreased values for 1/τq j over the rest of the spectrum.
From Eq. (32), in the limit of low temperatures, together with
the delta functions which take care of the conservation of
energy and momentum, this is a consequence of the factor
(θ (εF − εk′n′ ) − θ (εF − εkn)) which insures that the states
k′n′ and kn must be occupied and unoccupied, respectively.
When εF is at the top of the valence band, due to the large
electronic band gap of diamond, EPBE

g = 4.1 eV, no phonon
have enough energy h̄ωq j < h̄ωM = 0.16 eV to find an empty
state. However, when εF is close but below the top of the
valence band (εM), electrons may be scattered to empty states
by phonons with wave vectors q � 2

√
(2m/h̄2)(εM − εF ) +

2mc/h̄ if we are considering acoustic phonons with group
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FIG. 8. Eliashberg function a as functions of the phonon fre-
quency for different chemical potentials, from 0.1 to 1.5 eV, every
0.1 eV, below the valence-band maximum. The curves are shifted
upward by 0.25 from the previous one for clarity.

velocity c, or q �
√

(2m/h̄2)h̄ωM if we are considering optical
phonons. For small enough doping, the number of available
phonons is therefore larger in the optical bands than in the
acoustics bands, as observed in Fig. 8.

VI. CONCLUSIONS

In this work, we have developed a formalism based on the
PAW method to compute electron-phonon interactions from
finite displacements.

Our approach has been implemented as a computer code,
and has been used to computed several quantities. It is found
that the electron-phonon interactions g decompose into four
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FIG. 9. Phonon lifetime as a function of the phonon frequency
for two different values of the chemical potentials. The μ = −0.1 eV
value is shown with black circles and the μ = −1.5 eV value using
light gray circles.

contributions inherited from the PAW transformation. The first
g(V ) involves the derivative of the local part of the potential,
and the second g(P) the derivative of the projector functions.
They are the two main contributions to g in the examples
we have tested. The remaining two contributions g(D) and
g(R) involve the derivative of the strength of the non local
part of the potential, and the derivative of the local orbitals.
They are small in the examples we have considered. While
the computation of g(P) is simple and fast in reciprocal space,
the computation of g(V ) is performed in real space and re-
quires subtile grid techniques to be efficient and accurate. The
use of different exchange correlation functionals is therefore
straightforward, as shown in the results section. It is found that
the derivatives of the local and non local potentials are quickly
convergent with respect to the supercell size. This guaranties
the applicability of our approach if the finite displacement
method can be used to obtain the phonon spectrum. Moreover,
for the examples we have considered, we have shown that
our strategy allows computing the Eliashberg function and
the phonon lifetime without the need for an interpolation
method, or a Wannier transformation, to perform the Brillouin
zone integration. If this is confirmed for more complicated
systems this will be an advantage to perform high-throughput
calculations. However more testing is required, and this will
be the purpose of future works.

APPENDIX A: PHONONS

When in Eq. (11) the potential energy is expanded to sec-
ond order in the atomic displacements around the equilibrium
positions R0

lτ , the Hamiltonian becomes

[HBO]ii ≈
∑
lτα

− h̄2

2Mτ

∂2

∂R2
lτα

+ 1

2

∑
lτα

∑
l ′τ ′α′

δRlτα

∂2Ei

∂R0
lτα

∂R0
l ′τ ′α′

δRl ′τ ′α′ (A1)

=
∑
q j

h̄ωq j

(
a+

q jaq j + 1

2

)
, (A2)

where we have used the notation δRlτα = Rlτα − R0
lτα . In the

last line, the phonon Hamiltonian has been rewritten using the
annihilation and creation operators for a phonon with wave
vector q and band index j. They are defined by

aq j =
√

ωq j

2h̄

∑
lτα

e−iq·leq j∗
τα√

N

×
(√

Mτ δRlτα + i

ωq j

1√
Mτ

(
−ih̄

∂

∂Rlτα

))
, (A3)

a+
q j =

√
ωq j

2h̄

∑
lτα

eiq·leq j
τα√

N

×
(√

Mτ δRlτα − i

ωq j

1√
Mτ

(
−ih̄

∂

∂Rlτα

))
, (A4)
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where ω2
q j and eq j

τα are the eigenvalues and eigenvectors of the dynamical matrix

Dτα,τ ′α′ (q) =
∑

l ′
eiq·l′ 1√

Mτ

∂2Ei

∂R0
0τα∂R0

l ′τ ′α′

1√
Mτ ′

. (A5)

For further reference we recall that the creation and annihilation operators fulfill the canonical commutation relations

[aq j, a+
q′ j′] = δq,q′δ j j′ , [aq j, aq′ j′ ] = [a+

q j, a+
q′ j′ ] = 0, (A6)

which gives the eigenvalues and eigenstates of [HBO]ii,

E{nq j} =
∑
q j

h̄ωq j

(
nq j + 1

2

)
, (A7)

|{nq j}〉 =
∏
q j

(a+
q j )

nq j√
nq j!

|0〉. (A8)

{nq j} is the list of phonon occupation number nq j = 0, 1, 2, . . . over the first Brillouin zone, and |0〉 is the product of 3NaN
ground states of one dimensional linear harmonic oscillators.

Strictly speaking all of the above phonon properties depends on the particular electronic states i that we consider. For example
we should write ωi

q j instead of ωq j . This is however not consider in the present paper.

APPENDIX B: SPHERICAL HARMONICS AND LEGENDRE FUNCTIONS

The complex spherical harmonics we use are defined by

Ylm(θ, ϕ) = (−1)mNlmPlm(cos θ )eimϕ, l � 0, −l � m � l,

Nlm =
√

2l + 1

4π

(l − m)!

(l + m)!
,

Plm(x) = (1 − x2)m/2 dm

dxm
Pl (x), l � 0, m � 0,

Pl (x) = 1

2l l!

dl

dxl
(x2 − 1)l .

Pl are the Legendre functions, and Plm the associated Legendre functions. The associated Legendre functions with negative
values of l and/or m are obtained from

Pl−|m|(x) = (−1)|m| (l − |m|)!
(l + |m|)!Pl|m|(x),

P−lm(x) = Pl−1m(x).

Using these equations, the real spherical harmonics defined by Eq. (C4) can be written as

Sl,m(r̂) = Nl|m|Pl|m|(cos θ ) ×
⎧⎨
⎩

√
2 cos(|m|ϕ) if m > 0

1 if m = 0√
2 sin(|m|ϕ) if m < 0

(B1)

≡ Nl|m|Pl|m|(cos θ ) × cm(ϕ). (B2)

The associated Legendre functions are shown to fulfill a few useful formulas. One has the recurrence relations [48],√
1 − x2

d

dx
Plm = 1

2
[Plm+1(x) − (l + m)(l − m + 1)Plm−1(x)],

1√
1 − x2

Plm(x) = 1

2m
[Pl+1m+1 + (l − m + 1)(l − m + 2)Pl+1m−1(x)],

√
1 − x2Plm(x) = 1

2l + 1
[Pl+1,m+1(x) − Pl−1,m+1(x)],

√
1 − x2Plm(x) = 1

2l + 1
[(l + m − 1)(l + m)Pl−1,m−1(x) − (l − m + 1)(l − m + 2)Pl+1,m−1(x)],

xPlm(x) = l + m

2l + 1
Pl−1,m(x) + l − m + 1

2l + 1
Pl+1,m(x),
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and the multiplication formula,

Pl1m1 (x)Pl2m2 (x) =
l1+l2∑

l=|l1−l2|
(−1)m1+m2 (2l + 1)

√
(l − m1 − m2)!(l1 + m1)!(l2 + m2)!

(l + m1 + m2)!(l1 − m1)!(l2 − m2)!

×
(

l1 l2 l
0 0 0

)(
l1 l2 l
m1 m2 −m1 − m2

)
Plm1+m2 (x) (B3)

≡
l1+l2∑

l=|l1−l2|
gl

l1m1,l2m2
Plm1+m2 (x). (B4)

where the Wigner 3-j symbols appearing in this equation can be computed from [49](
l1 l2 l3
m1 m2 m3

)
= δm1+m2+m3,0(−1)l1−l2−m3

√
(l1 + l2 − l3)!(l1 − l2 + l3)!(−l1 + l2 + l3)! (B5)

×
√

(l1 + m1)!(l1 − m1)!(l2 + m2)!(l2 − m2)!(l3 + m3)!(l3 − m3)!

(l1 + l2 + l3 + 1)!

×
∑

k

(−1)k

k!(l1 + l2 − l3 − k)!(l1 − m1 − k)!(l2 + m2 − k)!(l3 − l2 + m1 + k)!(l3 − l1 − m2 + k)
. (B6)

The coefficients gl
l1m1,l2m2

in Eq. (B4) are slightly modified versions of the Gaunt coefficients [48].
Finally, the integrals of associated Legendre functions are known for l � m � 0 [50],

Alm =
∫ 1

−1
dxPlm(x) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

2 if l = m = 0

2m
l

[(l/2)!]2(l+m)!
[(l−m)/2]![(l+m)/2]!(l+1)! if l and m are even

πm
22l+1l

(l+1)!(l+m)!
([(l+1)/2]!)2[(l−m)/2]![(l+m)/2]! if l and m are odd

0 otherwise

.

The other values can be deduced from the definition of Plm for negative values of l or m.
Using this last result with the multiplication formula, we can compute the integrals of product of associated Legendre

functions. For example,

I l1m1
l2,m2

=
∫ 1

−1
dx Pl1m1 (x)Pl2m2 (x)

=
l1+l2∑

l=|l1−l2|
gl

l1m1,l2m2
Alm1+m2 , (B7)

for any integral value of l1, l2, m1, and m2.

APPENDIX C: ROTATION OF PAW STRENGTH

We know that the complex spherical harmonics Ylm(r̂), under a rotation R parametrized by the Euler angles α, β, and γ ,
transforms according to

RYlm(r̂) = Ylm(R−1r̂) =
l∑

m′=−l

Ylm′ (r̂)Dl
m′m(α, β, γ ), (C1)

where Dl
m′m(α, β, γ ) is the Wigner matrix [49],

Dl
m′m(α, β, γ ) = e−iαm′ 〈lm′|e−iβLy/h̄|lm〉e−iγ m. (C2)

For an improper rotation S, which can appear in the set of space group operations, we simply write S = Ri, where i is the
inversion. This gives

SYlm(r̂) =
l∑

m′=−l

Ylm′ (r̂)Dl
m′m(α, β, γ ) (C3)

with Dl
m′m(α, β, γ ) = (−1)lDl

m′m(α, β, γ ).
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The real spherical harmonics that we use can be related to the complex spherical harmonics as

Slm(r̂) =
l∑

m′=−l

Ylm′ (r̂)Cl
m′m, (C4)

where

Cl
m′m =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 if m = m′ = 0

(−1)m/
√

2 if m = m′ and m > 0

1/
√

2 if m = −m′ and m > 0

i/
√

2 if m = m′ and m < 0

(−1)m/i
√

2 if m = −m′ and m < 0

0 otherwise

. (C5)

This gives

�l = Cl+DlCl , (C6)

and �l is unitary because Cl and Dl are.

APPENDIX D: DERIVATIVES OF (PSEUDO)ORBITALS: DERIVATION

In this section, we want to compute the matrix RLL′ (lτ ) which is defined at Eq. (73). To obtain the final formula we will need
several properties of the associated Legendre functions Plm(x) which have been summarized in Appendix B.

To obtain RLL′ (lτ ), we need to compute〈
φlτL1

∣∣∣∣ d

dRlτ
φlτL2

〉
= −

∫
d3r φ∗

n1l1m1
(r)∇φn2l2m2 (r). (D1)

Using spherical coordinates, the gradient of an orbital can be written as

∇φnlm(r) = ∇Rnl (r)Slm(r̂) + Rnl (r)∇Slm(r̂)

= dRnl (r)

dr

⎛
⎝Slm(r̂) sin θ cos ϕ

Slm(r̂) sin θ sin ϕ

Slm(r̂) cos θ

⎞
⎠+ Rnl (r)

r

⎛
⎜⎝

∂Slm (r̂)
∂θ

cos θ cos ϕ − 1
sin θ

∂Slm (r̂)
∂ϕ

sin ϕ
∂Slm (r̂)

∂θ
cos θ sin ϕ + 1

sin θ

∂Slm (r̂)
∂ϕ

cos ϕ

− ∂Slm (r̂)
∂θ

sin θ

⎞
⎟⎠.

The angular derivatives can be computed using Eq. (B2) and the recurrence relations in Appendix B. Using x = cos θ , −1 �
x � 1, we obtain

∂Slm(r̂)

∂ϕ
= Nl|m|Pl|m|(x)c′

m(ϕ),

∂Slm(r̂)

∂θ
= −1

2
Nl|m|cm(ϕ)[Pl|m|+1(x) − (l + |m|)(l − |m| + 1)Pl|m|−1(x)].

To perform the integration in Eq. (D1), it is useful to rewrite this equation as a matrix product splitting the coordinates r, ϕ,
and x.

∇φnlm(r) = Nl|m|
dRnl (r)

dr

⎛
⎜⎝

cm cos ϕ 0 0

0 cm sin ϕ 0

0 0 cm

⎞
⎟⎠
⎛
⎜⎝

√
1 − x2Pl|m|(x)

√
1 − x2Pl|m|(x)

xPl|m|(x)

⎞
⎟⎠

+ Nl|m|
Rnl (r)

r

⎛
⎜⎝

cm cos ϕ 0 0

0 cm sin ϕ 0

0 0 cm

⎞
⎟⎠
⎛
⎜⎝

− 1
2 [xPl|m|+1(x) − (l + |m|)(l − |m| + 1)xPl|m|−1(x)]

− 1
2 [xPl|m|+1(x) − (l + |m|)(l − |m| + 1)xPl|m|−1(x)]

1
2 [

√
1 − x2Pl|m|+1(x) − (l + |m|)(l − |m| + 1)

√
1 − x2Pl|m|−1(x)]

⎞
⎟⎠

+ Nl|m|
Rnl (r)

r

⎛
⎜⎝

c′
m sin ϕ 0 0

0 c′
m cos ϕ 0

0 0 0

⎞
⎟⎠
⎛
⎜⎜⎝

− 1√
1−x2 Pl|m|(x)

1√
1−x2 Pl|m|(x)

0

⎞
⎟⎟⎠.
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Using again the recurrence relations for associated Legendre function in Appendix B, this can be simplified to

∇φnlm(r) = Nl|m|
2l + 1

dRnl (r)

dr
T0

m(ϕ)Al|m|Pl|m|(x) − Nl|m|
2(2l + 1)

Rnl (r)

r
T0

m(ϕ)Bl|m|Pl|m|(x) − 1

2
Nl|m|

Rnl (r)

r
T1

m(ϕ)Cl|m|Pl|m|(x),

where we have defined

T0
m(ϕ) = diag(cm cos ϕ, cm sin ϕ, cm),

T1
m(ϕ) = diag

(
c′

m

|m| sin ϕ,
c′

m

|m| cos ϕ, 0

)
if m �= 0, and T1

0(ϕ) = 0,

Al|m| =
⎛
⎝0 0 −1 0 0 1

0 0 −1 0 0 1
0 l + |m| 0 0 l − |m| + 1 0

⎞
⎠,

Bl|m| =
⎛
⎝−(l + |m|)(l − |m| + 1)(l + |m| − 1) 0 l + |m| + 1

−(l + |m|)(l − |m| + 1)(l + |m| − 1) 0 l + |m| + 1
0 −(2l + 2)(l + |m|) 0

−(l + |m|)(l − |m| + 1)(l − |m| + 2) 0 l − |m|
−(l + |m|)(l − |m| + 1)(l − |m| + 2) 0 l − |m|

0 2l (l − |m| + 1) 0

⎞
⎠,

Cl|m| =
⎛
⎝0 0 0 (l − |m| + 1)(l − |m| + 2) 0 1

0 0 0 −(l − |m| + 1)(l − |m| + 2) 0 −1
0 0 0 0 0 0

⎞
⎠,

Pl|m|(x) = [Pl−1|m|−1(x), Pl−1|m|(x), Pl−1|m|+1(x), Pl+1|m|−1(x), Pl+1|m|(x), Pl+1|m|+1(x)]t .

This gives∫
d3r φ∗

n1l1m1
(r)∇φn2l2m2 (r) = Nl1|m1|Nl2|m2|

2l2 + 1
R0

n1l1,n2l2 T0
m1m2

Al2|m2|Pl1|m1|,l2|m2| −
Nl1|m1|Nl2|m2|
2(2l2 + 1)

R1
n1l1,n2l2 T0

m1m2
Bl2|m2|Pl1|m1|,l2|m2|

− 1

2
Nl1|m1|Nl2|m2|R

1
n1l1,n2l2 T1

m1m2
Cl2|m2|Pl1|m1|,l2|m2| (D2)

with the radial integrals defined as

R0
n1l1,n2l2 =

∫ r0

0
dr r2Rn1l1 (r)

dRn2l2 (r)

dr
, (D3)

R1
n1l1,n2l2 =

∫ r0

0
dr r2Rn1l1 (r)

Rn2l2 (r)

r
. (D4)

The other matrices in Eq. (D2) are integrals of the quantities defined above.
The elements of matrix Pl1|m1|,l2|m2| are integral of a product of two associated Legendre functions,

Pl1|m1|,l2|m2| =
∫ 1

−1
dx Pl1|m1|(x)Pl2|m2|(x)

= [
I l1|m1|
l2−1|m2|−1, I l1|m1|

l2−1|m2|, I l1|m1|
l2−1|m2|+1, I l1|m1|

l2+1|m2|−1, I l1|m1|
l2+1|m2|, I l1|m1|

l2+1|m2|+1

]t
.

Therefore they can be computed using Gaunt coefficients, as explained in Appendix B at Eq. (B7).
The integrals over the azimuthal angle are

T0
m1m2

=
∫ 2π

0
dϕ cm1 (ϕ)T0

m2
(ϕ)

= diag

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

{
π if m1m2 > 0 and |m1 − m2| = 1
√

2π if (m1 = 0 m2 = 1) or (m1 = 1 m2 = 0){−π sg(m1 + m2) if m1m2 < 0 and |m1 + m2| = 1
√

2π if (m1 = 0 m2 = −1) or (m1 = −1 m2 = 0)

2π if m1 = m2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
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T1
m1m2

=
∫ 2π

0
dϕ cm1 (ϕ)T1

m2
(ϕ)

= diag

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

{
π sg(m1)sg(m1 − m2) if m1m2 > 0 and |m1 − m2| = 1

−√
2π if (m1 = 0 m2 = 1){

π sg(m1) if m1m2 < 0 and |m1 + m2| = 1
√

2π if (m1 = 0 m2 = −1)

0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

Collecting the above results, we obtain for RL1L2 (lτ )

RL1L2 (lτ ) = − Nl1|m1|Nl2|m2|
2l2 + 1

(
R0

n1l1,n2l2 − R̃0
n1l1,n2l2

)
T0

m1m2
Al2|m2|Pl1|m1|,l2|m2|

+ Nl1|m1|Nl2|m2|
2(2l2 + 1)

(
R1

n1l1,n2l2 − R̃1
n1l1,n2l2

)
T0

m1m2
Bl2|m2|Pl1|m1|,l2|m2|

+ 1

2
Nl1|m1|Nl2|m2|

(
R1

n1l1,n2l2 − R̃1
n1l1,n2l2

)
T1

m1m2
Cl|2m2|Pl1|m1|,l2|m2|, (D5)

where R̃0,1
n1l1,n2l2

are the radial integrals computed with the pseudo-orbiltals.
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