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We propose a scheme for the spatial exciton energy control and exciton routing in a transition-metal
dichalcogenide (TMD) monolayer which lies on a quantum paraelectric substrate. It relies on the ultrasensitive
response of the substrate dielectric permittivity to temperature changes, allowing for spatially inhomogeneous
screening of Coulomb interaction in a monolayer. As an example, we consider the heterostructure of TMD
and strontium titanate oxide SrTiO3, where large dielectric screening can be attained. We study the impact of
substrate temperature on the characteristic electronic features of TMD monolayers such as the particle band gap
and exciton binding energy, Bohr radius, and nonlinearity (an exciton-exciton interaction). The combination of
particle band gap and exciton binding energy modulation results in the shift of the exciton resonance energy.
Applying local heating, we create spatial patterns with varying exciton resonant energy and an exciton flow
toward the energetically lower region of the sample.
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I. INTRODUCTION

The synthesis of atomically thin transition-metal dichalco-
genides (TMDs), such as MoS2 and WS2, opened new hori-
zons for contemporary semiconductor optics [1,2]. Thanks to
direct band gap and rich diversity of exciton states caused by
the presence of a valley degree of freedom, the family of TMD
monolayers becomes especially favorable for addressing a
wide range of exciton-related phenomena [3]. In addition,
the TMD monolayers possess giant exciton binding energy
of the order of 0.3–0.5 eV, allowing for a room temperature
operation. The study of excitonic effects in TMD monolay-
ers covers the spectroscopic measurement [4–11] and first-
principles calculation of binding energy [12–19], together
with analytic calculations of excitonic properties [20–23].

The electronic properties of all two-dimensional (2D) ma-
terials, with TMDs being a prominent example, are extremely
sensitive to external probes such as external gating potential,
local strain, and substrate effects. This circumstance opens a
way to the control of exciton resonant energy, arising via the
interplay of modification of both electronic band gap (Eg) and
exciton binding energy (Eb). In particular, the screening of
interparticle interactions via electrically injected free charge
carriers [24] or by the choice of a suitable substrate [25–29]
can be employed in order to manipulate the exciton energy
(EX = Eg − Eb). It should be mentioned that the modification
of electronic band gap (δEg) and exciton binding energy (δEb)
have the same sign and therefore the overall change in the
exciton energy, δEX = δEg − δEb, is mostly compensated.
Yet, this cancellation is not perfect, resulting in a significant
shift of the exciton resonant energy position of the order of
tens of meVs.

A more challenging task is to attain spatially resolved
control over exciton energy. One way to reach this was

suggested via application of spatially inhomogeneous strain
to the monolayer, leading to local modification of the band
gap, and thus creating the energy gradients for quasiparticles
throughout the sample [30–33]. The latter, known as exciton
funnel effect, can be favorable for enhancing the efficiency of
solar cells.

In this paper, we propose a new method to maintain spatial
control over exciton resonant energy in TMD monolayers.
The method is based on a spatially resolved modulation of
Coulomb interaction by means of dielectric environment. For
this purpose, we employ quantum paraelectric materials such
as SrTiO3 (STO) and KTaO3 (KTO), known for outstanding
dielectric properties, as the substrate.

There is a growing interest in exploring the effect of
substrate on the electronic and optical properties of 2D ma-
terials. Particularly, the heterostructure of STO substrate with
graphene [34–38] and TMD [39,40] is attracting considerable
attention. The large dielectric constant of STO substrates
strongly screens the long-range Coulomb interactions inside
2D materials. This property has already been employed in
experimental transport studies of graphene/STO heterostruc-
tures [34,38]. The angle-resolved spectroscopy of graphene
on STO demonstrated the temperature-dependent nonlinear-
ity of the energy spectrum, which can be attributed to the
modulation of the electron-electron interaction as a function
of temperature [36]. Recently, it was experimentally shown
that single-layer MoS2 can be grown on STO substrates
with different interface terminations [40]. The experimental
evidence implies that large triangle-shape flakes MoS2, with
up to 10 μm side lengths, are attached to STO surfaces owing
to a weak van der Waals interaction [40]. The experimental
measurements show that the photoluminescence efficiency of
single-layer MoS2/STO is high enough and this heterostruc-
ture could be promising for optoelectronics.
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Here, the substrate-induced screening is utilized to ma-
nipulate the electronic band gap and characteristic properties
of excitons in TMD, e.g., exciton binding energy and Bohr
radius. The latter ultimately results in the modulation of
exciton lifetime and nonlinearity, caused by exciton-exciton
Coulomb interaction. Precisely, we aim to study the effect
of spatially inhomogeneous temperature profiles in STO sub-
strates on the exciton properties in TMDs. We show that
the spatially resolved heating of the substrate results in a
corresponding gradient of the exciton energy. The latter plays
a role of the drifting force, routing the excitons toward the
minimum of exciton resonance energy EX , whereas typically
the exciton transport in TMD monolayers is of diffusive
character [41–46].

The characteristic feature of the quantum paraelectric com-
pounds (e.g., STO) is the strong quantum fluctuations close
to the ferroelectric critical point which suppresses the ferro-
electric order. Inverse dielectric function of these materials
scales as 1/ε(T ) ∼ T 2 close to the ferroelectric critical point
[47,48]. Due to the quantum paraelectric nature of STO at
low temperature, its dielectric constant can reach very high
values (∼104) in a few hundred Kelvin change of temperature.
Phenomenologically, one can use the Barrett formula for
STO’s dielectric constant above the critical temperature [49],

εSTO(T ) = a

coth(T◦/T ) − b
, (1)

where a ≈ 2143, b ≈ 0.90, T◦ ≈ 42 K. The strong
temperature-dependent dielectric constant of STO substrate
has a dramatic impact on the Coulomb interaction between
charged particles inside the 2D material. The temperature
gradient in STO can be generated in several ways such as local
heating by using lasers and Joule heating [50]. Particularly,
in Ref. [50], it is shown that by utilizing Joule heating in a
nanocontact, it is possible to create large temperature gradient,
�T ∼ 60 K, within nanoscale depth (∼250 nm). Here, we
assume a similar scenario where a desired temperature
profile can be achieved in STO by properly designing the
thickness of a metallic contact and fabricating a nanocontact.
A nonuniform resistivity, R(x) ∝ 1/�(x), comes as a result
of the nonuniform thickness of the metallic nanocontact,
�(x). Considering a current flow in the Ohmic nanocontact
with an inhomogeneous resistivity, an inhomogeneous
temperature can be achieved at the interface of STO and the
metallic contact. A schematic illustration of a nonuniform
temperature distribution is shown in Fig. 1. The rest of the
paper is organized in three sections. In Sec. II, we explain
the main steps of our modeling. In Sec. III we present our
numerical results and corresponding discussion. In Sec. IV,
we summarize the main achievements of the study and
provide the outlook for future directions.

II. METHODS

We consider a structure of an atomically thin monolayer of
MoS2 deposited on a bulk STO substrate, being a paraelectric
material with a giant dielectric constant [see Fig. 1(a)]. The
TMD monolayer represents a direct gap semiconductor, which
can host excitons at room temperature. The system can be de-
scribed as a two-body problem, which satisfies the following

FIG. 1. The sketch of monolayer TMD deposited on top of STO
substrate. The substrate is inhomogeneously heated from the bottom
by Ohmic contact of varying thickness. The color indicates the
variation of temperature along STO substrate. In the highly heated
region, the substrate permittivity is lower, resulting in strong band-
gap renormalization and a higher value of exciton resonance energy.
The spatially varying landscape of resonance energy routes excitons
excited by optical pumping to the lower temperature regions of the
sample, allowing us to create a controllable current of exciton cloud.
The red arrows denote the direction of the exciton gas flow.

Schrodinger equation:
[
− h̄2∇2

R

2M
− h̄2∇2

r

2μ
+ Eg(T (R)) + V (r, T (R))

]
�(r, R)

= EX(R)�(r, R), (2)

where r, R are the electron-hole relative and center of mass
(CM) coordinates, and M = me + mh, μ = memh/M are the
exciton total and reduced masses, respectively. For monolayer
MoS2, the electron and hole effective masses are me = 0.35m0

and mh = 0.45m0, where m0 is the free electron mass [14].
Here Eg(T (R)) stands for the single-layer band gap. Evi-
dently, both the band gap and the exciton binding energy
are determined by the Coulomb interaction in the structure.
Hence, we first proceed with the analysis of the Coulomb
interaction in the system.

Due to the discontinuity of dielectric permittivity at the
interfaces of the monolayer with substrate and cover layer (or
vacuum), the Coulomb interaction V (r, T (R)) substantially
differs from the conventional 1/r dependence. Typically, it is
described by the Keldysh-Rytova formula [51,52]. However,
the material properties of STO impose additional peculiarity
to the interparticle interactions in the considered system. Par-
ticularly, it is known that the capacitance of nanoscale STO-
based capacitors is strongly affected due to the formation of
the so-called dead layer at the STO-metal interfaces [53,54].
The latter is characterized by much smaller dielectric permit-
tivity, caused by the rearrangement of atoms to compensate
the strains on the surface of STO. It is still disputable whether
the presence of this layer is an inherent property of STO or
stems from fabrication imperfections. However, accounting
for a dead-layer impact allows us to provide a more realistic
description of such interfaces. In recent experiments with
graphene grown on STO substrate, it was shown that the STO-
induced screening is severely quenched [36], which can be
attributed to the dielectric constant reduction due to the dead
layer. Based on the aforesaid, we model this extra quenching
by considering a thin dead layer at the interface of STO/TMD
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as sketched in Fig. 1(a). The generic interaction potential in
Fourier space is given by

V (q, T ) = veh
q

εeff (q, T )
, (3)

where the bare attractive Coulomb interaction between an
electron and a hole reads veh

q = −2πe2/q with e as the
elementary charge. The effective substrate-induced nonlocal
dielectric function reads [55]

εeff (q, T ) = 1 + tanh2(qd/2)

2
{
1 + εTOP

εTMD
tanh(qd/2)

} f (ε1, ε2, hq) + εDL
εTMD

tanh(dq) f (ε3, ε4, hq)

f (εDL, εSTO, hq) + εDL
εTMD

tanh(dq/2) f (εSTO, εDL, hq)
, (4)

where f (ε, ε′, x) = ε + ε′ tanh(x) and

ε1 = εDL(εSTO + εTOP), ε2 = εSTOεTOP + ε2
DL,

ε3 = εSTOεTOP + ε2
TMD, ε4 = εSTOε2

TMD

εDL
+ εDLεTOP. (5)

For the shorthand notation in the above formula, we use εSTO

instead of εSTO(T ). Notice that εTOP ≈ 1 corresponds to the
dielectric constant of air; εTMD and d denote the dielectric
constant and the thickness of single-layer TMD. εDL and h
correspond to the dielectric permittivity and thickness of dead
layer. While the exact values of parameters for the dead layer
depend on particular experimental realization, we take its
width be of the order of 4 Å. The dielectric permittivity of
the dead layer is shown to be temperature independent [54]
and much smaller than that of bulk STO, and we assume it
to vary in the range of 10 to 100. Here we also disregard the
vertical variation of STO temperature. The latter is explained
by the evidence that only a few nm thick upper skin of
substrate affects the strength of Coulomb interaction inside
the single-layer TMD, and the temperature variation on that
length scale is negligible.

The parametric dependence of Coulomb interaction on the
substrate temperature is reflected in the temperature-induced
modulation of STO’s dielectric constant given in Eq. (1).
The heat impact on the effective dielectric function is shown
in Fig. 2(a). For small values of momentum, q, there is
a well-pronounced dependence of effective permittivity on
temperature, mostly determining the excitonic structure. On
the other hand, for larger values of q, the temperature de-
pendence is negligible, and the value of permittivity is small,
meaning a reduced screening of the Coulomb interaction. As
we show later, this circumstance leads to strong band-gap
renormalization due to Coulomb exchange between particles.
It should also be mentioned that the presence of the dead layer
significantly suppresses the impact of STO giant permittivity.

III. RESULTS AND DISCUSSION

In this section, we report and discuss our numerical results
on the impact of substrate temperature on excitons in single-
layer TMDs.

A. Band-gap renormalization

The modulation of electron-electron interaction strength
due to the variation of screening rate can lead to the renormal-
ization of a single-particle band gap in TMD layer. To evaluate
the strength of band-gap renormalization, we calculate the
mean-field self-energy correction to the energy spectrum in
TMDs. In the low-energy limit, the electron Hamiltonian of a

single atomic layer takes the following two-band form around
the corner of a hexagonal Brillouin zone [57–59]:

ĤTMD(k) = dI (k)Î + d(k) · σ̂, (6)

where Î and σ̂ = (σ̂x, σ̂y, σ̂z ) are the identity matrix and the
components of a Pauli matrix, respectively. The components
of the Hamiltonian Eq. (6) read

dI (k) = −μ + λIτzsz + A(a0k)2,

d(k) = (a0t0τzkx, a0t0ky,� + λτzsz + B(a0k)2), (7)
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FIG. 2. (a) Effective nonlocal dielectric permittivity versus sub-
strate temperature shown for the three values of wave vector q. The
dead-layer dielectric constant is εDL = 50. For the large values of
the wave vector (green curve), the effective dielectric screening is
very weak and almost independent on temperature. (b), (d) Relative
renormalization of single-layer MoS2 band gap as a function of dead-
layer permittivity for (b) different temperatures and (d) different
thicknesses of dead layer. Panel (d) is plotted for room temperature.
The strong renormalization can be attributed to weak screening of
Coulomb interaction at the limit of large wave vectors. (c) Band-
gap dependence on the substrate temperature. For larger values of
dead-layer permittivity, the renormalization is smaller due to the
reduced strength of Coulomb interaction. In all the panels, we set the
single-layer MoS2 thickness d = 0.31 nm, and dielectric permittivity
εTMD = 6.4 [56]. In panels (a), (b), (c), the dead-layer thickness is
h = 0.4 nm.

165303-3



SHAHNAZARYAN, KYRIIENKO, AND ROSTAMI PHYSICAL REVIEW B 100, 165303 (2019)

where μ = 0 is the chemical potential. Here, τz = ±1, sz =
±1 stand for valley and spin degrees of freedom, respectively.
Note that a0 = a/

√
3, where a = 3.16 Å is the lattice constant

of MoS2. The numerical values of the k · p Hamiltonian
parameters are taken as t0 ≈ 2.34 eV, B ≈ −1.135 eV, A ≈
121 meV, λ ≈ −40 meV, λI ≈ 34.5 meV, and the bare band
gap is set as Eg = 2� ≈ 2.6 eV based on experimental [60]
and theoretical [15] evidence. The self-consistent mean-field
self-energy correction is given by

�̂(k) = − 1

β

∑
q

∑
iωn

V (q − k)Ĝ(q, iωn). (8)

Notice that β = 1/kBT with kB as the Boltzmann con-
stant, iωn is the fermionic Matsubara frequency, V (q) is the
electron-electron interaction with a static screening effect, and
the Green’s function follows

Ĝ(q, iωn) = [iωn − ĤTMD(k) − �̂(k)]−1. (9)

We seek the self-energy function in the following generic two-
band form:

�̂(k) = �I (k)Î + �(k) · σ̂. (10)

Calculating the Green’s function, performing Matsubara sum-
mation over the fermionic frequency, and considering the
effective dielectric function given in Eq. (4), one obtains the
following self-consistent equations of the self-energy:

�(k, T ) ≈ 1

2

∑
q

vee
|q−k|

εeff (|q − k|, T )

d(q) + �(q, T )

|d(q) + �(q, T )| , (11)

in which we explicitly note the T dependence of the self-
energy and vee

q = 2πe2/q stands for the bare Coulomb inter-
action between two electrons. The approximation in Eq. (11)
corresponds to using the approximate values of Fermi-Dirac
distribution functions as fc ≈ 0 and fv ≈ 1 for the conduction
and valence bands, respectively. This assumption is justified
owing to the large value of the band gap comparing to kBT
at room temperature. Note that the �I term is decoupled from
the self-energy � when we use the approximate Fermi-Dirac
function. In fact, it is shown that �I results in an irrelevant
rigid energy shift [61,62] and therefore can be safely dropped.
Moreover, we recall that

∑
q ≡ ∫ qc

0

∫ 2π

0 qdqdφ/(2π )2. We
introduce an upper momentum cutoff qc chosen to preserve
the total available phase space. Namely, considering the val-
ley degeneracy Nv = 2, we set Nvπq2

c = SBZ, where SBZ =
8π2/(3

√
3a2

0) is the area of the Brillouin zone. This implies

a0qc =
√

4π/(3
√

3) ≈ 1.555. Eventually, the renormalized
band gap reads

E∗
g (T ) = Eg + 2�z(0, T ). (12)

The results of numerical simulations are shown in Fig. 2.
One general observation is that the presence of Coulomb
interactions essentially modifies the band gap. Depending on
the parameters of the dead layer, the renormalization rate,
i.e., (E∗

g − Eg)/Eg, varies in the 12–25% range [see Figs. 2(b)
and 2(d)]. In addition, there is a pronounced dependence on
the substrate temperature, resulting in change of band gap of
about 15 meV for the temperature variation of 300 K. Our
numerical results based on the simple low-energy modeling

are in good agreement with previous sophisticated theoretical
analysis and experimental measurements [15,25].

B. The modulation of binding energy

The modulation of the substrate dielectric constant εSTO

leads to modification of the spatial properties of excitons,
which become coordinate dependent. For a long wavelength
temperature profile, we can consider that εSTO changes
smoothly in space. Therefore, any significant variation hap-
pens on the scale of tens of nanometers, while the Coulomb
interaction inside the exciton occurs at sub-nm scale. This
means that one can safely neglect the modulation of substrate
permittivity as a function of exciton relative coordinate, i.e.,
∇rεSTO(T (R)) ≈ 0. The latter allows for the factorization of
an exciton wave function in the form �(r, R) = χ (r, R)ψ (R),
leading to the separation of exciton internal and CM dynam-
ics,[

− h̄2∇2
r

2μ
+ V (r, T (R))

]
χ (r, R) = −Eb(R)χ (r, R), (13)

and[
− h̄2∇2

R

2M
+ Eg(R) − Eb(R)

]
ψ (R) = EX(R)ψ (R), (14)

where Eb(R) > 0 is the exciton binding energy. As follows
from Eq. (14), Eb(R) plays a role of the effective potential
energy for the exciton CM wave function.

We note that Eq. (13) with the potential given by Eq. (3)
is not exactly solvable. To characterize the exciton internal
state, we employ a variational approach [63], using as a trial
function the conventional 2D exciton wave function [64] in
momentum space:

χ (q, R) = 2
√

2πλ(R)

(1 + q2λ(R)2)
3
2

. (15)

Here, λ(R) is a variational parameter and its critical value
which minimizes the binding energy is the Bohr radius, i.e.,
aB ≡ λ|min[Eb]. The results of the binding energy calculation as
a function of substrate temperature (dielectric permittivity) are
presented in Fig. 3(a). One immediate consequence is that the
absolute scale of binding energy is much lower than in con-
ventional hexagonal boron nitride (hBN)-based setups, where
it lies in the 500-meV range [8]. The latter arises from the
strong screening of interaction, stemming from the enhanced
impact of substrate permittivity. It is notable that while the
dead permittivity sufficiently determines the absolute value of
exciton binding energy, it almost does not modify temperature
dependence. The latter demonstrates about 10 meV change
for binding energy in the corresponding temperature variation
range for different values of dead-layer permittivity. The val-
ues of exciton Bohr radius vary little with temperature and can
be approximated as aB ≈ 1.35, 1.25, 1.15 nm for dead-
layer permittivity values εDL = 50, 35, 25, respectively.
In contrast to binding energy, these values are quite close to
exciton Bohr radius in TMD setups on conventional substrates
(about 1 nm). The violation of the conventional ratio be-
tween exciton energy and Bohr radius Eb ∝ 1/aB is explained
by the evidence that the Coulomb interaction generally in
TMD-based setups and particularly in the considered structure
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FIG. 3. (a) Exciton binding energy as a function of substrate
temperature for different values of dead-layer permittivity. The
modulation of Coulomb interaction strength results in variation of
binding energy, while the presence of a dead layer makes the impact
of the substrate less pronounced. (b) Exciton binding energy and
(d) Bohr radius as a function of dead-layer permittivity at different
substrate temperatures. (c) The shift of exciton resonant energy as
a function of substrate temperature. Despite the similar dependence
of band gap and exciton binding energy on substrate temperature,
there is a significant shift of exciton resonance position. Here the
dead-layer thickness is h = 0.4 nm, and the parameters of single-
layer MoS2 are the same as in Fig. 2.

essentially differs from that in dielectrically homogeneous
bulk media.

The dependence of exciton binding energy on dead-layer
permittivity is further revealed in Fig. 3(b), demonstrating
almost an order of magnitude change for dead-layer permit-
tivity variation in the range of 10 to 100. The corresponding
variation of Bohr radius is depicted in Fig. 3(d). We also note
that the binding energy can be easily fitted using a linear
function,

Eb(T ) ≈ E0 + ξT, (16)

where the values of E0 and ξ depend on width and permittivity
of the dead layer.

C. Exciton resonance energy

The temperature dependence of exciton resonant energy
shift relative to reference position at T = 100 K is shown
in Fig. 3(c). The figure illustrates that while the variation
of Coulomb interaction strength modifies both band gap and
exciton binding energy in the same direction, there is no exact
cancellation between these effects, leading to a significant
shift in the exciton resonance energy. The latter opens a way
for exciton routing, given that a temperature gradient through-
out the sample is created. We also note that the obtained
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 [
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FIG. 4. (a) Exciton-exciton interaction strength dependence on
substrate temperature. (b) Exciton-exciton interaction as a function
of dead-layer permittivity. The reduction of Coulomb interaction
strength with the increase of dielectric screening is partially com-
pensated by the increase of exciton Bohr radius, resulting in minor
variation of interaction strength.

result is in qualitative agreement with the recent experimental
observations of the exciton resonant energy response on the
modulation of dielectric permittivity [26,27,29].

D. Exciton nonlinearity

We proceed with the calculation of Coulomb interaction
between excitons. Strictly speaking, the exact value of interex-
citon interactions (or the nonlinearity) depends on the partic-
ular shape of spatial dependence of binding energy, defining
the form of exciton CM wave function. However, given the
smooth spatial variation of binding energy, one can assume
the exciton-exciton interaction to be defined solely by the
wave function describing exciton internal dynamics. Within
the scattering theory formalism, the interexciton interaction
can be presented as a scattering event between two excitons
of equal initial momenta, accompanied by momentum transfer
from one exciton to another [65]. The maximum of interaction
appears at zero exchange momenta and in the explicit form
reads [66]

g = 2

A

∫
V (q, T (R))

[
χ

(
k + q

2
, R

)]2
χ

(
k − q

2
, R

)

×
[
χ

(
k + q

2
, R

)
− χ

(
k − q

2
, R

)] d2q
(2π )2

d2k
(2π )2

, (17)

where A is the area of the sample. Here we neglect the
contribution of direct dipole-dipole interaction, as for TMD
monolayers it was shown to be negligibly small [63].

The results of the calculation as a function of temperature
are presented in Fig. 4(a). Similar to the binding energy, the in-
teraction strength grows monotonously by increasing the tem-
perature, owing to the reduction of screening effect. The
presence of the dead layer makes the temperature dependence
of interaction less pronounced, yet resulting in a few percent
change at 300 K range. However, it should be mentioned that
in striking difference with the binding energy, the absolute
value of exciton-exciton interaction strength is not dramati-
cally modified due to the giant screening by STO substrate.
Particularly, considering a single-layer MoS2 deposited on
hBN with permittivity εhBN = 5, an exciton has the properties
of EhBN

b = 344 meV, ahBN
B = 1 nm, ghBN = 1.32 μeV ·μm2.
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Such a behavior of the exciton-exciton interaction constant is
in excellent agreement with an earlier performed investigation
for WS2 single layer [63], where it was shown a reduction of
interaction strength of 30% in the limit of vanishing screening
length, corresponding to giant substrate screening of Coulomb
interaction. The small modulation of interaction energy stems
from the fact that for relatively larger values of momentum,
relevant for the integration in Eq. (17), the temperature depen-
dence of Coulomb is very weak [see Fig. 2(a)]. Figure 4(b)
illustrates the dependence of exciton-exciton interaction on
the dead-layer permittivity. The moderate change of interac-
tion strength here can be attributed to the counterplay between
the reduction of Coulomb interaction for the case of larger
screening and the enhancement of exciton Bohr radius.

E. Exciton routing

In the following subsection, we consider the dynamics of
exciton gas in a spatially inhomogeneous medium. For this
purpose, we theoretically model a spatially varying profile
of substrate temperature, which for instance can be created
by means of inhomogeneous heating. The latter results in
corresponding spatial modulation of the exciton resonance
energy. We note here that given the low exciton mobility and
mean-free path, Eq. (14) fails to describe the collective motion
of the exciton cloud. Instead, the correct description of exciton
propagation implies a diffusive treatment [45], where the
gradient of exciton resonance energy leads to the appearance
of a drifting force. In addition, the variation of temperature
results in the modulation of the diffusion coefficient as well.
The diffusion coefficient is linked with the exciton mobility
μX via Einstein relation, D(x) = μXkBT (x). Here, exciton
mobility is defined as μX = τc/M, where τc is the average
time interval between exciton collisions. For the monolayer
MoS2, it is found to be τc = 260 fs [44]. Thus, the exciton
transport in the considered structure can be described by the
following drift-diffusion equation:(

∂

∂t
+ 1

τX

)
n(x, t )

= μX(∇2EX + kB∇2TX)n(x, t ) + μX(∇EX

+ kB∇TX)∇n(x, t ) + ∇[D(x)∇n(x, t )], (18)

where τX is the exciton lifetime. The first terms in brackets
on the right-hand side of Eq. (18) stems from the spatial
gradient of exciton resonant energy. The second terms cor-
respond to the contribution of Seebeck effect [46,67]. The
latter drives excitons from hot to cold areas of the structure,
thus working in line with the considered routing mechanism.
Here the impact of Seebeck mechanism is accounted for in the
assumption that the temperature of exciton gas coincides with
that of the structure, corresponding to the limit of fast exciton
thermalization. It should be mentioned that the dynamics
of exciton propagation can be influenced by the impact of
exciton-phonon coupling [46], consideration of which, how-
ever, is beyond the scope of the current investigation.

The low-temperature radiative lifetime value for single-
layer TMD deposited on an hBN substrate is about 1 ps
[3]. In contrast, at room temperature it can reach up to τ ≈
1 ns [68–70]. Yet, given the reduced binding energy in the
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FIG. 5. (a) Real-space dependence of the substrate temperature.
The right axis stands for corresponding change of exciton resonant
energy. The magenta arrow indicates the region of localized res-
onant excitation of exciton cloud. (b) Normalized exciton density
distribution at t = 1 ns after the excitation. The different colors
correspond to the temperature profile in panel (a). Black curve shows
the initial excitation spot. (c) Normalized exciton density distribution
at different times for varying spatial profile of temperature, corre-
sponding to the blue curve in panel (a). (d) The temporal dependence
of maximum of exciton cloud. Thick (thin) lines correspond to the
presence (absence) of Seebeck effect. The colors correspond to that
in panel (a). The reduction (enhancement) of exciton energy creates
attractive (repulsive) force, blue (green) curve. The Seebeck effect
essentially enhances the routing efficiency.

considered structure, one should account for the impact of
nonradiative decay channels as well. For numerical simula-
tions, we use the value of τ = 100 ps.

We consider three scenarios of spatial trend of substrate
temperature and the corresponding exciton resonance energy
relative to the initial excitation spot. These scenarios are
depicted in Fig. 5(a), with an arrow indicating the position
of the initial excitation of the exciton cloud. For the sake of
simplicity, we choose linear dependence of the temperature
spatial profile, meaning that the first bracket on the right-
hand side of Eq. (18) vanishes. We start with the initial
exciton distribution being n(x, 0) = n0 exp(−x2/x2

0 ), where
x0 = 400 nm, in accordance with relevant experimental con-
ditions [45]. Figure 5(b) demonstrates the normalized exciton
density spatial distribution at 1 ns after initial excitation for
different scenarios. In the presence of temperature gradient,
the combined action of exciton resonant energy difference
and Seebeck effect pushes the maximum of the exciton cloud
toward a colder area of the sample. Figure 5(c) illustrates
the snapshots of spatial profiles of exciton density at various
moments after the initial excitation. The spatial gradient of
temperature and exciton resonant energy here correspond to
the blue curve in Fig. 5(a).
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Finally, we study the contributions of resonant energy
gradient and Seebeck effect due to the temperature gradient
to the routing efficiency. Figure 5(d) illustrates the temporal
evolution of the maximum of exciton distribution position,
accounting for Seebeck effect (thick lines) and the absence
of it (thin lines). In principle, a scenario when the Seebeck
effect is absent can be realized when the gradient of exciton
resonant energy is created by means of inhomogeneous strain
of substrate rather than temperature gradient. However, this
task is beyond the scope of the current paper and is left
for future investigations. As it follows from Fig. 5(d), the
presence of Seebeck effect essentially enhances the efficiency
of routing.

IV. CONCLUSION

In conclusion, we studied the impact of a paraelectric
substrate (using strontium titanate, SrTiO3 as an example) on
the excitonic properties of a TMD e.g., MoS2) monolayer. It
was found that the giant screening of Coulomb interaction
leads to sufficient band-gap renormalization and quenching of
the exciton binding energy. The pronounced dependence of
SrTiO3 permittivity on temperature allows for rigid manipula-
tion of exciton resonance energy in a single layer. By applying
inhomogeneous heating, it is possible to create a prominent

gradient of substrate temperature on the scale of tens of
nanometers, directly mapped to the exciton resonant energy.
The latter opens a possibility to create controllable exciton
currents, having significant potential for exciton transport-
based applications. Finally, we note that the proposed effect
of exciton routing can be essentially enhanced for the case of
strong light-matter coupling regime, leading to the formation
of exciton polaritons [71,72]. The ultrasmall effective mass
of the latter, stemming from the photonic counterpart, would
enhance the particle mobility by several orders, allowing us to
span the routing distance to tens and hundreds of μm.
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