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Optical study of the anisotropic erbium spin flip-flop dynamics
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We investigate the erbium flip-flop dynamics as a limiting factor of the electron-spin lifetime and more
generally as an indirect source of decoherence in rare-earth-doped insulators. Despite the random isotropic
arrangement of dopants in the host crystal, the dipolar interaction strongly depends on the magnetic field
orientation following the strong anisotropy of the g factor. In Er3+ : Y2SiO5, we observe in a 10-ppm doped
sample a 3 orders-of-magnitude variation of the erbium flip-flop rate, as expected from the dipolar coupling
term between identical spins with an anisotropic g tensor. We can estimate the correct order of magnitude for a
50-ppm concentration, but we can only reproduce qualitatively the orientational variation of the flip-flop rate.
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I. INTRODUCTION

Rare-earth ions are appealing qubits to store and process
quantum information. When embedded in crystalline matri-
ces, they combine well-protected spin and optically active
transitions. The interplay between the spin and atomiclike
optical excitations places the rare-earth species at the interface
between solid-state and atomic physics. Within the lanthanide
series, the Kramers ions (odd number of electrons) exhibit
a strong paramagnetic sensitivity because of the crystal field
levels admixture, leading to a large anisotropic effective elec-
tron spin [1]. They also hold a lot of promises in quantum
information, because a moderate bias magnetic field induces
electron paramagnetic resonances (EPR) in the few-gigahertz
range. This typical splitting falls in the range of supercon-
ducting qubits to form a hybrid interface between the actively
investigated quantum electronics circuits and solid-state spins
as a memory buffer [2,3]. Additionally, the noticeably narrow
inhomogeneous line (∼1 GHz) is well resolved at low field,
thus allowing the spectral optical addressing of spin-selective
transitions. The convergence of the appealing spin and optical
properties has recently attracted a lot of attention to pro-
mote Kramers paramagnetic ions as a quantum spin-photon
interface with highly diluted samples [4–6] or more recently,
with single ions [7,8]. Among them, erbium is emblematic
because its optical transition falls in the telecom range and it
exhibits large g-factor values (g ∼ 15) in some crystals such
as Er3+ : Y2SiO5 or Er3+ : LiNbO3 [9–11]. The tribute to pay
to these attractive properties is a rapid loss of decoherence
due to the enhanced sensitivity to the magnetic fluctuations.
Whatever the viewing angle, optics or EPR, the spin dynami-
cal properties are absolutely critical. They obviously directly
impact the outcome of the EPR spectroscopy, but they also
influence the optical coherence time by the differential mag-
netic fluctuations between the ground and optically excited
states [12].

The spin dynamics is essentially governed by two mech-
anisms [12]. On the one side, spin lattice relaxations (SLR)
describe the interaction of the spin with the phonon bath

[13]. They can be detailed in different mechanisms, namely,
direct, Raman, and Orbach, depending on the process order
(one- or two-phonon) and the level diagram (on- or off-
resonance phonon interaction). However, at liquid helium
temperatures, the two-phonon processes are usually negligi-
ble. Thus, the SLR is dominated by the direct process. On the
other side, the cross-relaxation between adjacent impurities
with opposite spin orientations, also known as the flip-flop
mechanism (FF), appears as an important process even in
low-doping samples [14,15]. Both SLR an FF mechanisms
primarily describing the population decay, or in other words,
the longitudinal relaxation, indirectly induce decoherence.
Indeed, the fluctuations of the spins generate a background
noise leading to decoherence, or transverse relaxation. SLR
and FF have very different dependencies as a function of the
applied magnetic field [12,16,17]. Practically, SLR dominates
at large field and FF at low field. As the magnetic field energy
splitting increases and becomes larger than kBT (where kB

is the Boltzmann constant and T the temperature), the spins
become fully polarized, thus preventing the FF. At the same
time, the phonon density increases, making the SLR more
efficient. At the end, SLR and FF are well separated and can be
considered and fought independently to prevent relaxation. At
large magnetic fields, SLR can be controlled by adjusting the
level structure with respect to the photon density. This can be
done, for example, by a clever orientation of the magnetic field
relying on the highly anisotropic Zeeman interaction [18,19]
or by a direct nanostructuration of the material to control the
intrinsic phonon density [20–22]. FF can be also avoided by
cooling the spins to a few tens of mK, thus benefiting from a
fully polarized sample at thermal equilibrium. By going deep
into the SLR regime, the phonon-bottleneck relaxation has
been observed very recently at 20 mK [23].

The low-field limit at larger temperature, typically in the
2–4 K range, also deserves consideration because it offers re-
laxed experimental conditions. As previously mentioned, with
a few gigahertz Zeeman splitting and well-resolved optical
transitions, this is a region of interest for quantum information
applications. The FF dominates the spin dynamics in that
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case. A partial optical spin polarization can be obtained by
frequency-selective optical pumping, also known as spectral
hole burning [16,17,24]. The imprinted spectral pattern, usu-
ally burned during the preparation stage of quantum memory
protocols [25], and references therein], has a lifetime limited
by the FF mechanism. The reader more familiar with EPR
measurements may be confused by the translation of the FF
mechanism into a population decay. The optical technique,
spectral hole burning, selects a small fraction of the spins
(less than 1% for a typical hole linewidth as compared to the
inhomogeneous broadening). The flip-flop mechanism mostly
involves an optically probed spin which is cross-relaxing with
an unprobed spin. This translates into a population decay for
the probed ensemble. Motivated by the potential applications
and more generally by the possibility to optically control the
out-of-equilibrium ensemble polarization, we optically study
the FF cross-relaxation process between erbium spins.

As previously discussed in the case of Nd3+ : Y2SiO5, an
order-of-magnitude anisotropy in the g factor should translate
into 4 orders of magnitude for the FF rate [17], Supplemental
Material]. As pointed out by Cruzeiro et al., the predicted
angular variation of the FF rate still needs to be confirmed
experimentally [17], Supplemental Material]. This is the focus
of the present paper. We intentionally apply low magnetic
fields where the dynamics is dominated by the FF relaxation.
At low field (a few mT), the SLR mechanism can indeed be
fully discarded. As a rough estimation, one can, for example,
notice that the SLR rate leads to a 10–100 ms relaxation
time for a magnetic field B ∼ 0.1–1 T for a Kramers doublet
[12,17]. The SLR rate scales as B4, so a reduction of the
magnetic field by an order of magnitude leads to a SLR
relaxation time in the range of tens or hundreds of seconds
at minimum. This is in any case much longer than the FF
lifetimes that will be considered in the following.

The strong angular variation that we study here may have a
serious impact if the crystal is not properly oriented. In others
words, when the low-magnetic-field dynamics is considered,
any evaluation of the cross-relaxation between Kramers ions
based on an average effective isotropic g factor should be
handled with extreme precautions.

The paper is organized as follows. We first focus on
the dipolar coupling between two identical spins with fully
anisotropic g tensors and explain how this mechanism leads
to an expected anisotropic FF rate (Sec. II). This description
can be seen as the extension and the generalization of pre-
vious work [17], Supplemental Material]. We then use optical
techniques (transient excitation and accumulated spectral hole
burning) to measure the anisotropy of the FF rate of Er3+
in Y2SiO5 as a function of the magnetic field orientation
for two concentrations of 10 and 50 ppm (Sec. III). We
verify that the lifetime varies by several orders of magnitude,
as expected from the g-tensor theoretical calculation. The
experimental results are finally analyzed and discussed in light
of an elementary model whose fitting variables can serve as an
estimate of microscopic parameters (Sec. IV).

II. DIPOLAR COUPLING ANISOTROPY IN THE CASE
OF Er3+ : Y2SiO5

We here discuss the origins of the flip-flop anisotropy by
considering the dipole-dipole interaction between identical

spins. This dynamics has been investigated in the context of
spin diffusion in a broad sense (spatial and spectral) [26],
chap. 4, Spin diffusion in solids]. Starting from the seminal
work of Bloembergen et al. [27,28], this is still an active
subject of research widely stimulated by the perspectives
in quantum information for which spin impurities in solids
appear as a useful resource [29], and references].

The conventional perturbative approaches are based on
Fermi’s golden rule (FGR). Despite a historical prevalence
[27,28] and a good ability to rapidly extract orders of magni-
tude [30], Mims, Chap. 4, p. 294], the approaches based on the
FGR appear limited to fully predict the spin ensemble dynam-
ics. The most sophisticated models account for the different
dipole-dipole pairs in the crystal and subsequently average
the obtained decay curves [31]. This leads to nonexponential
decays that would be challenging to distinguish in our case
from a multiexponential curve that we observe because of the
different decay channels and ion species (see Sec. IV). The
so-called stretched exponential can be obtained in the limit of
a continuous spatial distribution of impurities, but the exact
arrangement of the spins and the local range of validity of the
perturbative assumption should be handled with precaution
[32]. An advanced modeling is not the goal of the present
paper, which focuses on the experimental evidence of the
anisotropy. Nevertheless, we hope a theoretical effort will be
made in this direction.

In order to exploit our experimental results and at min-
imum extract orders of magnitude for a microscopic de-
scription, we will stick to the conventional approach based
on the FGR, assume a continuous spatial distribution, and
finally, include fitting parameters for the experimental data of
Sec. III B.

We start by evaluating the dipolar coupling term between
identical spins involved in a flip-flop process. This latter
reads as 〈+−|Hi j |−+〉, where Hi j stands for the magnetic
dipole-dipole Hamiltonian of a given i, j ion pair. |+〉 and |−〉
are the eigenstates of the Zeeman Hamiltonian. The coupling
Hamiltonian explicitly reads as

Hi j = − μ0

4π

1

r3
i j

[3(μi · ui j )(μ j · ui j ) − μi · μ j], (1)

where ri j , ui j , and μi, j respectively represent the inter-ion
vector, the unit vector along ri j , and the magnetic dipole
moments.

The term 〈+−|Hi j |−+〉 drives the flip-flop process. It
contains the anisotropy derived from the ¯̄g-tensor values.
More precisely, the magnetic dipole moment μi can indeed
be written in terms of the effective spin operator Ŝi as

μi = μB ¯̄g · Ŝi. (2)

In the frame (x, y, z) where the ¯̄g tensor is diagonal, μi reads
as

μi = μB(Ŝi,xgxux + Ŝi,ygyuy + Ŝi,zgzuz ), (3)

where

¯̄g =
⎛
⎝gx 0 0

0 gy 0
0 0 gz

⎞
⎠ (4)
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and (ux, uy, uz ) represent the unit vectors of the reference
frame. When B is directed along Oz, Ŝz and the Zeeman
Hamiltonian share the same eigenvectors. Hence, 〈+|Ŝi,z|−〉
vanishes and 〈+−|Hi j |−+〉 does not depend on gz. Con-
versely, 〈+−|Hi j |−+〉 does not depend on gx or gy when B is
directed along Ox or Oy, respectively. That feature is critical
to understand the anisotropy of the coupling mechanism and
will prove to be important in the following.

The application of the FGR requires a description of the
final states as a continuum of energy states. In that case,
for a given target ion i, we choose to represent the different
interacting ions j which can induce a FF process as different
final states. The coupling term, more precisely, the square of
the matrix element, should be replaced by an average value
〈|〈+−|Hi j |−+〉|2〉Av

, where 〈...〉Av represents the averaging
between the distributed pairs in the crystal.

The FF rate RFF is then evaluated as

RFF = 2π

h̄
〈|〈+−|Hi j |−+〉|2〉Av × 1

h̄�g
, (5)

where 1/h̄�g is the density of final states described by �g

representing the spin transition width, or more precisely, its
inhomogeneous broadening (in s−1). This is an experimental
parameter that can be measured independently, as will be
discussed in Sec. IV.

The evaluation of the distribution averaging 〈...〉Av can be
taken in the continuous limit. The pairs are randomly dis-
tributed with an average distance much larger than the nearest-
neighbor separation in the unit cell. Even if the ions seat at a
discrete location in the crystal structure, at large distances, the
pair distribution appears as continuous [32]. Additionally, the
Hi j structure Eq. (1) suggests that the averaging in Eq. (5) can
be approximately evaluated as a combination of first angular
averaging over the ui j direction and then as a sum over the
inter-ion distance ri j . Therefore,

〈|〈+−|Hi j |−+〉|2〉Av ≈
( μ0

4π
μ2

B

)2
× �

(
¯̄g, B

) ×
〈

1

r6
i j

〉
Av

,

(6)

where μB denotes the Bohr magneton, and the dimensionless
coupling factor �( ¯̄g, B), resulting from the angular averaging,
is defined as a continuous integral:

�( ¯̄g, B) = 1

4π
× μ−4

B ×
∫

dui j |〈+−|3(μi · ui j )(μ j · ui j )

−μi · μ j |−+〉|2. (7)

This average value depends on the ¯̄g tensor and on the B
direction, which determines the eigenvectors (|+〉, |−〉). The
detailed calculation of �( ¯̄g, B) is deferred to Appendix. This
first term is responsible for the FF anisotropy and should be
analyzed in detail.

The second term 〈 1
r6

i j
〉

Av
actually raises many questions that

will be discussed at the end of this section, Sec. IV. At this
level we leave this aside because this term does not depend on
the magnetic field orientation, so we focus on �( ¯̄g, B).

In order to evaluate the dipole-dipole coupling term in
Er3+ : Y2SiO5, we consider only the zero-nuclear-spin iso-
topes (78% of the doping ions), ignoring the 167Er isotope

(22% abundance with nonzero nuclear spin). The FF dy-
namics of the 167Er is clearly more complex because of the
hyperfine structure, as will be discussed in IV. It should
be noted that the 167Er population is redistributed between
many hyperfine states, which reduces their optical signature as
compared to the dominant zero-nuclear-spin isotopes. In any
case, the required smallness of the spin-spin interaction with
respect to Zeeman splitting (perturbative approach) is satisfied
at external magnetic field values as small as 1 mT. In a 10-ppm
Er3+ : Y2SiO5 crystal, at B = 1 mT, the Zeeman interaction
varies between 5 and 50 MHz, depending on the crystal
orientation, whereas the Er-Er interaction ranges within 1 and
100 kHz. As we will discuss in Sec. IV, we use a very weak
magnetic field to minimize the observed inhomogeneous spin
broadening. We choose to keep it constant to B = 0.3 mT for
experiments on the 10-ppm sample (0.15 mT for the 50 ppm)
and vary the field orientation to reveal the anisotropy. The
example of Er3+ : Y2SiO5 is particularly interesting because
it shows strong anisotropic properties. Indeed, in the frame
(x, y, z) where the ¯̄g tensor is diagonal,

gz ≈ 10 gy ≈ 30 gx. (8)

As pointed out above, 〈+−|Hi j |−+〉 and consequently,
�( ¯̄g, B), depend only on the gx and gy components, much
smaller than gz in Er3+ : Y2SiO5, when the applied magnetic
field is directed along Oz. According to the general expression
derived in Appendix,

�( ¯̄g, B) = 1
20

(
g4

x + g4
y − g2

xg2
y

)
. (9)

This situation is almost reached when B is directed at about
φ = 135◦ from D1 in the D1 − D2 plane, or in other words,
the principal axis lies almost in the D1 − D2 plane.

The gz contribution raises as the B direction departs from
Oz, reaching a maximum when B lies in the xOy plane. Then
�( ¯̄g, B) reads as

�( ¯̄g, B) = 1
20

(
g4

z + g4
⊥ − g2

zg
2
⊥
)
, (10)

where

1

g2
⊥

= 1

B2

(
B2

x

g2
y

+ B2
y

g2
x

)
. (11)

This situation occurs for φ ≈ 30◦. According to Eqs. (9)
and (10), the FF relaxation rate should scale by a factor of
(gz/gy)4 � 104 between those two situations (neglecting the
small gx contribution). Note that in a scenario where the g
tensor is isotropic, �( ¯̄g, B) would be totally independent of
the external magnetic field direction.

We calculate the �( ¯̄g, B) variation with the external mag-
netic field B direction in the crystalline frame (D1, D2, b).
Figure 1 shows the map of �( ¯̄g, B) following the general
expression Eq. (A9) as a function of φ and θ the angles of
B in the (D1, D2, b) frame. We expect strong variations within
several planes, including the D1-D2 plane that we considered
above.

We now come back to the evaluation of the second term
〈 1

r6
i j
〉

Av
. Without any specific assumption on the spin arrange-

ment in the crystal cell, a continuous spatial distribution of
impurities can be assumed. In that case, the continuous inte-
gral replacing 〈 1

r6
i j
〉

Av
diverges close to ri j → 0. A minimum
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FIG. 1. Map of �( ¯̄g, B) as a function of the orientation of the
external magnetic field. The angles φ and θ are the angles of the
external magnetic field B in the crystalline frame (D1, D2, b). When
θ = 90◦, the field lies in the D1 − D2 plane. Note the logarithmic
color map.

cut-off distance R0 has to be introduced as in Ref. [32], so we
approximate 〈

1

r6
i j

〉
Av

≈ 4π

3

ns

R3
0

. (12)

The physical meaning of the R0 cutoff should be discussed.
One could, for example, choose the nearest-neighbor distance
between spins. This choice would intrinsically assume that
the FGR is valid at any distance between dopants, especially
at close distances where the density of final states [given
by 1/h̄�g in Eq. (5)] may be difficult to define properly.
This cut-off distance could alternatively represent the range
at which the pairwise interaction is not simply given by the
dipole-dipole coupling but may also contain an exchange term
[33] or an additional distortion of the crystalline cell because
of the dopant ion’s proximity, for example. At this elementary
level of modeling, we decide to keep R0 as a free fitting
parameter representing the spatial range of validity of Eq. (5)
and potentially including different unidentified contributions.
We simply scale R0 by comparison with the average spin
distance 1/ 3

√
ns and introduce a dimensionless parameter α0

such as α0 = nsR3
0:

RFF = 1

12h̄2 μ2
0μ

4
B × �

(
¯̄g, B

) × n2
s × 1

α0�g
. (13)

We will leave α0�g as a free scaling fitting parameter for the
two experimental sets of Sec. III B.

III. FLIP-FLOP RATE MEASUREMENTS
IN ERBIUM-DOPED Y2SiO5

Because of the strong variation of the expected lifetime,
different techniques must be used to cover the measurement
range, namely, the accumulated spectral hole burning and
the optical inversion recovery. In short, the first technique

FIG. 2. Optical measurement techniques. (Left) Accumulated
spectral hole burning: the spin polarization is obtained by pumping
through the optically excited state. (Right) Optical inversion recov-
ery: a spin population imbalance can also be created by transient
optical excitation (π pulse typically) when the spin lifetime is much
shorter than the optical decay time. See text for details.

is well adapted for the measurement of long spin lifetimes
(as compared to the optical lifetime) and the second one
for short lifetimes. In practice, when no long-lived spectral
hole burning feature is observed, short spin lifetime can be
revealed by optical inversion recovery. We first discuss the
methodology (relevant level structure and techniques) and
then detail the experimental results.

A. Spin lifetime optical measurement techniques

The method of choice to measure optically the spin lifetime
is spectral hole burning (SHB) [17,24,34–38]. In a simplified
picture, SHB operates as optical pumping in an equivalent
three-level system, as represented in Fig. 2 (left). This ideal
scheme corresponds well to the case of Er3+ : Y2SiO5. The
4I15/2 → 4I13/2 optical transition of Er3+ splits into ground
and excited Kramers doublets, leading to a four-level struc-
ture. The laser frequency determines the spin levels that are
addressed by the optical excitation (|−〉g → |−〉e). We can
reduce the structure to a three level by just neglecting |+〉e.
This simplification is made possible because the direct spin
relaxation in the excited state |−〉e ↔ |+〉e can be neglected.
More precisely, in the FF regime, the optically excited spin
density is so weak that the |−〉e ↔ |+〉e cross-relaxation is
extremely unlikely [39,40]. The SHB structure consists of
three levels, namely, |−〉g, |−〉e, and |+〉g. Instead, if the
laser excites the crossed transition |−〉g → |+〉e, which cor-
responds to a different subset of ions (frequency class) [41],
the |−〉e level can be neglected.

In this archetypal SHB three-level structure, the continuous
optical excitation (Fig. 2, left) is redistributed between the
ground-state sublevels, in accordance with the branching ratio
R from the excited state. SHB is a cumulative process that
can fully polarize the spins, provided the spin relaxation is
slow as compared to the optical pumping rate R/T opt

1 where
T opt

1 is the optical lifetime. Even if some population is left in
the optically excited state, this latter decays in a characteristic
time of T opt

1 , the spin lifetime appearing as a slower timescale
on the population decay curve.

On the contrary, when spin relaxation is too fast, one
cannot accumulate a spin population imbalance, and an
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alternative measurement method to SHB is needed. Instead
of using a continuous laser for optical pumping, we perform
transient optical excitation as illustrated in Fig. 2 (right). The
π pulse achieves transient spin imbalance between |−〉g and
|+〉g by promoting the |−〉g population into the optical excited
state. The rapid recovery, caused by spin cross-relaxation, can
be probed on the optical |−〉g → |−〉e transition. Having no
time to scan the probe frequency, as we did in SHB, we instead
measure only the transmission of a weak and short probe
pulse. Inversely, the spin lifetime appears as a rapid timescale
on the population decay curve and T opt

1 as a longer tail.
These two complementary techniques, namely, accumu-

lated SHB and optical inversion recovery (π -pulse excitation)
as distinguished in Fig. 2, are used alternatively. In practice,
if accumulated SHB is observed revealing a large FF lifetime,
meaning significantly larger than T opt

1 = 11 ms, the spin life-
time is extracted from the SHB decay. Otherwise, the optical
inversion recovery is used. In short, as compared to T opt

1 ,
the FF lifetime would represent the long decay time of the
population for SHB and the rapid one for optical inversion
recovery.

As we will see in Sec. III B, for the 50-ppm Er3+ : Y2SiO5

sample, the optical inversion recovery is used exclusively
because the spin lifetimes are short. For the 10-ppm sample,
accumulated SHB and optical inversion recovery are used al-
ternatively to cover the different orders of magnitude expected
for the anisotropic coupling term (Sec. II).

B. Experimental results

The two crystals under study are monoclinic Y2SiO5,
grown by Scientific Materials Corporation; erbium substitutes
for yttrium at dopant concentrations of 10 and 50 ppm, re-
spectively. Among the two crystallographic substitution sites,
we consider the one at 1536.48 nm, referenced as site 1
[9]. We use a liquid helium cryostat to cool the crystal at
2 K and a superconducting coil, controlled by a low-voltage
power supply, to generate a weak 0.15–0.3-mT magnetic
field. We use the three optical extinction axis (D1-D2-b) as a
reference frame. Light propagates along b, whereas the crystal
is placed on a rotating mount (Attocube ANRv51/LT) so that
the external magnetic field can be rotated in the whole D1-D2

plane.
As discussed in Sec. III A, to measure the spin lifetimes

of the 10-ppm crystal, we implement the SHB experiment for
angles from 60◦ to 180◦ where long lifetimes are observed.
For angles φ from 5◦ to 55◦, the spin lifetimes appear to
be shorter than the optical lifetime so we use the optical
inversion recovery technique. For the 50-ppm sample, the
observed lifetimes are around or shorter than T opt

1 = 11 ms
for any angle. Therefore, the optical inversion recovery is
implemented exclusively.

For both measurement techniques, the optical setup is the
same. We split a Koheras narrow-band fiber laser in two
beams, the pump and the probe. The pump is amplified with a
ManLight erbium-doped fiber amplifier. These two beams are
temporally shaped by acousto-optic modulators, controlled by
an arbitrary wave-form generator (Tektronix AWG520). Then,
pump and probe beams counterpropagate in the crystal with
typical power of 20 mW and 100 μW, respectively. Finally,

FIG. 3. Optical inversion recovery decay of the 10-ppm sample
for B at 30◦. We fit data with two exponential decay curves. One
can extract the FF lifetime τ = 220 μs from the shortest decay as
discussed in the text. Its amplitude represents approximatively 40%
of the whole population decay.

the probe is measured by an avalanche photodetector. The
time sequences are different for the two techniques. For the
SHB experiment, we use a 100-ms pump and 500-μs weak
probe. We sweep the probe frequency to record the central
hole area decays. For the optical inversion recovery, a 200-ns
rms-duration pulse has a typical area of π (transient excita-
tion, see Fig. 2). The mean transmission of a 10-μs probe
pulse gives us the temporal evolution of the absorption at
different waiting times after the π pulse (inversion recovery)
The 10-μs probe duration gives the shortest measurable decay
time that can be reached for concentrated samples. Figure 3
gives an example of the technique for the 10-ppm sample.

Both techniques exhibit decay curves characterizing the
population dynamics. For the sake of simplicity, we assume
that the decays are exponential following the conventional
approach introduced in Sec. II. As discussed in Sec. III A in
a simplified three-level system, these decays should have two
characteristic times (see Fig. 3), T opt

1 and τ , where T opt
1 is the

optical lifetime and τ the spin lifetime. We should be able
to extract the spin lifetime by fitting data with the following
formula:

	αL(t ) = αL

(
(1 − a)e

− t

T
opt
1 + ae− t

τ

)
, (14)

where T opt
1 is fixed to 11 ms. We choose to set the coefficients

αL and a as free parameters even though they could be mea-
sured and calculated, respectively, by modeling the optical
pumping dynamics. This is not the goal of the present paper,
and we observe experimentally that their values depend on the
efficiency of optical pumping or the π -pulse excitation, which
varies significantly when rotating the sample.

However, in practice, Eq. (14) is not sufficient to fit the
very different situations encountered when we change the
angle of the magnetic field. Indeed, for a magnetic field
of around 130◦, the data from the SHB experiment reveal
persistent holes already observed [24]. Their origin will be
discussed in Sec. IV. Therefore, we have to include this effect,
adding another exponential with a long decay time τlong in the
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FIG. 4. Variation of the spin lifetime (log scale) with the angle
φ of an external magnetic field of 0.3 mT in the D1 − D2 plane
for the 10-ppm crystal. Blue shaded area, optical inversion recovery
technique when the expected lifetime is typically shorter than T opt

1 =
11 ms (green dashed line). Yellow shaded area, accumulated SHB
technique for longer lifetimes. The markers are the experimental
measurements of τ , and the red curve is a fitting model that will be
discussed in Sec. IV.

fit formula:

	αL(t ) = αL

(
(1 − a − b)e

− t

T
opt
1 + ae− t

τ + be
− t

τlong

)
. (15)

To evaluate the FF rates, we extract the characteristic times
τ . The long lifetime τlong whose origin will be discussed in
Sec. IV also exhibit an orientational dependency and varies by
orders of magnitude from a few seconds to minutes, globally
following the predicted FF anisotropy. As opposed to T opt

1 ,
which can be maintained as a fixed parameter for data fitting,
τlong should be kept as a free parameter (as the corresponding
amplitude b) because it depends on the orientation.

The fitted value of τ for a varying magnetic field are
represented in Figs. 4 and 5 for 10 and 50 ppm, respectively,
and fitted with an elementary model that we will discuss in the
following (Sec. IV).

FIG. 5. Variation of the spin lifetime (log scale) with the angle φ

of an external magnetic field of 0.15 mT in the D1 − D2 plane for the
50-ppm crystal. The experimental measurements correspond to the
optical inversion recovery technique only.

IV. DISCUSSION

The strong anisotropy that can be inferred from Eq. (13),
fully contained in �( ¯̄g, B), is indeed observed in Fig. 4 for
the 10-ppm sample. The anisotropy factor on the spin lifetime
is 2.1 × 103 as the magnetic field is rotated in the D1 − D2

plane. This value can be compared to the expected 5.1 ×
103 predicted from the �( ¯̄g, B) dependency in Eq. (7). This
argument apparently supports a conventional approach based
on the FGR involving the average of the squared dipole-dipole
coupling term. Unfortunately, the large anisotropy factor is not
observed with the 50-ppm sample in Fig. 5: the observed ratio
between the maximum and the minimum lifetimes is only 16
instead of the predicted 5.1 × 103.

The fitting parameter α0�g can now be extracted sepa-
rately for the two experimental sets of data, TFF in Figs. 4
and 5 compared to 1/RFF, the decay time. Again, the angular
dependency is fully contained in the anisotropic term �( ¯̄g, B).
We obtain for the fit α0�g = π × 1.8 MHz for the 10-ppm
sample (solid red line in Fig. 4) and α0�g = π × 0.9 MHz for
the 50-ppm sample (solid red line in Fig. 4). These values can
be compared to the measured linewidth of the spin transition
that can be obtained independently. Remember that α0 is a
dimensionless parameter scaling the minimum distance R0.
The spin inhomogeneous broadening can indeed be measured
by the SHB technique. The area of the associated antihole
(positioned at the ground-state splitting) corresponds to the
inhomogeneous broadening of the spin levels [37]. The value
varies with the magnetic field strength and orientation. We
measure it for a 0.3-mT external field and with different
orientations, and find values in the range π × [3.3, 9.6] MHz.
Without going much deeper into detail, note that we here
observe at 0.3 mT approximately the same spin linewidths
(∼5 MHz) as those measured via EPR at 60 mT [42]. Assum-
ing a linear broadening with magnetic field, this difference
corresponds to a factor of 15 in the broadening coefficients.
This questions the origin of the inhomogeneous broadening,
which may vary from low to high magnetic fields at differ-
ent orientations. Even if we intentionally use a very weak
magnetic field to reduce the spin inhomogeneous broadening
and measure it conveniently with the SHB technique, further
investigations are needed to fully understand the origin of the
linewidth.

The values range is consistent with fitted values of α0�g

if α0 is of the order of 1. The spatial range of validity of
our approach R0 is comparable with the average dopant spin
distance. The parameter α0�g is smaller for the 50-ppm sam-
ple. The spin inhomogeneous broadening is usually attributed
to local lattice distortions [42], so there is no reason for �g

to vary with the concentration at this level. The apparent
reduction of α0 with the concentration and the difficulty to
observe the predicted anisotropy of �( ¯̄g, B) for the 50-ppm
sample tell us that the dynamics is complex, thus requiring
more sophisticated modeling than the elementary FGR-based
estimation. It should nevertheless be noted that the overall
dependency in density of interacting spins ns, scaling as n2

s
in Eq. (13) as discussed in Sec. II, predicts a factor of 52 = 25
(between the 10- and 50-ppm samples) if the free scaling
fitting parameter α0�g was constant. This is not exactly the
case, because α0�g varies by a factor of 2, still smaller than 25.
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So the FGR approach cannot be fully discarded and it seems
valid to predict the correct orders of magnitude.

Before concluding, we expose our experimental sources of
uncertainties that should be kept in mind for further modeling.
To discuss the possible influences that are not included in our
analysis, we can first mention the presence of Er3+ spins in the
crystallographic site 2. They should not modify the FF rate
of Er3+ ions in site 1 that we probe optically. Indeed, both
sites have very different spin transitions (different g factors),
so cross-relaxation between site 1 and 2 is off-resonant and
therefore very unlikely. In other words, sites 1 and 2 should
behave as two independent groups. This distinction is gener-
ally true, except if the sites have the same effective g factor.
This singular situation occurs close to φ ∼ 55◦ and 135◦ [10].
In that case, cross-relaxation between sites is resonant and
may happen as soon as the spin transition difference (between
sites) is smaller than �g. This corresponds to a few degrees
around 55◦ and 135◦ and may locally increase the FF rate,
because the density of resonantly interacting ions is doubled.
Around these two regions, few points of Fig. 4 seem to have
a lower Tf f value that may confirm this extra interaction.
This would deserve more investigations near φ ∼ 135◦, for
instance.

Another source of magnetic interaction is given by the
so-called superhyperfine interaction [43] with the ligand
(yttrium in that case) that we neglect in a first approach.
The electronuclear spin coupling makes the electronic spin
description significantly more complex, as recently discussed
[44]. Despite the weakness of the interaction between Er3+

and the Y3+ nuclear spin, the Er3+-Y3+ proximity makes
the superhyperfine interaction comparable with the Er3+-Er3+

electronic coupling in diluted samples (about 100 kHz in a
10-ppm crystal). Nevertheless, it should be kept in mind that
these interactions, including the superhyperfine coupling, are
weak compared to the spin inhomogeneous broadening �g.
So they should not drastically influence the FF dynamics,
even if the exact coupling between Er3+-Y3+ electronuclear
mixed states still remains to be evaluated, first in a perturbative
approach.

Finally, we want to discuss the presence of a long char-
acteristic decay time named τlong in Eq. (15). As described
in Sec. III B, SHB experiments exhibit long-lived structures
as observed earlier in similar conditions by Hastings-Simon
et al. [24]. The coefficient b in Eq. (15) is around 0.1 for
every orientation of the field. They could be attributed to the
167Er isotope, which represents 22% of the ions and possesses
a nuclear spin. They may exhibit slower FF rates because of
their much weaker effective concentration, not only because
of the 22% abundance, but also because their population is
distributed among different hyperfine states making the reso-
nant FF process much less likely. Additionally, the hyperfine
coupling (electron-nuclear spin mixing) should significantly
modify the cross-relaxation mechanism between sublevels,
in other words, different interacting classes with different
rates have to be defined to properly model the population
dynamics, as recently considered for Yb3+ : Y2SiO5 [45].
A specific analysis with a 10- or 50-ppm isotopically pure
167Er crystal would be interesting to explore the FF rate
in the presence of hyperfine coupling. It should be noted
that the situation has been recently explored with 145Nd,

exhibiting similar timescales and a complex optical pumping
dynamics [46].

V. CONCLUSION

We have shown experimentally that the erbium flip-flop
dynamics is extremely anisotropic in Y2SiO5 for different
orientations of the magnetic field. We have verified that an
order-of-magnitude anisotropy in the g factor translates into
4 orders of magnitude for the flip-flop rate [17] in the most
diluted sample. In this regime, typically at low magnetic field
where many experiments are operated, this scaling severely
limits the spin lifetime and may directly impact the optical
pumping of ensembles. Depending on the sample under con-
sideration, a proper choice of magnetic field orientation and
dopant concentration has to be made.

It should be noted that the flip-flop reduction may impose
a severe additional constraint on EPR experiments when, for
example, a large microwave coupling is targeted. For example,
in Er3+ : Y2SiO5, a bias magnetic field minimizing the flip-
flops (large g factor) irremediably produces a weak coupling
to the oscillating excitation field in the orthogonal direction. In
other words, a proper trade-off has to be considered between
cross-relaxation and a strong microwave coupling.

In any case, our study can be used as a guideline to un-
derstand the spin dynamics of other Kramers ions in different
matrices.
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APPENDIX: MATRIX ELEMENT
ANALYTICAL FORMULA

We choose as local frame the one where the g tensor is
diagonal (x, y, z). The effective magnetic field can be written
as

Beff = 1

geff

⎛
⎝gxBx

gyBy

gzBz

⎞
⎠ = B

⎛
⎝sin 
 cos �

sin 
 sin �

cos 


⎞
⎠, (A1)

where B = ||B||, geff =
√

g2
xB2

x + g2
yB2

y + g2
zB

2
z /B, and (�,
)

are the angular coordinates of Beff in the (x, y, z) frame. Then
we can write the 2 × 2 Zeeman Hamiltonian as

HZ = −μBgeff B(sin 
 cos �Sx + sin 
 sin �Sy + cos 
Sz ).
(A2)

The eigenvalues of HZ are ± 1
2μBgeffB and the eigenstates are

|+〉 = cos



2
|+1/2〉 + sin




2
ei�|−1/2〉,

|−〉 = cos



2
|−1/2〉 − sin




2
e−i�|+1/2〉. (A3)
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We aim at calculating the dimensionless factor �( ¯̄g, B) [see
Eq. (7)]. Expressing the unit vector ui j in terms of angular
coordinates as

ui j = ri j

ri j
=

⎛
⎝sin θ cos φ

sin θ sin φ

cos θ

⎞
⎠, (A4)

we readily obtain

A(φ, θ ) = 3〈− + |(μi · ri j )(μ j · ri j )| + −〉/μ2
B

= 3
4 [sin2 θ cos2 
R2 + g2

z cos2 θ sin2 


− 2gz sin θ cos θ sin 
 cos 
R + sin2 θ I2],

(A5)

where � = (gx cos φ + igy sin φ)e−i� = R + iI, and

B = 〈− + |μi · μ j | + −〉μ2
B = 1

8

[
2
(
g2

x + g2
y

)
− sin2 


(
g2

x + g2
y − 2g2

z

)
− sin2 
 cos(2�)

(
g2

x − g2
y

)]
. (A6)

Since A(φ, θ ) and B are real, the factor �( ¯̄g, B) can be
expressed as

�( ¯̄g, B) = 〈[(A(φ, θ ) − B)]2〉θ,φ, (A7)

where

〈 f (θ, φ)〉θ,φ = 1

4π

∫ 2π

0
dφ

∫ π

0
sin θdθ f (θ, φ). (A8)

Noticing that 〈A(φ, θ )〉φ,θ = B, we expand �( ¯̄g, B) as

�( ¯̄g, B) = 〈[A(φ, θ )]2〉φ,θ + B(B − 2〈A(φ, θ )〉φ,θ )

= 〈[A(φ, θ )]2〉φ,θ − B2. (A9)

According to Eq. (A6), B can be expressed in terms of the
three parameters

S = g2
x + g2

y,

	1 = g2
x + g2

y − 2g2
z, (A10)

	2 = g2
x − g2

y,

that characterize the anisotropy of the g tensor. The anisotropy
between the longitudinal and transverse axis, and within the
two transverse axis, is respectively represented by 	1 and
	2. In the case of an isotropic g tensor, S = 2g2

eff , and 	1 =
	2 = 0.

In the same way 〈[A(φ, θ )]2〉φ,θ can be expressed in terms
of those anisotropy parameters:

〈[A(φ, θ )]2〉φ,θ

= 9
80

{[
2
3 S− 1

2 sin2 
	1 + 1
2

(
cos2 
− 1

3

)
cos(2�)	2

]2

+ 2
9

[
S − cos(2�)	2

]2 + 1
3 cos2 
 sin2(2�)	2

2

}
.

(A11)
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