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Magnetic instabilities in doped Fe2Y Z full-Heusler thermoelectric compounds
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Thermoelectricity is a promising avenue for harvesting energy but large-scale applications are still hampered
by the lack of highly efficient low-cost materials. Recently, Fe2Y Z Heusler compounds were predicted
theoretically to be interesting candidates with large thermoelectric power factor. Here, we show that under
doping conditions compatible with thermoelectric applications, these materials are prone to an unexpected
magnetic instability detrimental to their thermoelectric performance. We rationalize the physics at the origin
of this instability, provide guidelines for avoiding it, and discuss its impact on the thermoelectric power factor.
Doing so, we also point out the shortcomings of the rigid band approximation commonly used in high-throughput
theoretical searches of new thermoelectrics.
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Introduction. Thermoelectric (TE) modules realizing the
direct conversion of wasted heat into electricity appear as
very promising devices for clean energy harvesting [1]. How-
ever, concrete TE applications still remain limited to niche
markets due to the lack of cheap and efficient thermoelectric
compounds. The efficiency of thermoelectrics is quantified
by their figure of merit ZT = S2σT/κ involving the Seebeck
coefficient (S), the electrical conductivity (σ ), the temperature
(T ), and the thermal conductivity (κ). Attempts to optimize
ZT by reducing κ already led to record values in Bi2Te3

(∼2.4) [2] and SnSe (∼2.6) based systems [3]. Further im-
provements now imply also boosting the power factor (PF),
S2σ , using nontrivial electronic band structure engineering.
The simultaneous increase of S and σ is challenging as
it requires mutually exclusive characteristics [4]: abruptly
changing density of states (flat bands) and large group velocity
(dispersive bands).

The fast screening of the PF of a vast palette of compounds
using computational methods appears as a very useful ap-
proach in order to identify new promising TE candidates with
suitable performance [5–7]. This screening typically relies
on first-principles calculations of the electronic properties of
pristine phases, and the use of the rigid band approximation
to predict the TE properties under appropriate doping [6,8].
Using such an approach, Bilc et al. [9] recently identified
Fe2Y Z full-Heusler compounds as a new class of attractive
candidates with large PF. The interesting properties of Fe2Y Z
compounds were linked to the highly directional character
of the Fe 3d states, leading to “flat-and-dispersive” bands
compatible with Mahan’s requirements [4].

In this Rapid Communication, we study from first prin-
ciples the properties of Fe2Y Z compounds under explicit
doping, and show that they are prone to a magnetic instability
which is detrimental to their TE properties. We rationalize the

*These authors contributed equally to this work.

origin of this instability and provide guiding rules for avoiding
it. Our work confirms the interest of Fe2Y Z compounds for TE
applications, further extending it to thermomagnetic applica-
tions. We also demonstrate that theoretical predictions based
on the rigid band approximation in the pristine phase can often
be qualitatively incorrect, and should be more systematically
complemented by simulations under explicit doping.

Methods. Density functional theory simulations are per-
formed using the CRYSTAL [10,11] and ABINIT [12] codes.
With CRYSTAL, we performed hybrid functional calculations
relying on the B1 Wu-Cohen [13] (B1-WC) functional, pre-
viously used for this class of materials [9]. With ABINIT, we
used the projector augmented wave method, and the gener-
alized gradient approximation (GGA) exchange-correlation
functional of Perdew-Burke-Ernzerhof [14] with an additional
Hubbard-like U correction [15]. The U parameter on the
transition metal d orbitals (namely, Ti, Zr, Hf, V, Nb, Ta, Fe,
Ru, and Os) is determined self-consistently by means of linear
response [16]. The two approaches benchmark each other and
provide structural and electronic properties in fair agreement
(Table I in Ref. [17]).

Most results rely on the B1-WC functional: we explore
doping effects from explicit atomic substitutions (explicit
doping) using cubic and tetragonal supercells [17] yielding
average dopant concentrations between 3.8 × 1020 and 1.2 ×
1021 cm−3. For the Fe2Y Z1−xAx (Fe2Y ZA) compounds with
A = Si, P, Ge, Sb this corresponds to x = 0, 1/48, 1/32, and
1/16.

The GGA + U approach was used in a computer ex-
periment interpolating the electronic band structures of the
different Fe2Y Z compounds by artificially changing U and
to study Ru2ZrSn and Os2HfSn with and without spin-orbit
coupling (SOC) correction. It was also used to scan a con-
tinuous range of doping concentrations by adding fractions
of extra electrons compensated by a positive background to
the unit cell of the pristine phases. Such an implicit doping
method bypasses the need for explicit atomic impurities and
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(a) (b)

FIG. 1. (a) L21 crystal structure of Fe2Y Z compounds; red
(black) line highlights the primitive (conventional) fcc cell.
(b) Schematic arrangement of Fe2TiSnSb magnetic moments.

related structural distortions, so more directly probing purely
electronic effects. A more detailed study is given in Ref. [17].

The transport properties are computed semiclassically in
the rigid band and constant relaxation-time (τ = 34 fs; see
Supplemental Material of Ref. [18]) approximations with the
BOLTZTRAP code [19].

Concentration effects. Consequences of explicit doping are
shown in Fig. 2 reporting the Fe2TiSnSb density of states
(DOS) at different concentrations. The pristine phase (a) is
semiconducting and nonmagnetic (NM) (it obeys the Slater-
Pauling rule [20,21]) with a band gap of 1.04 eV between
Fe t2g and Fe eg states at the valence band maximum and
conduction band minimum (CBM), respectively [22–24]. In
order to perturb as little as possible the band edge states near
the Fermi level (EF ) responsible for the high PFs [9], we
choose to dope it by partly substituting Sn with Sb on the
Z site.

In a NM calculation [Fig. 2(b)], the extra carriers (x =
1/32) occupy the Fe states at the CBM. They are weakly
bound to their nuclei, and behave as shallow donors [25,26].
Their energy shift from the CBM is so small [17] that we only
observe very slight DOS changes with respect to the pristine
phase. The situation almost corresponds to a rigid shift of the
chemical potential in the frozen pristine DOS and is therefore
properly mimicked by a rigid band approximation as often
used to access TE properties. Allowing for spin polarization,
this picture is strongly modified: a ferromagnetic (FM) half-
metallic phase is energetically favored, inducing in-gap states
[see Fig. 2(c)]. At x = 1/48, those states, mainly of Fe eg

character, are mostly isolated [Fig. 2(c)]. The spin splitting
is 0.46 eV, with magnetic moments μFe = 0.28μB on the
Fe atoms surrounding the impurity [schematically shown in
Fig. 1(b)]. The moment induced on the next-nearest neighbors
(Ti) is one order of magnitude smaller, and antialigned with
Fe; on atoms further away (Sn) it is negligible, showing a
strong localization of the magnetization density. At larger
Sb concentrations of 1/32 and 1/16 [Figs. 2(d) and 2(e),
respectively] the in-gap states start to overlap with the CBM
and the spin splitting decreases to 0.27 eV (μFe = 0.22μB)
then 0.31 eV (μFe = 0.23μB). For the whole range of doping,
the integrated magnetization density sums to 1μB per each Sb
atom, corresponding to the integrated DOS of the additional
occupied state up to EF . This half-metallic phase is not
anticipated when dealing with the rigid band approximation.
We obtain similar results in Fe2TiSnAs: the qualitative change
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FIG. 2. Atom-projected Fe2TiSnSb DOS (the Sb contributions
are magnified 20 times), normalized to the x = 1/16 supercell
(B1-WC calculations). EF is shown as dashed lines. The inset
indicates the near-isolated in-gap level for x = 1/48.

with respect to the rigid band picture is independent of the
dopant species [17].

Chemical effects. One might wonder if this behavior is
also generic to the whole series of Fe2Y Z compounds. From
the different band structures shown in Fig. 3 (x = 1/32
and x = 1/16), we observe that a magnetic instability is
present in Fe2TiSnSb, Fe2TiSiP, and Fe2TaGaGe but absent in
Fe2NbGaGe and Fe2VAlSi. As illustrated in Fig. 3 (x = 0), the
distinct behaviors can be understood based on the electronic
band structure of the host matrix, and in particular to the
relative position of the Fe and Y eg bands at the CBM. For
Fe2TiSn and Fe2TiSi, the eg bands of Ti lie well above those
of Fe. Under doping, the extra electrons populate the flat
band associated to Fe eg states showing half-metallic spin
splitting. On the contrary, in Fe2NbGa and Fe2VAl, the eg

bands of Nb and V lie well below those of Fe. The extra
electrons therefore populate the highly dispersive Y eg band,
and no magnetic transition is observed. Fe2TaGa is in an
intermediate situation, with Fe and Ta eg states closer in
energy, so that at the investigated doping concentrations both
are occupied. The system exhibits a magnetic instability, but
the energy difference between FM and NM phases is smaller
than for Fe2TiSn and Fe2TiSi. This contradiction between
using flat bands to increase the PF and the risk of magnetic
instabilities adds yet another constraint to the optimization of
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FIG. 3. Spin-resolved electronic band structures (B1-WC calcu-
lations) of explicitly doped Fe2Y ZA compounds for distinct doping
concentrations x in the associated irreducible Brillouin zone (Fm3m,
Im3m, and Pm3m, respectively, for x = 0, 1/32, and 1/16). The zero
of energy is set to the bottom of the Fe eg band at �. Blue dashed line:
Fermi energy EF . Red dashed lines: minority spin channel.

TE materials, which has not been appreciated so far in the
literature.

Origin of the magnetic instability. From the above, it
appears that a magnetic instability takes place when doping
electrons start populating the localized Fe eg states. In order
to validate this explanation and explore further the origin
of the magnetic instability, we perform a simple numerical
experiment using the alternative GGA + U approach. Con-
sidering Fe2TiSn as a reference compound, we artificially
tune the amplitude of the UTi parameter (from 0.0 to 5.6 eV;
see Ref. [17]) in order to modify the relative position of Fe
and Y (Ti) eg levels and mimic the distinct band structures
of the whole series of Fe2Y Z compounds reported in Fig. 3
without explicitly changing the cations. The different eg band
arrangements illustrated in Figs. 4 (a)–4(d) (top row) properly
reproduce the different regimes identified in Fig. 3, and are
then used as hosts for implicit doping achieved by adding
extra electrons and a compensating positive background. The
spin-projected DOS at EF and the total cell magnetization

are reported in Figs. 4(a)–4(d) (bottom row) as a function of
the carrier concentration. In order to determine the doping
windows where itinerant electron magnetism (typical of in-
termetallic alloys [27,28]) is expected to dominate [29–31],
the Stoner criterion [31,32] is also evaluated: a FM state
is favored when the product between the NM DOS at EF

and the energy needed to flip a spin (�Eex) is larger than 1
(St = DOS(EF )�Eex > 1).

When the Y eg states lie significantly below the Fe eg states
[panels (a) and (b)], the system is NM at small carrier con-
centrations (i.e., when doping electrons occupy exclusively Y
eg states) and then becomes FM when EF touches the Fe eg

states. This also coincides with St > 1 so that the appearance
of magnetism is compatible with a Stoner instability. When
the Fe eg states lie below the Y eg states [panel (d)], doping
electrons immediately occupy Fe eg states and the system
is always magnetic, independently of the Stoner criterion.
In the intermediate case where the Y eg state minimum is
below but close to the Fe eg states [panel (c)], the system is
initially NM and becomes FM as soon as Fe eg states start
to be populated. This shows that, although different regimes
might exist depending on the value of St, the appearance
of magnetism is not always the result of a Stoner instabil-
ity, but rather intrinsic to the Fe 3d eg states, which are
strongly localized and experience robust magnetic exchange
interactions. This means that in compounds like Fe2TiSi or
Fe2TiSn, a magnetic ground state cannot be avoided, even
at small carrier concentrations where St < 1. It also suggests
that substituting the strongly localized 3d orbitals of Fe by the
more delocalized 4d or 5d orbitals of Ru or Os might delay
the appearance of magnetism.

To test this, we consider Ru2ZrSn and Os2HfSn Heusler
compounds, which have not been synthesized to our knowl-
edge. As illustrated in Figs. 4(e) and 4(f), in these cases
magnetism is no longer tied to the occupation of the d states: it
results from a proper Stoner instability and appears only when
St ≈ 1 [33], leaving a wide range of carrier concentrations
for which Zr or Hf d states are partially occupied but the
system remains NM. For heavy cations one could expect that
the SOC (neglected for Fe above) might play an important
role, and we include it in the Ru and Os calculations. As can
be seen in Fig. 4(e), it has no significant effect in the case of
Ru2ZrSn. For Os2HfSn, however, it changes the band struc-
ture more substantially, and suppresses the magnetic instabil-
ity in the whole range of carrier concentrations explored in
Fig. 4(f).

Thermoelectric properties. Having demonstrated the ap-
pearance of a magnetic instability under doping, it is now
important to clarify its consequences on transport and TE
properties. To this end, we compare the evolution of the PF
as a function of the chemical potential, μ. Our calculations
rely on Boltzmann transport theory and the rigid band ap-
proximation [17] using either the electronic band structure of
the pristine phase or that of the doped system in the NM and
eventually FM configurations. For the purpose of comparison,
in the latter cases, the zero of μ was defined in order to align
deep energy levels on those of the pristine phase. Ideally,
calculations at each μ should rely on the band structure at the
related carrier concentration. Still, comparing here full curves
obtained from the rigid band structure at different carrier
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FIG. 4. Top row: Electronic band structures (GGA + U calculations) of the pristine phase of implicit Fe2TiSn at distinct UTi mimicking the
different Fe2Y Z compounds of Fig. 3 (see text): (a) UTi = 0.0 eV, (b) UTi = 1.4 eV, (c) UTi = 2.6 eV, and (d) UTi = 5.6 eV. Electronic band
structures (GGA + U calculations) of the pristine phases (e) Ru2ZrSn and (f) Os2HfSn (dashed-line magenta bands include SOC). Bottom
row: Related evolution of the projected DOS at EF for up (black circles) and down (red circles) spins and total magnetization (blue squares) in
terms of implicit electron doping. The critical doping needed to start populating the Fe eg levels is identified by a cyan double-dot dashed line.
The critical doping for which St > 1 is identified by an orange dashed line (also in the top row). The white, blue, and orange areas identify the
nonmagnetic (NM), regular ferromagnetic (FM), and ferromagnetic Stoner (FM-Stoner) regimes.

concentrations allows us to probe the quality of the rigid band
approximation.

The results for two representative cases, Fe2TiSnSb and
Fe2NbGaGe (x = 1/16 at 300 K), are shown in Figs. 5(a) and
5(b), respectively. A vertical line locates the position of EF

when considering the band structure of a doped system. For
Fe2NbGaGe, which remains NM at x = 1/16, the shape of the
PF remains almost unchanged when using the band structure
of the pristine or explicitly doped phase, with just a slight
reduction of the main peak by a factor 1.3. This confirms
that, as already shown in Fig. 2, doping does not significantly
affect the band structure so that the rigid band approximation
provides a realistic estimate of PF in that case. This remains
true for Fe2TiSnSb when considering the NM phase. However,
when considering the band structure of the FM ground state at
x = 1/16, the PF changes drastically and the main peak shifts
and drops by a factor of 4.3. This highlights that spin splitting
is strongly detrimental to the PF. This can be related to the
sensitivity of S to modifications of the band structure and
chemical potential: although the number of additional carriers
is fixed (one electron per site), fewer states in a range of kBT
around EF contribute to transport, causing the decrease of S
[17]. Such an effect cannot be anticipated when considering
the pristine (NM) phase and the rigid band approximation.

In Fig. 5(c), we report the temperature dependence of the
PF for various doped Fe2Y ZA systems at a dopant concen-
tration of x = 1/16, using the band structure under explicit
doping and for the magnetic ground state. Although the val-
ues are reduced compared to those previously reported [9],
relatively large PF can still be observed. The largest values are
for Fe2NbGaGe (which remains NM) and Fe2TaGaGe (which
is at the limit of FM). But, even the PF of Fe2TiSiP, although
significantly reduced by the FM instability, remains sizable
and larger than that of Fe2VAlSi, confirming the interest of
Fe2Y Z compounds for TE applications [34]. Moreover, this
makes the worst hypothesis that compounds with a FM ground

state remain FM at operating temperatures, which might not
necessarily be the case. We generally expect the exchange
splitting to decrease with T , which together with the enhanced
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and (b) Fe2NbGaGe with respect to μ, at 300 K, in the rigid band
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culations). Bottom panels: (c) Evolution of the PF with respect to
the temperature (B1-WC calculations) for various explicitly doped
Fe2Y ZA compounds at x = 1/16 (the constant relaxation-time ap-
proximation overestimates the PF values at high T , near 600 K [9]).
(d) Evolution of the PF in terms of μ (GGA + U calculations) at
300 K for implicitly doped Ru2ZrSn and Os2HfSn (n values are
expressed in 1020 cm−3). In panels (a), (b), and (d) the vertical dashed
lines locate the position of EF of the doped phases.
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spin fluctuations and carrier-magnetic interactions at high T ,
could further improve the TE properties of the doped Heusler
with magnetic instabilities [34,35].

As previously discussed, substituting Fe by Ru or Os
is a way to delay, or even suppress, the emergence of the
detrimental magnetic instability, enlarging the doping region
in which the system remains NM. In Fig. 5(d), we report
the PF of hypothetical Ru2ZrSn and Os2HfSn at 300 K.
For Ru2ZrSn, relying on the band structure of the pristine
phase we predict a large PF of 16.1 × 10−3 W/m K2. This
result is confirmed from calculations with the band structure
at a carrier concentration of 2.5 × 1020 cm3, which remains
in the NM regime. At larger carrier concentrations around
n = 10.0 × 1020 cm3, the PF is significantly reduced when
reaching the FM regime. For Os2HfSn, SOC can no longer be
neglected and suppresses the magnetic instability in the whole
range of studied carrier concentrations. In that case, although
the band structure is significantly modified by SOC, the PF
can still reach extremely large values of 22.3 × 10−3 W/m K2

(up to 45.5 when neglecting SOC; not shown) [36]. Although
Ru and Os are expensive and likely not a scalable solution for
TE applications, this confirms that larger PF can be achieve
using 4d and 5d elements.

Conclusions. From calculations on Fe2Y Z full-Heusler
compounds, under explicit doping conditions compatible with
thermoelectric applications, we have shed light on a previ-
ously overlooked magnetic instability, detrimental to their TE
properties. At a time where the discovery of new TE materials
relies more and more on high-throughput searches based on
the rigid band approximation [7,37], our study shows that
we must remain extremely careful: although relying on the
band structure of the pristine phase will often provide a good

estimate, further validation under explicit doping should be
systematically performed. The magnetic instability of Fe2Y Z
compounds is assigned to the strong localization of the Fe
3d states and can be delayed or even suppressed using 4d
and 5d elements. Moreover, even when the system becomes
magnetic, the loss of carriers contributing to transport is
not always dramatic, and can maintain a large PF compared
to other prototypical TE systems (PF ∼ 3–4 mW/m K2 at
300 K in Fe2VAl [38,39] or PF ∼ 4–5 mW/m K2 in PbTe
[40]). More generally, the electronic band structure engi-
neering highlighted in this work (manipulation of in-gap
states, ferromagnetism and/or half-metallicity) also opens
exciting perspectives for spintronic and spin-caloritronic ap-
plications [41,42]. The exploitation of charge, spin, and heat
transport with fully spin-polarized carriers, for example in
the spin-Seebeck or spin-Nernst effects, together with cheap
and abundant atomic components in the full-Heusler al-
loys, might be a starting point for low-cost thermomagnetic
applications.
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[52] A. Ślebarski, J. Phys. D: Appl. Phys. 39, 856 (2006).
[53] M. Meinert, M. P. Geisler, J. Schmalhorst, U. Heinzmann, E.

Arenholz, W. Hetaba, M. Stöger-Pollach, A. Hütten, and G.
Reiss, Phys. Rev. B 90, 085127 (2014).

[54] Y. Nishino, Mater. Sci. Forum 449-452, 909 (2004).
[55] Shallow Impurity Centers in Semiconductors, edited by A.

Baldereschi and R. Resta (Elsevier, Oxford, 1987).
[56] J. M. Spaeth and H. Overhof, Point Defects in Semicon-

ductors and Insulators (Springer-Verlag, Berlin/Heidelberg,
2003).

[57] M. Grundmann, The Physics of Semiconductors (Springer-
Verlag, Berlin/Heidelberg, 2006).

161201-6

http://link.aps.org/supplemental/10.1103/PhysRevB.100.161201
https://doi.org/10.1103/PhysRevB.83.205204
https://doi.org/10.1103/PhysRevB.83.205204
https://doi.org/10.1103/PhysRevB.83.205204
https://doi.org/10.1103/PhysRevB.83.205204
https://doi.org/10.1016/j.cpc.2006.03.007
https://doi.org/10.1016/j.cpc.2006.03.007
https://doi.org/10.1016/j.cpc.2006.03.007
https://doi.org/10.1016/j.cpc.2006.03.007
https://doi.org/10.1103/PhysRev.49.931
https://doi.org/10.1103/PhysRev.49.931
https://doi.org/10.1103/PhysRev.49.931
https://doi.org/10.1103/PhysRev.49.931
https://doi.org/10.1103/PhysRev.54.899
https://doi.org/10.1103/PhysRev.54.899
https://doi.org/10.1103/PhysRev.54.899
https://doi.org/10.1103/PhysRev.54.899
https://doi.org/10.7567/APEX.6.025504
https://doi.org/10.7567/APEX.6.025504
https://doi.org/10.7567/APEX.6.025504
https://doi.org/10.7567/APEX.6.025504
https://doi.org/10.1016/j.jallcom.2016.09.216
https://doi.org/10.1016/j.jallcom.2016.09.216
https://doi.org/10.1016/j.jallcom.2016.09.216
https://doi.org/10.1016/j.jallcom.2016.09.216
https://doi.org/10.1103/PhysRevB.57.14352
https://doi.org/10.1103/PhysRevB.57.14352
https://doi.org/10.1103/PhysRevB.57.14352
https://doi.org/10.1103/PhysRevB.57.14352
https://doi.org/10.1088/1361-648X/aa5768
https://doi.org/10.1088/1361-648X/aa5768
https://doi.org/10.1088/1361-648X/aa5768
https://doi.org/10.1088/1361-648X/aa5768
https://doi.org/10.1016/j.progsolidstchem.2011.02.001
https://doi.org/10.1016/j.progsolidstchem.2011.02.001
https://doi.org/10.1016/j.progsolidstchem.2011.02.001
https://doi.org/10.1016/j.progsolidstchem.2011.02.001
https://doi.org/10.1098/rspa.1938.0066
https://doi.org/10.1098/rspa.1938.0066
https://doi.org/10.1098/rspa.1938.0066
https://doi.org/10.1098/rspa.1938.0066
https://doi.org/10.1126/sciadv.aat5935
https://doi.org/10.1126/sciadv.aat5935
https://doi.org/10.1126/sciadv.aat5935
https://doi.org/10.1126/sciadv.aat5935
https://doi.org/10.1039/C6TA11120C
https://doi.org/10.1039/C6TA11120C
https://doi.org/10.1039/C6TA11120C
https://doi.org/10.1039/C6TA11120C
https://doi.org/10.1016/j.jallcom.2015.02.089
https://doi.org/10.1016/j.jallcom.2015.02.089
https://doi.org/10.1016/j.jallcom.2015.02.089
https://doi.org/10.1016/j.jallcom.2015.02.089
https://doi.org/10.1039/C7TA04332E
https://doi.org/10.1039/C7TA04332E
https://doi.org/10.1039/C7TA04332E
https://doi.org/10.1039/C7TA04332E
https://doi.org/10.1103/PhysRevB.74.115115
https://doi.org/10.1103/PhysRevB.74.115115
https://doi.org/10.1103/PhysRevB.74.115115
https://doi.org/10.1103/PhysRevB.74.115115
https://doi.org/10.1103/PhysRevB.77.224415
https://doi.org/10.1103/PhysRevB.77.224415
https://doi.org/10.1103/PhysRevB.77.224415
https://doi.org/10.1103/PhysRevB.77.224415
https://doi.org/10.1002/ange.200803934
https://doi.org/10.1002/ange.200803934
https://doi.org/10.1002/ange.200803934
https://doi.org/10.1002/ange.200803934
https://doi.org/10.1016/j.physleta.2016.12.038
https://doi.org/10.1016/j.physleta.2016.12.038
https://doi.org/10.1016/j.physleta.2016.12.038
https://doi.org/10.1016/j.physleta.2016.12.038
https://doi.org/10.1038/nmat3301
https://doi.org/10.1038/nmat3301
https://doi.org/10.1038/nmat3301
https://doi.org/10.1038/nmat3301
https://doi.org/10.1103/PhysRevB.62.7816
https://doi.org/10.1103/PhysRevB.62.7816
https://doi.org/10.1103/PhysRevB.62.7816
https://doi.org/10.1103/PhysRevB.62.7816
https://doi.org/10.1103/PhysRevB.70.115111
https://doi.org/10.1103/PhysRevB.70.115111
https://doi.org/10.1103/PhysRevB.70.115111
https://doi.org/10.1103/PhysRevB.70.115111
http://www.tcm.phy.cam.ac.uk/~mdt26/crystal.html
https://doi.org/10.1016/S0022-4596(03)00238-X
https://doi.org/10.1016/S0022-4596(03)00238-X
https://doi.org/10.1016/S0022-4596(03)00238-X
https://doi.org/10.1016/S0022-4596(03)00238-X
https://doi.org/10.1088/0953-8984/8/22/004
https://doi.org/10.1088/0953-8984/8/22/004
https://doi.org/10.1088/0953-8984/8/22/004
https://doi.org/10.1088/0953-8984/8/22/004
https://doi.org/10.1103/PhysRevB.60.13534
https://doi.org/10.1103/PhysRevB.60.13534
https://doi.org/10.1103/PhysRevB.60.13534
https://doi.org/10.1103/PhysRevB.60.13534
https://doi.org/10.1103/PhysRevB.13.5188
https://doi.org/10.1103/PhysRevB.13.5188
https://doi.org/10.1103/PhysRevB.13.5188
https://doi.org/10.1103/PhysRevB.13.5188
https://doi.org/10.1016/j.commatsci.2007.07.020
https://doi.org/10.1016/j.commatsci.2007.07.020
https://doi.org/10.1016/j.commatsci.2007.07.020
https://doi.org/10.1016/j.commatsci.2007.07.020
https://doi.org/10.1016/j.cpc.2013.12.023
https://doi.org/10.1016/j.cpc.2013.12.023
https://doi.org/10.1016/j.cpc.2013.12.023
https://doi.org/10.1016/j.cpc.2013.12.023
https://doi.org/10.1088/0022-3727/39/5/S12
https://doi.org/10.1088/0022-3727/39/5/S12
https://doi.org/10.1088/0022-3727/39/5/S12
https://doi.org/10.1088/0022-3727/39/5/S12
https://doi.org/10.1103/PhysRevB.90.085127
https://doi.org/10.1103/PhysRevB.90.085127
https://doi.org/10.1103/PhysRevB.90.085127
https://doi.org/10.1103/PhysRevB.90.085127
https://doi.org/10.4028/www.scientific.net/MSF.449-452.909
https://doi.org/10.4028/www.scientific.net/MSF.449-452.909
https://doi.org/10.4028/www.scientific.net/MSF.449-452.909
https://doi.org/10.4028/www.scientific.net/MSF.449-452.909

