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We report a combined 115In nuclear quadrupole resonance, 51V nuclear magnetic resonance, and muon
spin-relaxation spectroscopic study of the low-temperature magnetic properties of InCu2/3V1/3O3, a quasi-
two-dimensional (2D) compound comprising in the spin sector a honeycomb lattice of antiferromagnetically
coupled spins S = 1/2 associated with Cu2+ ions. Despite substantial experimental and theoretical efforts, the
ground state of this material has not been ultimately identified. In particular, two characteristic temperatures
of about 40 and 20 K manifesting themselves as anomalies in different magnetic measurements are discussed
controversially. A combined analysis of the experimental data complemented with theoretical calculations of
exchange constants enabled us to identify, below 39 K, an “intermediate” quasi-2D static spin state. This spin
state is characterized by a staggered magnetization with a temperature evolution that agrees with the predictions
for the 2D XY model. We observe that this state gradually transforms at 15 K into a fully developed 3D
antiferromagnetic Néel state. We ascribe such an extended quasi-2D static regime to an effective magnetic
decoupling of the honeycomb planes due to a strong frustration of the interlayer exchange interactions, which
inhibits long-range spin-spin correlations across the planes. Interestingly, we find indications of the topological
Berezinsky-Kosterlitz-Thouless transition in the quasi-2D static state of the honeycomb spin-1/2 planes of
InCu2/3V1/3O3.

DOI: 10.1103/PhysRevB.100.144442

I. INTRODUCTION

Dimensionality of the spin system and the involved spin
degrees of freedom play an important role in defining
the magnetic properties of a material, in particular regard-
ing its ground state and magnetic excitations. Long-range
magnetic order (LRO), which is a typical ground state of
three-dimensional (3D) magnets, can be strongly suppressed
in systems with frustrated exchange interactions. Reduction
of the spatial dimensionality of magnetic couplings may be
a further cause of the suppression of LRO. For instance,
according to the Mermin-Wagner’s theorem, LRO is impos-
sible even at zero temperature in a 1D spin-1/2 isotropic
Heisenberg chain with the coordination number z = 2 due
to strong quantum fluctuations, although it can be stabilized
on a 2D square lattice with z = 4 at T = 0 K [1]. The spin-
1/2 Heisenberg honeycomb lattice has a particular position
in this respect. Like the square lattice, it is not frustrated
for the antiferromagnetic (AFM) nearest-neighbor interaction.
However, quantum fluctuations are enhanced due to the low
coordination number z = 3. Still, they remain less pronounced
than in the 1D case and, hence, do not destroy LRO at T = 0.

In real 3D transition-metal (TM) compounds where mag-
netic TM ions bonded via ligands form 2D hexagonal layers,

such honeycomb spin planes may deviate from the ideal
Heisenberg regime. The anisotropy of the in-plane mag-
netic exchange as well as a finite interlayer coupling can
weaken quantum fluctuations. As a result, long-range mag-
netic order can be stabilized at finite temperatures [2–6].
Depending on the particular details, such as frustration of
the next-neighboring in-plane exchange interaction and/or of
the coupling between the planes, different types of magnetic
structures can be realized [7–12]. If frustration is sufficiently
strong, the LRO can be suppressed completely [13,14].

One particularly interesting aspect of this class of materials
is that the spin-orbit coupling and the low-symmetry ligand
field can give rise to a strong easy-plane magnetic anisotropy
of the honeycomb planes made of TM ions, which then
can be described by the XY model. There, unlike in the
Heisenberg model, only two components of the spin Sx and
Sy are interacting on the honeycomb spin plane. This can lead
to complex magnetic behavior beyond conventional LRO and
associated classical spin-wave excitations, namely, the for-
mation of the spin vortex gas and the Berezinsky-Kosterlitz-
Thouless (BKT) transition to the topologically ordered state of
vortex-antivortex pairs predicted in the 2D XY model [15–18].

Only a few antiferromagnets are known so far, where the
signatures of this topological transition were found mostly by
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analyzing the critical exponents. In the majority of the cases,
the comparison with the predictions of the BKT theory is com-
plicated due to the residual interplane couplings which even-
tually yield 3D AFM Néel order, such as in BaNi2(PO4)2 [19],
BaNi2V2O8 [20–22], or MnPS3 [23]. As a rare exception, the
coordination polymer C36H48Cu2F6N8O12S2 does not exhibit
the Néel order, but features magnetic excitations consistent
with a BKT scenario [24].

The title compound of the present paper, InCu2/3V1/3O3,
features 2D structural order of magnetic Cu2+ (S = 1/2) ions
on a honeycomb lattice with nonmagnetic V ions in the formal
oxidation state 5+ complementing the hexagonal layer [25].
Occasional Cu/V site inversion gives rise to a finite structural
in-plane correlation length of approximately 300 Å [25].
Besides being a candidate to host d-wave superconductivity
upon doping [26], it also appears to be a rare realization of
a honeycomb spin lattice with strongly frustrated interlayer
coupling. Despite substantial experimental and theoretical
interest in this compound, its ground state is still not un-
ambiguously identified. Previous magnetization, electron spin
resonance (ESR), and nuclear magnetic resonance (NMR)
measurements complemented by quantum Monte Carlo cal-
culations suggest the onset of the AFM ordered state at
TN = 38 K [27] with the fully developed Néel-type collinear
AFM sublattices below ∼20 K [28] that feature anomalous
spin dynamics [29]. However, according to Ref. [25], specific-
heat, thermal-expansion, and neutron-diffraction experiments
show no evidence for long-range magnetic order down to
1.8 K. As reported in Ref. [30], doping of InCu2/3V1/3O3 with
Co leads to AFM LRO, whereas Zn doping results in the sup-
pression of AFM order. Theoretical studies have shown that
fluctuations arising from the interlayer magnetic frustration
destroy 3D magnetic LRO in InCu2/3V1/3O3 [30,31].

Considering the above-mentioned controversies of differ-
ent kinds of experimental data and their interpretation, it
is appealing to resolve them and to obtain a unified pic-
ture of the ground state and low-temperature magnetism
of InCu2/3V1/3O3. With this aim, in the present work
we investigate experimentally and theoretically the ground
state and low-temperature static and dynamic properties
of InCu2/3V1/3O3. In particular, employing 115In nuclear
quadrupole resonance (NQR), 51V NMR, and muon spin-
relaxation (μSR) spectroscopies, we address the occurrence
of the above-mentioned two characteristic temperature scales
of ∼40 and ∼20 K. Their understanding appears to be crucial
for the elucidation of the low-temperature magnetism of this
compound. We find that below 39 K, InCu2/3V1/3O3 develops
a staggered magnetization. Its T dependence suggests a quasi-
2D static state of the spin system with predominantly in-plane
commensurate long-range spin-spin correlations. Further on,
we find that a full 3D antiferromagnetic order develops at
a much lower temperature of 15 K. These experimental
findings are rationalized within a microscopic spin model
based on density functional theory (DFT) calculations. Its
key features are (i) the dominance of J1 and the irrelevance
of magnetic exchanges beyond the nearest neighbors within
the honeycomb planes, i.e., J1 � max (|J2|, |J3|, . . .), (ii) the
XXZ anisotropy of the nearest-neighbor exchange accompa-
nied by a vanishingly small antisymmetric (Dzyaloshinskii-

Moriya) anisotropy, and (iii) the presence of a single frustrated
antiferromagnetic exchange between the honeycomb planes.
We argue that a significant frustration of the interlayer ex-
change in InCu2/3V1/3O3, together with a certain degree of
structural disorder, are responsible for the two characteristic
low-temperature regimes of this compound in compliance
with all experimental observations. Furthermore, by analyzing
our static and dynamic magnetic data, we find indications
of a BKT transition in InCu2/3V1/3O3 presumably occurring
within an intermediate quasi-2D static state of the spin system
below 39 K.

The paper is organized as follows. Experimental details
are summarized in Sec. II. The results of 115In NQR, 51V
NMR, and μSR experiments and the microscopic model are
presented in Secs. III and IV, respectively, and discussed
together in Sec. V. The main conclusions are summarized in
Sec. VI. The Appendix presents some specific details of the
analysis of the NQR Hamiltonian.

II. EXPERIMENTAL DETAILS

The powder sample of InCu2/3V1/3O3 was synthesized and
comprehensively characterized as described in Ref. [25].

NQR experiments were performed on the 115In nuclei
(nuclear spin I = 9/2, gyromagnetic ratio γ = 9.32 MHz/T,
quadrupolar moment Q = 0.81 barns) using the Redstone
console and Lap NMR portable spectrometers from Tecmag.
Frequency-swept spectra were recorded with the π/2 − τ −
π pulse sequence; the spin-echo signal was integrated at
each step. Measurements were performed in the temperature
range from 5 to 100 K. The nuclear relaxation rates in the
NQR experiment were measured at the maximum of the
spectra with the saturation-recovery method. For that, the
(9 × π/2) − τd − π/2 − π pulse train was used to saturate
the nuclear spin system and the echo intensity was measured
as a function of the time delay τd between the pulses. The
51V NMR spin-lattice relaxation rate was measured with the
method of stimulated echo.

A μSR experiment on a powder sample of InCu2/3V1/3O3

was performed at the GPS beam line at the Paul Scherrer
Institute in Villigen, Switzerland, between 2 and 60 K in
zero field (ZF) and 50 G external magnetic field applied
perpendicular to the forward/backward positron detector pair
axis. The time-dependent corrected asymmetry spectra were
analyzed using the MSRFIT software package [32].

III. RESULTS

A. 115In NQR experiments

1. 115In NQR spectra

The choice of the NQR technique has several advantages
over the experimental methods previously used for the studies
of InCu2/3V1/3O3. As with other magnetic resonance spectro-
scopies, it is a local technique that provides information on
the static and dynamic properties of a material on the scale of
a few interatomic spacings and does not require long-range
order to probe the spin structure and magnetic excitations,
which would be a necessary condition, e.g., in the case of
neutron scattering. Compared to NMR, NQR is a technique
where no external magnetic field is needed; therefore, it
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FIG. 1. High-temperature 115In NQR spectrum of InCu2/3V1/3O3

(data points). The solid line is a fit to the data according to Hamilto-
nian (1). The positions of the lines corresponding to two nonequiv-
alent In sites in the crystal structure (In1 and In2) are indicated by
arrows (see the text for details). For technical reasons, all pairs of
transitions corresponding to In1 and In2 were measured separately
and the intensities of the respective parts of the spectrum were each
normalized to unity.

allows one to probe the bare, unperturbed Hamiltonian of the
electron spin system. Finally, NQR is very sensitive not only
to fluctuating and static local magnetic fields generated by
electron spins, but also to the electric-field gradient around
the nuclei, thus making it possible to study a local charge
environment.

Generally, all nuclei with spin I > 1/2 have a nonspherical
charge distribution and an electric quadrupole moment Q
associated with this charge. The quadrupole moment interacts
with the local crystal electric-field gradient (EFG) that origi-
nates from a nonsymmetric ionic surrounding. The interaction
of Q with the EFG can be expressed by the following Hamil-
tonian [33]:

HQ = e2qQ

4I (2I − 1)

[
3Î2

z − Î2 + η

2
(Î2

+ + Î2
−)

]
. (1)

Here, e is the charge of the proton and η is the asymmetry
parameter defined as η = Vxx−Vyy

Vzz
. The Vii is the matrix element

of the EFG tensor in the principal coordinate system. The
quantity q is commonly defined as eq = Vzz, and Îz, Î+, and
Î− are projections of the nuclear spin I on the z-quantization
axis given by the EFG and perpendicular to it, respectively.
In InCu2/3V1/3O3, the 115In nucleus with the spin I = 9/2
is surrounded by six oxygen ions forming an asymmetric
octahedron. Due to this asymmetry, the degeneracy of the
NQR transitions ±1/2 ↔ ±3/2, ±3/2 ↔ ±5/2, ±5/2 ↔
±7/2, and ±7/2 ↔ ±9/2 is lifted and, as a result, four lines
in the 115In NQR spectrum with different frequencies νQi are
expected (see below and the Appendix for details).

A full 115In NQR spectrum of InCu2/3V1/3O3 measured at
a high temperature of T = 100 K is presented in Fig. 1. Seven
resonance lines can be resolved instead of the expected four.

FIG. 2. Two crystallographic In1 and In2 positions in
InCu2/3V1/3O3 with (a) high and (b) low local environment
symmetry, respectively.

Such a spectrum can be completely understood and well mod-
eled if one takes into account two different crystallographic
In positions, In1 and In2, present in the regular crystallo-
graphic structure of InCu2/3V1/3O3 (Fig. 2). In1 occurs in a
centrosymmetric surrounding in a trans-fashion, whereas In2
occurs in a noncentrosymmetric surrounding in a cis-fashion,
thus having slightly different electric-field gradients.

Consequently, for the modeling of the spectra with the aid
of Hamiltonian (1), we used two set of parameters νQ and η

which, together with the corresponding transition frequencies,
are listed in Table I. Obviously, the smaller η = 0.05 can
be assigned to the position with higher symmetry and the
larger η = 0.1 can be assigned to the position with lower
symmetry (Fig. 2). The intensities of the two contributions are
related approximately as 1:1. The apparent difference of the
amplitude of the lines in Fig. 1 is due to their slightly different
widths, most likely occurring because of the different degree
of distortion of the oxygen octahedron.

In the following, we focus on the part of the 115In NQR
spectrum corresponding to the (± 3

2 ↔ ± 5
2 ) transition, which

is plotted on an enlarged scale in Fig. 3 for two selected
temperatures of 100 and 37 K. The spectrum measured in the
paramagnetic state at 100 K consists of a single narrow line
at 17.1 MHz due to an almost perfect overlap of the signals
from the In1 and In2 sites for the (± 3

2 ↔ ± 5
2 ) transition

(see Table I). The other spectrum recorded just below the
ordering temperature T ∗∗ = 39 K is significantly broader and
is split into several lines. As can be seen in Fig. 4 on a
larger frequency scale, with further decreasing temperature
the splitting of the spectrum progresses and the lines get more
resolved.

Typically, a splitting of an NQR line of a magnetic material
is a fingerprint of an ordered state. If the probed nuclei
are located at nonsymmetric positions with respect to the
AFM sublattices, the nuclei are exposed to local static mag-
netic fields which cause the Zeeman splitting of the nuclear

TABLE I. Modeling parameters of the 115In NQR spectrum
(νQ and transition frequencies are given in MHz).

Transition frequencies

Site νQ η (± 1
2 , ± 3

2 ) (± 3
2 , ± 5

2 ) (± 5
2 , ± 7

2 ) (± 7
2 , ± 9

2 )

In1 8.58 0.05 8.77 17.09 25.72 34.31
In2 8.66 0.1 9.51 17.08 25.92 34.60
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FIG. 3. 115In NQR spectra corresponding to the (± 3
2 ↔ ± 5

2 )
transition (cf. Fig. 1) at temperatures of 100 K (triangles) and 37 K
(circles).

Kramers doublets (see the Appendix for details). In the sym-
metrical case, the local field from different sublattices would
be compensated and the NQR line should remain unsplit.
When the spin system is in a static but not long-range ordered,
i.e., disordered state, the individual nuclei in the sample would
sense different local fields, leading to strong line broadening
due to a distribution of local fields [34].

The splitting of the 115In NQR lines evidences the es-
tablishment of the ordered state in InCu2/3V1/3O3, where
In nuclei are exposed to local magnetic fields giving rise
to magnetically nonequivalent positions at each of the two
crystallographic In sites. Apparently, those In nuclei which
experience a stronger local field contribute to the lines with a

FIG. 4. Temperature dependence of the 115In NQR spectra cor-
responding to the (± 3

2 ↔ ± 5
2 ) transition. Arrows labeled �H1 and

�H2 indicate pairs of lines split by a strong internal magnetic field
(see the text for details).

FIG. 5. Decay of the echo intensity as a function of the time
delay τ between the pulses at temperatures of 70 K (triangles), 40 K
(circles), 20 K (squares), and 15 K (stars). The inset depicts the T
dependence of the stretching parameter b (see the text for details).

large splitting, as indicated in Fig. 4 by arrows labeled �H1

and �H2, whereas nuclei experiencing weaker magnetic fields
contribute to the split lines close to the central frequency of
17 MHz (see the Appendix).

2. 115In relaxation measurements
115In nuclear spin-lattice relaxation (T −1

1 ) measurements at
the line corresponding to the ±3/2 ↔ ±5/2 transition were
performed in a temperature range from 70 down to 5 K. In
Fig. 5, typical nuclear magnetization recovery curves obtained
with the saturation-recovery pulse sequence are presented.

For nuclei with spin I > 3/2, the magnetization recovery
is a multiexponential function, but still can be described by
a single relaxation time T1. For I = 9/2, the theoretical mag-
netization recovery curve contains four exponents. The corre-
sponding coefficients of the exponential terms were calculated
by Chepin and Ross Jr. for the relaxation in magnetic materials
as a function of the asymmetry parameter η in Ref. [35]. Since
in InCu2/3V1/3O3 two 115In sites contribute to the total signal,
the following function, which takes into account the overlap
of the two signal contributions, was used to fit the data:

M(t ) = M0 [1 − (AMIn1 + BMIn2)],

MIni =
∑

k

Ckexp

[
−

(
ρkt

T1

)b
]
. (2)

Here, M0 is the equilibrium magnetization, T1 is the nuclear
spin-lattice relaxation time, and b is the stretching parameter.
Parameters A and B are the weighting factors of the initial
nuclear magnetization after the first pulse corresponding to
the In1 and In2 sites, respectively. Since for the transition
±3/2 ↔ ±5/2 contributions from the two nuclear sites fully
overlap, these parameters were taken equal, A = B = 0.5. The
corresponding numerical coefficients of Eq. (2) used to fit
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TABLE II. Relaxation exponents ρk and corresponding coeffi-
cients Ck for the (± 3

2 ↔ ± 5
2 ) transition taken from Ref. [35] for

η=0.05 (In1 site) and 0.1 (In2 site).

Site ρ1 ρ2 ρ3 ρ4

In1 3 10 20.7 35.5
In2 3 10 20.5 34

Site C1 C2 C3 C4

In1 0.016 0.031 0.135 0.818
In2 0.007 0.028 0.122 0.843

the magnetization recovery curves for both 115In positions are
given in Table II.

The obtained temperature dependence of the nuclear spin-
lattice relaxation rate T −1

1 is shown in Fig. 6. Generally, T −1
1

can be driven by magnetic fluctuations and/or by a fluctuating
EFG due to lattice vibrations (phonons). The latter mechanism
yields T −1

1 as a monotonically ascending function of tempera-
ture, e.g., ∝ T 2 or T 7 [36], which is not observed experimen-
tally (Fig. 6). Furthermore, in Ref. [25], three characteristic
vibrational modes were observed with temperatures 160, 350,
and 710 K corresponding to the lattice vibrations at THz
frequencies, i.e., far above the NQR frequency scale. Thus,
such phonon modes should not affect the nuclear relaxation
processes as well. Therefore, we conclude that the nuclear
relaxation is of magnetic origin at low temperatures. Indeed,
a gradual increase of the T −1

1 rate below 60 K (Fig. 6) can be
ascribed to the development of the magnetic correlations in
InCu2/3V1/3O3. Eventually, the T −1

1 (T ) dependence exhibits
a peak at temperature T 		 = 39 K. Such a sharp peak usually
signifies the establishment of long-range magnetic order. This
peak in the relaxation is accompanied by a steplike drop of
the stretching parameter b, indicating a distribution of the
relaxation times due to inhomogeneous fluctuating fields in
the electron spin system (Fig. 5, inset). Remarkably, by further
decreasing the temperature, the second prominent feature,

FIG. 6. Temperature dependence of the 115In spin-lattice relax-
ation rate T −1

1 measured at the ± 3
2 ↔ ± 5

2 transition.

FIG. 7. Temperature dependence of the 51V spin-lattice relax-
ation rate measured in a magnetic field of 3 T (symbols). Charac-
teristic temperatures T ∗ = 15 K and T ∗∗ = 39 K are indicated by the
arrows (cf. Fig. 6). Inset: T dependence of the stretching parameter b
of the decay of the nuclear magnetization (symbols). Solid lines are
guides for the eye (see the text for details).

a broad peak in the T −1
1 (T ) dependence at T 	 = 15 K, is

observed.

B. 51V NMR spin-lattice relaxation rate

The 51V NMR spin-lattice relaxation rate 51T −1
1 in

InCu2/3V1/3O3 was measured at the central peak of the 51V
NMR spectrum [28] in magnetic fields of about 3 T. The
time evolution of the nuclear magnetization M(t ) could be
described with a single spin-lattice relaxation time T1 in
the functional form described by Narath [37] for the central
transition for the nuclear spin I = 5/2. With decreasing tem-
perature, 51T −1

1 (T ) continuously decreases down to ∼(35) K
and then exhibits a broad peak centered around ∼(15) K
similar to the peak at T ∗ = 15 K in the T dependence of the
115In NQR relaxation rate (cf. Fig. 6). Notably, in contrast to
the 115In NQR data, no peak at T ∗∗ = 39 K was found in the
T dependence of the 51V NMR relaxation rate. The inset of
Fig. 7 depicts the dependence of the stretching parameter b of
the nuclear magnetization decay on temperature. b is close to
unity at high temperatures and, similar to the case of the 115In
NQR relaxation (cf. Fig. 5, inset), rapidly decreases down to
b ∼ 0.5 below 40 K.

C. μSR experiments

1. Transverse field μSR measurements

The results of the transverse field (TF) μSR measurements
in 5 mT external field are depicted in Fig. 8.

At 50 K, the full muon spin polarization amplitude is
oscillating with a frequency corresponding to the external
field. A weak depolarization is due to a weak static field
distribution at the muon site of the order of 10 G caused
by nuclear dipole moments. At 35 K, the amplitude of this
signal is reduced to 5%, and 95% of the signal shows a
much faster depolarization due to the appearance of strong
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FIG. 8. Transverse field μSR results of InCu2/3V1/3O3. Temper-
ature dependence of the magnetic volume fraction determined from
the amplitude fraction of muon spins precessing with the Larmor
frequency ωμ = γμ Bext corresponding to the external field. The solid
line is a guide for the eye. Inset: Typical time-dependent muon spin
polarization at 60 K (red dots) and at 35 K (black triangles). The solid
lines are results of a least-squares nonlinear fit analysis of the data as
described in the text.

internal magnetic fields at the muon site which exceed the
external field by more than a factor of 10. The zero-field μSR
measurements discussed below prove that these internal fields
are static on the timescale of microseconds. The muon spin
polarization P(t ) in the TF time spectra was analyzed using
the polarization function

P(t ) = P0[1 − fmag(T )] cos (ωμt + φ) exp (−σTFt )2. (3)

Here, fmag(T ) is the fraction of muons experiencing a strong
internal magnetic field due to magnetic order, φ is the initial
phase of the muon spin polarization at t = 0, and σTF is the
static Gaussian linewidth at 60 K. Figure 8 shows fmag(T ). For
temperatures below 40 K, fmag(T ) exhibits a nearly constant
value of 0.95. The remaining precession signal amplitude
can be associated with muons stopped in the sample holder.
Therefore, the TF μSR measurements prove that muons in
the full sample volume experience strong static internal fields
below 40 K.

2. Zero-field μSR measurements

Zero-field (ZF) μSR measurements were performed be-
tween 2 and 42.5 K. The typical time spectra are depicted in
Fig. 9.

At 42.5 K, the muon spin polarization decays only weakly
with a Gaussian time dependence. The relaxation rate σZF is
consistent with the TF measurements at high temperatures. At
40.2 K, the onset of strong relaxation of a fraction of the full
signal amplitude sets in. At 1.6 K, two different spontaneous
precession frequencies can be resolved: A weakly relaxing
component with frequency ν1 ≈ 2.5 MHz and strongly re-
laxing component with ν2 ≈ 8 MHz. A fraction of flong ≈
1/3 of the initial muon spin polarization does show only
a weak relaxation in the microsecond time range without
oscillations. This proves that (i) two different muon sites are

FIG. 9. Typical zero-field μSR time spectra of InCu2/3V1/3O3 at
42.3 K (blue triangles), 40.2 K (red dots), and 1.6 K (black squares).
The solid lines are results of a least-squares nonlinear fit analysis of
the data as described in the text.

populated in InCu2/3V1/3O3, most likely due to OH-like bonds
of the muon to different oxygen ions in the lattice which are
energetically nearly degenerated, and (ii) the internal fields
at both muon sites are nearly static. Therefore, the ZF muon
spin polarization P(t ) below 40 K was analyzed using the
polarization function

P(t ) = P0( flong exp (−λlt ) + (1 − flong) exp (−σZFt )2

× { fl (T ) cos [ωl (T )t] exp [−λt,1(T )t]

+ [1 − fl (T )] cos [ω2(T )t] exp [−λt,2(T )t]}).

Here, f1(T ) is the relative fraction of muon site 1 exhibiting
the lower muon spin precession frequency ν1 = ω1/2π ≈
2.5 MHz with the exponential relaxation rate λt,1, and ν2 =
ω2/2π ≈ 8 MHz with the exponential relaxation rate λt,2

being the corresponding parameters of muon site 2. The
relative signal amplitude of muon site 1, f1(T ) ≈ 0.25, is
temperature independent below 30 K. Above 30 K, it increases
towards 0.6 close to 40 K. Experimentally, it was difficult to
follow the high-frequency (ν2) signal close to TN due to its
high relaxation rate. In the final analysis, we set the value of
f1(T ) = 0.25 constant for all temperatures T < 40 K since it
is rather unlikely for the muon site occupancy ratio to change
below 100 K in this material.

In Fig. 10, the temperature dependence of both muon spin
precession frequencies is shown. In a global fit, ν1 and ν2

are very well described by an order parameter function of the
form

νi(T ) = νi,0 (1 − T/TN)β (i = 1, 2). (4)

Here, TN = 39.4(1) K and the critical exponent β =
0.254(5) are global parameters, and ν1 = 2.58(1) MHz and
ν2 = 7.99(1) MHz. Clearly both curves show no anomaly
near T ∗ = 15 K, whereas TN is identified with T ∗∗ = 39 K
(cf. Fig. 6).

The longitudinal relaxation rate λl, depicted in Fig. 11,
exhibits a maximum close to TN. Below 38 K, a slow decrease
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FIG. 10. Temperature dependence of the spontaneous muon spin
precession frequencies ν1 (black dots) and ν2 (red triangles) in the
magnetically ordered phase of InCu2/3V1/3O3 below 40 K. The
global fit using an order parameter function given by Eq. (4) with
TN = 39.4(1) K and β = 0.254(5) is described in the text.

is observed from 0.07 towards 0.03 μs−1 at 2 K. Only a weak
second maximum is found between 10 and 15 K, reminiscent
of the broad peak observed in T −1

1 of 115In NQR at T ∗ =
15 K. The temperature shift of the peak position in the μSR
experiment is consistent with the fact that the spontaneous
muon spin precession frequencies are smaller than the NQR
transition frequency by a factor of ≈2–6 depending on the
muon site.

The essentially static linewidths λt,1 and λt,2 are depicted
in Fig. 12 (note that λl is 1–2 orders of magnitude smaller).
Since the local magnetic field at site 2 is ≈4 times larger than
at site 1, λt,2 is also larger than λt,1 by a similar factor. Above

FIG. 11. Temperature dependence of the longitudinal relaxation
rate λl in InCu2/3V1/3O3. In the magnetically ordered phase below
40 K, in general, a weak monotonous decrease of λl is observed
superimposed by a small peak at ≈(10) K. The solid and dashed
lines are guides to the eye.

FIG. 12. Temperature dependence of the static linewidths λt,1

(black dots) and λt,2 (red triangles) in the magnetically ordered phase
of InCu2/3V1/3O3 below 40 K.

35 K, towards TN, both linewidths increase due to the reduc-
tion of the in-plane magnetic coherence length close to TN.
Below 30 K, λt,1 is nearly temperature independent, whereas
λt,2 increases towards lower temperatures. This increase in
linewidth may result from the onset of the static interlayer
correlations in this temperature range.

IV. MICROSCOPIC MODEL

Scalar relativistic DFT calculations have been performed
within the generalized gradient approximation (GGA) [38] as
implemented in the full potential code FPLO version 18 [39].
Nonmagnetic band structure calculations were performed on a
14 × 14 × 7 k mesh (228 points in the irreducible wedge). For
the structural input, we used the neutron powder diffraction
data measured at 10 K [25]. Note that the lattice constants and
atomic coordinates provided in Table I of Ref. [25] pertain to
the Cu/V disordered structure with the space group P63/mmc
(194) and cannot describe the honeycomb lattice structure of
InCu2/3V1/3O3. The highest symmetry compatible with the
honeycomb arrangement of Cu atoms for a single layer is
P6̄2m (189). Yet it features a simple stacking of magnetic
honeycomb planes without a shift, giving rise to the spurious
trigonal prismatic local coordination of In. Thus, the minimal
structural model of InCu2/3V1/3O3 entails the A-B-A-B stack-
ing, where the A and B planes are shifted with respect to each
other, leading to the space group Cmcm (63).

The lack of a threefold rotation symmetry in the or-
thorhombic Cmcm structure singles out one of the three
nearest-neighbor exchanges, which is no longer equivalent
to the remaining two, and raises the question of a possible
dimerization. To estimate this tendency, we relaxed the oxy-
gen positions within the GGA + U with Ud = 8.5 eV and
Jd = 1 eV using the fully localized limit as the double-
counting correction. To allow for an antiferromagnetic ar-
rangement within the honeycomb planes, the symmetry has
been further lowered down to monoclinic, space group P21/m
(11). The resulting structure predictably has a lower GGA
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FIG. 13. Left panel: GGA band structure of InCu2/3V1/3O3. The
radii of the green circles denote the weight of the half-filled Cu
d3z2−r2 orbital. Red solid lines are eigenvalues of the tight-binding
Hamiltonian constructed from the Wannier projections. The notation
of the k points is � = [0, 0, 0], X = [0, 1

3 , 0], S = [− 1
4 , 1

4 , 0],
R = [− 1

4 , 1
4 , 1

2 ], A = [0, 1
3 , 1

2 ], Z = [0, 0, 1
2 ], and Y = [− 1

2 , 0, 0]
in terms of the reciprocal lattice vectors of the conventional
(C-centered) unit cell. Right panel: A sketch of the spin model of
InCu2/3V1/3O3 with the nearest-neighbor exchange J1 (black cylin-
ders) and the interlayer exchange Jil1 (red lines). Both exchanges are
antiferromagnetic. Shaded triangles illustrate the magnetic frustra-
tion and are a guide to the eye. The spin model picture has been
created using VESTA [48].

energy, but the difference between the transfer integrals for
the inequivalent paths is small: −174 meV for the “singled
out” path versus −180 meV for the other two paths. Moreover,
the former transfer integral is smaller and the respective
antiferromagnetic exchange is weaker, indicating that there is
no tendency towards an electronically driven dimerization in
the honeycomb planes. This also agrees with the experimental
data where no fingerprints of a dimerization have been ob-
served. Therefore, all further calculations were performed for
the experimental crystal structure.

Though, in the chemical notation, InCu2/3V1/3O3 is named
indium copper oxide vanadate, from the physics perspective,
electronically it is an undoped cuprate with the 3d9 elec-
tronic configuration. Typical for this class of materials, GGA
calculations yield a metallic ground state due to the severe
underestimation of electronic correlations. The four Cu atoms
in the unit cell produce a four-band manifold crossing the
Fermi level (Fig. 13, left). In contrast to most cuprates that
feature the half-filled Cu 3dx2−y2 orbital, this band manifold in
InCu2/3V1/3O3 corresponds to the antibonding combination
of σ -overlapping Cu 3d3z2−r2 and O 2pz orbitals. The strong
hybridization allows us to resort to an effective single-orbital
model with one orbital per Cu. The transfer integrals ti j

between these effective orbitals are estimated by Wannier
projections [40]. In this way, we find that only three terms
exceed 10 meV: The first and second neighbors in the honey-
comb plane—t1 and t2, respectively—as well as the shortest
interlayer coupling til1.

The antiferromagnetic exchange can be directly estimated
in second-order perturbation theory as JAF

i j = 4t2
i j/Ueff, where

Ueff is the on-site Coulomb repulsion within the effective
one-orbital model. By taking the commonly used value
Ueff = 4.5 eV (e.g., [41]), we obtain the leading antiferro-
magnetic exchange JAF

1 = 360 K, which is amenable to a
direct comparison with the experiment: The magnetic sus-
ceptibility of the S = 1

2 honeycomb Heisenberg model has

TABLE III. Transfer integrals ti j (in meV) of the effective one-
orbital model and the respective magnetic exchanges Ji j (in K)
evaluated based on total-energy GGA+U calculations. For each
magnetic exchange, the respective interatomic Cu...Cu distance (in
Å) and the multiplicity (within the unit cell) are provided.

Path dCu...Cu Multiplicity ti j Ji j

X1 3.3509 12 −187 211.7
X2 5.8038 24 −20 −0.8
Xil1 6.2572 16 −49 5.4
X3 6.7018 12 6 0.3
Xil2 7.0979 16 2 −0.6

a broad maximum centered at ∼0.72J1 (e.g., [42]). By taking
the experimental position of this maximum (185 K [25]) in
InCu2/3V1/3O3, we obtain J1 of about 255 K. The reduced
value of J1 hints at a sizable ferromagnetic contribution to
the magnetic exchange, which is lacking in the effective one-
orbital approach in accord with the Pauli principle.

Next, we estimated the total exchange integrals, containing
both antiferromagnetic and ferromagnetic contributions. To
this end, we performed spin-polarized calculations, using a
supercell doubled along the a axis and calculated the total
energies within the GGA + U approach with the Coulomb
repulsion Ud = 8.5 eV, the Hund’s exchange Jd = 1.0 eV,
and the fully localized limit [43] as the double-counting
correction. All calculations have been done in the cell met-
rically equivalent to the unit cell doubled along the a axis,
the space group Pm (6), on a mesh of 2 × 4 × 4 k points.
As expected, the GGA + U restores the insulating nature of
InCu2/3V1/3O3, while the orbital occupation matrices indicate
that the half-filled (and, hence, magnetically active) orbital in
InCu2/3V1/3O3 is Cu 3d3z2−r2 .

The GGA + U total energies of 31 different collinear mag-
netic configurations were mapped onto a classical Heisenberg
model with |�Si| = 1

2 . The five short-range (with dCu...Cu up
to 7.5 Å) exchange integrals J1, J2, J3, Jil1, and Jil2 were
determined by a least-squares solution to a redundant lin-
ear problem; the results are provided in the last column of
Table III.

A corollary of this analysis is the presence of the dominant
nearest-neighbor exchange J1 and the much weaker interlayer
exchange Jil1 (see the right panel of Fig. 13 for a sketch of
the model), while further exchange couplings are comparable
to the error bars. At this point, it is crucial to consider the
topology of the spin lattice. As we discussed earlier in this
section, the neighboring layers in InCu2/3V1/3O3 are shifted
with respect to each other. Due to this shift, two interplane
exchanges couple the nearest neighbors of one plane with the
same spin in the neighboring plane. The resulting J1–Jil1–Jil1

triangles underlie the geometrical frustration of the magnetic
model (Fig. 13, right). We conclude that InCu2/3V1/3O3 is an
excellent realization of the honeycomb lattice where the mag-
netic ordering is further suppressed by a frustrated interlayer
exchange.

Let us note that the absolute numerical values of J1 and Jil1

may be up to 15% inaccurate due to the ambiguous choice
of the Ud parameter. Yet their ratio Jil1/J1 	 2.5% and the
irrelevance of further exchanges beyond the J1–Jil1 model
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are a solid outcome of the analysis. It is clear that in the
Jil1 
 J1 regime, the anisotropy of J1 may play a crucial role
as its magnitude can be larger than the isotropic exchange
Jil1. To investigate the anisotropic terms, we perform full-
relativistic noncollinear GGA + U calculations using VASP

version 5.4.4 [44] with projector augmented-wave pseudopo-
tentials [45,46]. Anisotropic exchange parameters were evalu-
ated by using the four-cell method [47]. The resulting bilinear
exchange tensor M1 is

M1 =
⎛
⎝239.4 0 0.7

0 230.1 0
−0.7 0 240.4

⎞
⎠ K, (5)

where the honeycomb planes are in the xz plane. Thus,
the antisymmetric part of M1 describes the Dzyaloshinksii-
Moriya vector |D1| = 0.7 K perpendicular to the honeycomb
planes. The extremely small value of |D1|/J1 of ∼0.3 %
again indicates that InCu2/3V1/3O3 is an excellent model
honeycomb system. In contrast, the diagonal elements reveal
a considerable XXZ anisotropy of ∼4%.

The crystal field generated by the trigonal bipyramidal
environment of copper atoms in InCu2/3V1/3O3 renders the
|3z2 − r2〉 orbital half filled and magnetically active. This
unusual orbital ground state has been previously conjec-
tured for two other cuprate materials: The spin chain sys-
tem CuSb2O6 [49,50] and the 3D skyrmionic Mott insulator
Cu2OSeO3 [51,52].

In CuSb2O6, the CuO6 octahedra are squeezed, forming
two short and four long Cu–O bonds. DFT calculations in-
dicate a small crystal-field splitting, but the |3z2 − r2〉 orbital
becomes half filled due to the larger bandwidth, which in turn
gives rise to a sizable gain in kinetic energy [50]. Hence, the
orbital ground state is stabilized by the competition between
hopping processes and the on-site Coulomb repulsion rather
than by the crystal field.

The case of Cu2OSeO3 is closer to InCu2/3V1/3O3: Here,
one of the two structurally inequivalent copper atoms, Cu(1),
has the local trigonal bipyramid environment. The micro-
scopic magnetic model features five inequivalent exchanges,
two ferromagnetic exchanges connecting Cu(2) atoms that
have the conventional |x2 − y2〉 orbital ground state, and three
antiferromagnetic exchanges that couple Cu(1) and Cu(2)
sublattices. Interestingly, one of these antiferromagnetic ex-
changes is accompanied by a large Dzyaloshinskii-Moriya
anisotropy amounting to 58% of the isotropic exchange [52].
However, in InCu2/3V1/3O3, the situation is remarkably dif-
ferent: The |3z2 − r2〉 orbitals of the neighboring atoms are
stretched perpendicular to the respective nearest-neighbor
bonds, and the Dzyaloshinskii-Moriya anisotropy is nearly
absent.

Coming back to the isotropic model, InCu2/3V1/3O3 has
a sizable nearest-neighbor superexchange, while longer-range
intraplane exchanges J2 and J3 are strongly suppressed. As
can be seen from the Wannier functions of |3z2 − r2〉 states
in Fig. 14, this behavior can be understood as a joint ef-
fect of the |3z2 − r2〉 orbital state and the strong cova-
lency of V-O bonds. A sizable V-mediated superexchange is
present in other low-dimensional magnets, such as volborthite
Cu3V2O7(OH)2·2H2O [53] and SrNi2V2O8 [54].

FIG. 14. Cu-centered Wannier functions for the |3z2 − r2〉 states
in InCu2/3V1/3O3: (a) lateral and (b) top views. The Cu–O–V–O–
Cu paths facilitating a sizable antiferromagnetic J1 exchange are
highlighted in the right plot.

V. DISCUSSION

A very intriguing feature of InCu2/3V1/3O3 is the occur-
rence of two characteristic temperatures in the low-T regime
of this compound. We begin the discussion by summariz-
ing how these temperatures manifest in different kinds of
measurements. The kink in the static magnetic magnetic
susceptibility χ (T ) at 38 K was originally ascribed to the
3D AFM order of the spins in the bulk of InCu2/3V1/3O3 at
TN = 38 K [27], and later on reconsidered to be a signature
of local magnetic correlations of the spins at the structural
domain boundaries [25]. Interestingly, the spin-flop transition
in the field dependence of the static magnetization at Bsf ∼
5.8 T which usually occurs in 3D ordered anisotropic anti-
ferromagnets is observed in InCu2/3V1/3O3 only below 20 K,
which has been interpreted as the formation of the 3D Néel-
type collinear AFM spin structure below this characteristic
temperature [28]. This conclusion was corroborated by the
occurrence of the second kink in the static susceptibility and
by the observation of the gapped AFM resonance modes at
sub-THz frequencies below 20 K. Such resonance modes
are typical for a 3D collinear antiferromagnet and soften at
the same critical field Bsf [28]. However, the gapless para-
magnetic ESR signal can be observed only above the upper
characteristic temperature of 38 K [27], suggesting that up
to this temperature the spin system in InCu2/3V1/3O3 still
remains in some correlated state featuring anomalous spin
dynamics [29].

Indeed, below the “upper” ordering temperature
TN = 39 K, as determined by the present local spin probe
techniques, the development of the internal field—static on
the timescale of the NQR and μSR experiments—manifests
in the splitting of the 115In NQR lines (Fig. 4) and in the
spontaneous precession of the muon spin (Fig. 9). The
splitting of the 115In NQR lines enables one to monitor
the temperature dependence of the internal field Hint

probed by the nuclei which is proportional to the sublattice
magnetization in InCu2/3V1/3O3.

As to the dynamic characteristics, the T −1
1 spin-lattice

relaxation rate of 115In nuclei exhibits a sharp peak at TN =
T ∗∗ = 39 K and a broad peak at T ∗ = 15 K (Fig. 6), i.e.,
it is sensitive to both characteristic temperatures discussed
above. The muon relaxation rate exhibits similar characteristic
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FIG. 15. Upper panel: 115In NQR line splitting (left scale) due
to local internal magnetic field as a function of temperature [open
circles correspond to the splitting �H1 and squares correspond to
the splitting �H1 (cf. Fig. 4)] and μSR frequency (right scale) as a
function of temperature (triangles). Lower panel: μSR frequency as a
function of reduced temperature (1 − T/TN ). The solid lines are the
fit to the power-law function given by Eq. (4).

features (Fig. 11). In contrast, the T −1
1 spin-lattice relaxation

rate of 51V nuclei shows a peak only at T ∗ = 15 K (Fig. 7)
due to a special symmetry position of these nuclei (see
below).

The internal field Hint probed by NQR and μSR can
be considered as a measure of the order parameter of the
spin system in InCu2/3V1/3O3. Therefore, it is instructive to
analyze its temperature dependence in some detail. In NQR, as
a quantity proportional to Hint, we have taken the full splitting
of the outer satellites �H1 and �H2 (Fig. 4). Analysis of
the T dependence of �Hi can provide information about the
spin dimensionality of the spin system. Such a dependence
is shown in Fig. 15 together with the T dependence of the
muon precession frequency which perfectly match together.
Both data sets were fitted together by the critical exponent
function according to Eq. (4). The fit yields the ordering
temperature TN = 39.4 ± 0.1 K and the critical exponent
β = 0.254 ± 0.005, the same as from the fit of the muon
precession frequency alone (cf. Fig. 10).

The theoretically expected values of the critical exponent β

are β = 0.367 for the 3D Heisenberg spin system, β = 0.345
for the 3D XY model, β = 0.326 for the 3D Ising system,

β = 0.231 for the 2D XY model, and β = 0.125 for the 2D
Ising system [55–57]. The experimentally obtained value of
β = 0.254 is surprisingly close to the prediction for the 2D
XY model [56], reflecting the predominantly two-dimensional
critical behavior of quasistatically correlated Cu spins in
InCu2/3V1/3O3.

It appears from this analysis that although the occurrence
of the internal field may be related to the development of
3D quasistatic correlations—as it follows from the quantum
Monte-Carlo calculations in Ref. [28]—the correlations de-
velop predominantly in the planes, whereas the interplane
correlation length increases much slower. Furthermore, as it
was shown in Ref. [56], in the framework of the 2D XY model,
one finds finite magnetization at T > 0 in 2D finite-size
clusters, even if their size approaches a macroscopic scale.
This situation is likely to be realized in InCu2/3V1/3O3 since
the finite in-plane structural correlation length of ≈300 Å due
to the Cu/V site inversion [25] may set respective constraints
on the magnetic correlation length. Therefore, one can con-
sider the spin system in InCu2/3V1/3O3 to be in a quasi-2D
static state below 39 K. As it follows from the microscopic
model developed in Sec. IV, such an anisotropic behavior
could be attributed to a significant geometrical frustration of
the interlayer exchange due to the shift of the Cu-V layers
with respect to each other along the c axis. Therefore, the
Cu spins in the neighboring layers are AFM coupled on a
frustrated triangular motif. In this situation, the planes are
effectively decoupled but a small amount of defects can
partially break the interlayer frustration, enabling some cor-
relations also across the planes [58]. Moreover, as we have
shown in Sec. IV, in InCu2/3V1/3O3, there is a rather rare
situation that the intralayer exchange, being much larger than
that between the layers, is not frustrated, which stabilizes a
quasistatic state below T ∗∗ = 39 K. Due to residual interlayer
spin dynamics, this is not yet a conventional true 3D Néel
AFM ordered state. This is evidenced by the pronounced 2D
XY critical behavior and also by the absence of the fully devel-
oped AFM resonance modes and the field-induced spin-flop
transition.

At first glance, it seems surprising that the slowing down of
the in-plane spin dynamics in InCu2/3V1/3O3 by approaching
the upper characteristic temperature T ∗∗ = 39 K from above
does not result in a typical peak in the T dependence of the
51V relaxation rate T −1

1 . However, one should keep in mind
that the nonmagnetic V ions are located in the plane in the
symmetric position with respect to the Cu ions. Therefore,
the growth of the in-plane AFM correlations between the
Cu spins results in a gradual decrease of the effective local
field acting on the V nuclei ultimately down to zero. This
yields the slowing down of the T −1

1 rate despite the decreasing
frequency of the spin fluctuations. This in-plane dynamics
could be probed by V nuclei at the defect nonsymmetric crys-
tallographic sites whose amount is, however, quite small in
our samples. Nevertheless, the transition into a quasi-2D static
state below T ∗∗ is reflected in a reduction of the stretching
parameter b from 1 to 0.5, which is typical for a 2D situation
(Fig. 7) [59]. In contrast, a characteristic peak at T ∗∗ is present
in the T −1

1 rate of 115In nuclei which are in the nonsymmetric
position with respect to the Cu spins in the plane (Fig. 2)
and the parameter b also drops down to 0.5 at T ∗∗ (Fig. 6).
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FIG. 16. T dependence of the width of the left and right peaks in
the central part of the 115In NQR spectrum (Fig. 3) corresponding to
the In sites exposed to a small internal field. (Solid lines are guides
for the eye.)

Similarly, the muons at the nonsymmetric interstitial position
exhibit, at this temperature, a sharp peak in the relaxation rate
too (Fig. 11).

The onset of the spin-flop transition below ∼(20) K [28]
evidences the establishment of the fully developed 3D mag-
netic order in InCu2/3V1/3O3. Due to the shift of the honey-
comb planes along the c axis, the local fields in the ordered
state become nonzero at the V sites as well. Associated with
this, the T dependences of the T −1

1 rate of both types of nuclei
as well as the relaxation rate of the implanted muons feature
the peak at T ∗ = 15 K (Figs. 6, 7, and 11). This peak is broad,
suggesting a rather gradual transformation of the magnetic
state obviously related to the strong interlayer frustration
and the related residual interlayer spin dynamics, which is
suppressed only gradually with decreasing temperature. The
suppression of this dynamics and the establishment of the 3D
order leads to a more homogeneous distribution of local fields.
As a consequence, the NQR linewidth which continuously
increased below 39 K saturates and even narrows below
∼(20) K (Fig. 16). The absence of an anomaly in the specific
heat Cp(T ) associated with magnetic order might be related to
the fact that a large fraction of magnetic entropy is already lost
below 100 K due to short-range correlations [25] as well as
due to the pronounced two-dimensionality of the spin system
which suppresses the λ peak in the Cp(T ) dependence at
the magnetic phase transition [60]. Presumably, the ordered
moment could be quite small due to the enhanced spin fluctu-
ations in the 2D honeycomb lattice with the low coordination
number z = 3, which might explain the nonobservation of
magnetic Bragg peaks in neutron diffraction [25]. The reason
for a missing magnetic anomaly in the thermal expansion [25]
could be a weak magnetoelastic coupling due to the quenched
orbital moment of Cu2+.

The possibility of the realization of the BKT physics in
InCu2/3V1/3O3 is certainly a very intriguing issue. That the
honeycomb planes in this compound feature planar anisotropy
has been shown by our DFT calculations and previously
was suggested by ESR experiments in Ref. [27]. It should

be noted that for the occurrence of the BKT transition at a
finite temperature, the pure XY limit is not necessary. As was
shown by Cuccoli et al. [61] using quantum Monte Carlo
simulations, even a very small (of the order of 10−3) deviation
from the isotropic Heisenberg case towards planar anisotropy
gives rise to the BKT transition at a finite temperature. As
has been discussed, e.g., in Ref. [19], the occurrence of the
Néel order obscures, but not necessarily completely excludes,
the BKT physics. The detection of the BKT transition in
low-dimensional quantum spin magnets is a general problem.
Unlike in FM- or AFM-ordered phases, magnetization is not
the order parameter for the BKT transition. Therefore, the
signatures of the BKT physics in such experimental meth-
ods as neutron scattering, NMR, or ESR can be detected
only indirectly by looking for critical exponents above the
transition point. The critical behavior of the electron spin
system can be studied by analyzing the T dependence of the
nuclear spin-lattice relaxation rate. Having established the 2D
XY behavior below TN = 39 K from the analysis of the static
internal field in InCu2/3V1/3O3, one can expect that above
this temperature, the correlation length ξ (T )BKT follows an
exponential dependence, predicted by Kosterlitz [18]:

ξ (T ) = ξ0exp

(
p√

T/TBKT − 1

)
, (6)

where ξ0 ∼ 1 Å and p 	 π/2. TBKT is the BKT phase tran-
sition temperature into the vortex-antivortex paired state. As
was shown by Borsa et al. [62], the spin-lattice relaxation rate
in a 2D antiferromagnetic system is proportional to the square
of the correlation length ξ (T ):

T −1
1 =115 γ 2 h2

eff

ωe
[ξ (T )/ξ0]2. (7)

Here, 115γ is the gyromagnetic factor of 115In,

ωe= JkB
h̄

√
2zS(S+1)

3 is the exchange frequency, and heff is
the effective fluctuating hyperfine field [63]. Following the
same procedure as used by Waibel et al. for the 51V NMR
relaxation in BaNi2V2O8 [21], the NQR magnetic spin-lattice
relaxation rate for InCu2/3V1/3O3 can be fitted with the
following function:

T −1
1 = A[ξ (T )/ξ0]2 + kT, (8)

where ξ (T ) = ξ (T )BKT, and the linear T term accounts for the
direct phonon relaxation. The fit yields TBKT = 32.5 ± 1.8 K
and p = 1.2 ± 0.5, which is close to the theoretical value p ≈
1.6 within the error bar (Fig. 17).

Such an estimate of TBKT appears to be consistent with the
theoretical results in Ref. [56], where the temperature of the
onset of the staggered magnetization (in our case, TN = 39 K)
of a 2D large-size spin cluster is somewhat higher than the
BKT transition temperature.

From the theoretical perspective, our conjecture on the
BKT transition in InCu2/3V1/3O3 requires further analysis.
Generally, a BKT transition should manifest itself in the
behavior of long-range spin correlations at different tem-
peratures. According to our DFT calculations, the minimal
model to address the BKT physics in InCu2/3V1/3O3 is the
S = 1

2 XXZ model of AB-stacked honeycomb lattices with
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FIG. 17. 115In spin-lattice relaxation rate as a function of the
reduced temperature (T − TN )/TN (circles) and the fit according to
Eq. (8) (solid line).

the interplane exchange amounting to ∼2.5% of the nearest-
neighbor exchange. Unfortunately, simulating this model is
very challenging: While quantum Monte Carlo techniques
suffer from the sign problem due to magnetic frustration,
classical Monte Carlo simulations are not justified for the
extreme quantum case of S = 1

2 . Nevertheless, we believe
that our experimental indications of the BKT transition in

FIG. 18. NQR transition frequencies as a function of the EFG
asymmetry parameter η numerically calculated using Hamilto-
nian (1).

InCu2/3V1/3O3 will stimulate further numerical studies of
this model, for instance, using the recently introduced pseud-
ofermion functional renormalization-group method [64], ca-
pable of treating quantum spin models with frustration.

VI. CONCLUSIONS

To summarize, we have studied the low-temperature mag-
netic properties of the quasi-2D magnet InCu2/3V1/3O3 featur-
ing honeycomb planes of AFM coupled Cu2+ spins S = 1/2
by employing three kinds of local spin probes: The nuclei
115In and 51V at the regular lattice sites and implanted spin-
polarized muons μ+ at interstitial lattice sites. The main
objective of this study was to elucidate the nature of the
two characteristic temperature scales of ∼40 and ∼(20) K,
which were controversially interpreted in different previous
experiments. The splitting of the 115In NQR spectral lines and
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FIG. 19. (a), (b) NQR transition frequencies as a function of
local magnetic field for the nuclear spin I = 9

2 in an asymmetric
electric field with (a) η = 0.1 and (b) η = 0.05. The magnetic field
h is applied along the z symmetry axis of EFG. (c) Comparison of
the calculated frequencies for the ± 3

2 ↔ ± 5
2 transition for h ‖ z

with the position of the experimentally observed NQR signals at T =
10 K indicated by horizontal dashed lines (cf. Fig. 4). (d) Calculated
frequencies for h ⊥ z. Red solid triangles in (c) and (d) correspond
to η = 0.05 and black circles correspond to η = 0.1.
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the onset of the muon spin precession at 39 K evidence the
development of the staggered magnetization whose tempera-
ture dependence agrees well with the predictions of the 2D
XY model, suggesting that InCu2/3V1/3O3 is in a quasi-2D
static magnetic state below this temperature. A transition to
this state is signified by a peak in the T dependence of
the relaxation rate T −1 of the In nuclei at T ∗∗ = 39 K and
a maximum in the longitudinal muon spin-relaxation rate,
whereas such a peak is absent in the case of the V nuclei
due to the cancellation of the local fluctuating fields at this
symmetric in-plane position, as expected for the quasi-2D
ordered state. However, a true 3D long-range magnetic order
in InCu2/3V1/3O3 gradually sets in at a significantly lower
temperature, manifesting in the broad relaxation peaks at
T ∗ = 15 K for both types of nuclei and a weak anomaly in the
muon relaxation rate. These experimental results are strongly
supported by our DFT calculations of the electronic band
structure and of the exchange constants in InCu2/3V1/3O3

that reveal the dominance of the nearest-neighbor AFM ex-
change in the honeycomb spin-1/2 planes with a significant
XXZ anisotropy and with negligible further neighbor in-plane
couplings, as well as a single sizable and frustrated AFM
exchange between the honeycomb planes. It appears from
our experimental and theoretical findings that such a signif-
icant interlayer magnetic frustration concomitant with some
structural disorder give rise to two distinct magnetic states
successively occurring in InCu2/3V1/3O3 upon lowering the
temperature. Particularly intriguing are indications from the
analysis of the 115In relaxation rate T −1(T ) of the topological
BKT transition in the honeycomb planes of InCu2/3V1/3O3 in
the quasi-2D ordered state presumably occurring at TBKT =
33 K, which call for theoretical studies of the BKT physics in
this compound.
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APPENDIX

Hamiltonian (1) can be easily solved for the asymmetry
parameter η = 0, i.e., in the case of the axial symmetry of
the charge distribution around the nucleus. For η �= 0, it is
still solvable analytically for the nuclei with I = 3/2, but for
I > 3/2 there is no analytical solution. Therefore, for 115In
with I = 9/2, we have calculated the transition frequencies as
a function of η numerically.

The results for the four allowed transitions ±1/2 ↔ ±3/2,
±3/2 ↔ ±5/2, ±5/2 ↔ ±7/2, and ±7/2 ↔ ±9/2 are pre-
sented in Fig. 18. As is customary, the levels are labeled
according to the largest component of the wave function,
though Iz is a good quantum number only when η = 0.

Additionally, we numerically solved Hamiltonian (1) per-
turbed by the Zeeman interaction due to the local magnetic
field h. For calculations, we considered two cases of the
EFG with η = 0.05 and η = 0.1 relevant for InCu2/3V1/3O3.
Computation results are shown in Figs. 19(a) and 19(b). As a
consequence of the Zeeman splitting, the additional − 1

2 ↔ 1
2

transition appears. In our calculations, we considered the case
when the magnetic field is applied along the EFG z-principal
axis. A comparison of the calculations with the experimental
data obtained at 10 K (cf. Fig. 4) is shown in Fig. 19(c). As
can be seen there, in the case of very small magnetic fields,
the line splitting is small and is masked by the overlap of the
lines. In stronger fields, all four transitions are well separated,
in qualitative agreement with experiment. On the quantitative
level, there is some discrepancy due to the noncollinearity of h
and the z axis of EFG, which results in an asymmetric splitting
of the lines. To illustrate this, in Fig. 19(d) we show the other
simple limit of h ⊥ z (hx = hy).
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