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Lattice dynamical properties of antiferromagnetic MnO, CoO, and NiO,
and the lattice thermal conductivity of NiO
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Lattice dynamical properties of antiferromagnetic rocksalt oxides are often interpreted using the cubic space
group Fm3̄m, although below Néel temperature their magnetic substructure possesses a lower symmetry. For
example, in the case of NiO, a rhombohedral structural distortion lowers the symmetry to trigonal space group
R3̄m below 525 K. We performed hybrid density functional theory calculations on the phonon dispersion
relations of MnO, CoO, and NiO, and the lattice thermal conductivity of NiO using both Fm3̄m and R3̄m space
groups. The calculated acoustic phonon frequencies of all oxides agree well with the available experimental
data, while the optical modes of MnO and CoO show somewhat larger discrepancies. Our calculations show
the phonon density of states to be very similar with both studied space groups. The experimental thermal
conductivity of antiferromagnetic NiO is reproduced well below the Néel temperature by solving the linearized
phonon Boltzmann transport equation.
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I. INTRODUCTION

The ability to conduct heat, that is, thermal conductivity,
is a fundamental property of all matter. As such, it plays a
vital role in the choice of material for many technological
applications. For example, in microelectronics it is often desir-
able to maximize the thermal conductivity of some constituent
material to ensure the removal of excess heat. In contrast, in
thermoelectric applications the device efficiency is typically
improved when the material conducts as little heat as possible.
Still, despite the conceptually simple nature of the thermal
conductivity, predicting it for a given material accurately with
ab initio electronic structure methods is a relatively complex
task [1,2]. In solids, heat is carried almost exclusively by
electrons and phonons (lattice vibrations) and the total ther-
mal conductivity κ can be written as the sum of electronic
and phononic contributions: κ = κe + κl . If the mobility of
electrons in the material is low, like in insulators and undoped
semiconductors, the contribution of electrons to heat transport
can be neglected and it is enough to investigate only the lattice
thermal conductivity.

The most used approach in computational thermal con-
ductivity studies based on electronic structure methods is
solving the linearized phonon Boltzmann transport equation
(LBTE) [3–7]. In the most simplified form of LBTE, the so-
called relaxation time approximation (RTA), the lattice ther-
mal conductivity κl can be expressed as the sum of the heat
carried by the vibrational modes λ: κl = 1/(NV0)

∑
λ Cλvλ ⊗

vλτλ, where N is the number of q points sampled, V0 is the
volume of the unit cell, and Cλ, vλ, and τλ are the heat capacity,
group velocity, and the relaxation time of the mode λ (the
norm of the product vλτλ is called the mean free path of the
mode). The most challenging component to evaluate, both

*antti.j.karttunen@iki.fi

from the point of view of computational time and accuracy,
is the relaxation time τλ. The evaluation of τλ requires the
scattering rate matrix elements, which in turn require the
third-order interatomic force constants (IFCs). The number
of third-order IFCs scales immensely with system size, but
the increase in computational power and methodological im-
provements have enabled the calculation of third-order IFCs
with modern density functional theory (DFT) methods in
reasonable timescales. As is common in quantum chemical
calculations, space group symmetry can also be exploited to
drastically reduce the computational time.

In addition to reducing computational cost, consideration
of space group symmetry is also important in obtaining
physically meaningful results for crystalline materials. As an
example, the antiferromagnetic metal oxides MnO, CoO, and
NiO are typically described in terms of cubic rocksalt struc-
ture (Fm3̄m), but below their respective Néel temperatures
of 116, 291, and 525 K, the symmetry is actually lower.
The symmetry lowering is due to their magnetic substruc-
ture with antiferromagnetic ordering. Figure 1 illustrates the
antiferromagnetic ordering, where parallel spin sheets in the
[111] direction induce a small rhombohedral distortion [8].
Taking the symmetry lowering into account, spin-polarized
computational studies should be carried out in the trigonal
R3̄m subgroup with two metal atoms in the primitive cell.
In contrast, the primitive cell of the Fm3̄m structure contains
only one metal atom, preventing the use of antiferromagnetic
ordering. The structural distortion due to magnetic ordering is,
however, so small that in experiments the cubic space group is
typically used to analyze for example phonon dispersion data
obtained with inelastic neutron scattering [9–13].

One possibility to make the computational results obtained
using the trigonal R3̄m subgroup comparable to the experi-
mental results reported in the space group Fm3̄m is to use the
so-called unfolding techniques, in which the force constants
obtained using the two times larger trigonal primitive cell are
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FIG. 1. Unit cell of an antiferromagnetic rocksalt oxide such
as NiO (Fm3̄m, gray: metal, red: oxygen). The colored planes are
perpendicular to the [111] direction. Metal atoms on the green plane
have the same spin while the atoms on the blue plane have the
opposite spin, as indicated by the arrows.

folded back to the cubic primitive cell. The unfolding methods
include projecting the phonon polarization vectors to a group
of plane waves and calculating their appropriate unfolding
weights, or averaging the force constants of the lower sym-
metry system to represent the higher symmetry system. There
are few codes such as Phonon Unfolding and YPHON that
serve this purpose for harmonic phonon properties [14,15].
However, such unfolding methods are not generally available
for the third-order force constants that are required for the
calculation of lattice thermal conductivity.

The phonon properties of magnetic materials are an ac-
tive field of experimental research. The effect of an external
magnetic field on the lattice thermal conductivity has been
demonstrated recently and the possibility to control heat
transport with magnetism is an attractive target [16]. Ab initio
lattice thermal conductivity studies of magnetic materials
using phonon Boltzmann transport are almost nonexistent,
but the phonons, magnons, and lattice thermal transport of
antiferromagnetic semiconductor MnTe have been recently
investigated within the DFT+U framework and BTE [17]. We
are not aware of previous studies using hybrid DFT methods
for the lattice thermal conductivity studies of magnetic d-
metal oxides. It has been shown before that the use of hybrid
DFT methods can improve the description of lattice dynamical
properties of d-metal oxides [18]. The same effect can be
achieved with a lower computational cost using GGA+U
approach, but hybrid DFT methods such as DFT-PBE0 have
the advantage of not needing an additional material-dependent
parameter.

We examine the lattice dynamical properties of antifer-
romagnetic MnO, CoO, and NiO, and the lattice thermal
conductivity of NiO using hybrid DFT in conjunction with
local Gaussian-type orbital (GTO) basis sets. We perform
calculations using both the cubic (Fm3̄m) and trigonal (R3̄m)
primitive cells to study the effects of the symmetry reduction
due to antiferromagnetic ordering. In the case of the cubic
primitive cell, we investigate the effect of neglecting the mag-
netic structure in the phonon calculations, treating the crystal
as an effective alloy of spin-up and spin-down atoms analo-
gously to the virtual crystal approximation [19]. This lowers

the computational cost of the phonon calculations and enables
the study of lattice dynamical properties with the higher cubic
symmetry typically used in the experimental lattice dynamical
studies of antiferromagnetic rocksalt oxides [9–13].

II. COMPUTATIONAL DETAILS

Initial lattice parameters of MnO, NiO, and CoO were
taken from the experimentally determined crystal structures
by Sasaki et al. [20]. If one neglects the antiferromagnetic
spin ordering and uses the cubic (Fm3̄m) primitive cell with
only one metal atom, DFT-PBE0 predicts the ground state
to be metallic. As a result, all calculated properties would
be inherently unphysical. The trigonal (R3̄m) primitive cell
for describing the antiferromagnetic ordering of the spins is
obtained by forming new primitive lattice vectors a′, b′, and c′
from the lattice vectors a, b, and c of the original face centered
cubic primitive cell as follows: a′ = b + c, b′ = a + c and
c′ = a + b.

Geometry optimization in the trigonal space group R3̄m
breaks the original cubic symmetry of the rocksalt structure
and when the optimized trigonal structure is transformed back
to cubic, the angles between the lattice vectors deviate slightly
from 90◦. The resulting angles in the optimized antiferromag-
netic structures of MnO, CoO, and NiO are 90.7◦, 90.2◦, and
90.1◦, respectively. The observed deviations from ideal cubic
angle agree well with the respective experimental measure-
ments of 90.7◦, 89.6◦, and 90.1◦, although the deviation in
CoO is in the opposite direction [21–23]. All lattice dynamical
calculations within the cubic space group Fm3̄m were carried
out for structures optimized within the trigonal space group
R3̄m, by setting the angle in the ideal value of 90◦.

All DFT calculations were carried out with the CRYS-
TAL17 software package using the hybrid PBE0 exchange-
correlation functional [24–26]. This includes calculations for
geometry optimizations, band structures, static dielectric ten-
sors [27–29], �-point vibrational frequencies [30,31], and
forces in phonon supercells with atomic displacements. We
employed a triple-ζ -valence + polarization (TZVP) level
Gaussian-type basis set in all calculations. The basis sets
used for Ni and O have been described in a previous pub-
lication [32]. Co and Mn basis sets are described in the
Supplemental Material [33]. Coulomb and exchange integral
tolerance factors (TOLINTEG) were set to tight values of 8,
8, 8, 8, and 16.

In the geometry optimizations and �-point frequency cal-
culations we used an 8 × 8 × 8 k sampling for the recip-
rocal space [34]. We calculated the static dielectric tensors
and Born effective charges in the trigonal R3̄m space group
using the CPHF module of CRYSTAL17. The obtained trigonal
static dielectric tensor elements and Born effective charges
(xx = yy �= zz) were made compatible with cubic symmetry
(xx = yy = zz) by averaging. Differences in the trigonal static
dielectric tensor elements xx and zz are rather small: xx =
4.16 and zz = 4.15 for MnO; xx = 4.59 and zz = 4.63 for
NiO; xx = 4.41 and zz = 4.42 for CoO. The differences in
the trigonal Born effective charges are slightly larger with
xx = 2.40 and zz = 2.27 for MnO; xx = 2.14 and zz = 2.19
for NiO; xx = 2.16 and zz = 2.30 for CoO.
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Harmonic and anharmonic phonon properties were investi-
gated using the PHONOPY and PHONO3PY program packages,
respectively [7,35]. In lattice dynamical calculations based
on the frozen phonon method, the supercells with atomic
displacements enable the use of correct magnetic ordering
even in supercells generated from a cubic Fm3̄m primitive
cell. The forces for the supercells are calculated in the P1
space group, which makes it possible to freely set the spins to
the correct antiferromagnetic order, that is, to set antiparallel
spins to the nickel atoms in adjacent (111) planes. The force
constants and the dynamical matrix are constructed from
the calculated forces assuming cubic symmetry, so that the
correct magnetic ground state is implicitly included in the final
phonon dispersions and lattice thermal conductivities even
though it is not present in the Fm3̄m primitive cell.

In the force calculations for supercells with displacements,
we applied tight SCF convergence criterion of 10−10 a.u.
(TOLDEE). In the trigonal case, the second-order force con-
stants were calculated using a 4 × 4 × 4 supercell containing
256 atoms. In the the cubic case, a 6 × 6 × 6 supercell con-
taining 432 atoms was used. In both cases, only the � point
was considered in the k sampling. For the cubic MnO and
NiO, we used the PHONOPY defaults of one displacement of
0.01 Å per atom. For CoO, we had to use two displacements
of ±0.06 Å to obtain accurate force constants and to avoid
imaginary phonon modes. The numerical difficulties in the
case of CoO may be a result of the magnetic structure of
CoO deviating towards a monoclinic C2/m structure rather
than the trigonal R3̄m [23]. The nonanalytical contribution
as q → 0 has been taken into account in all phonon cal-
culations. Phonon density of states were calculated using a
60 × 60 × 60 q mesh for the trigonal primitive cell and an
80 × 80 × 80 q mesh for the cubic primitive cell.

In the trigonal case, third-order force constants were calcu-
lated using a 2 × 2 × 2 supercell, corresponding to 32 atoms
(4 × 4 × 4 k sampling). For the cubic case, we used a 4 ×
4 × 4 supercell with 128 atoms (2 × 2 × 2 k sampling). For
the third-order force constants, we used a pair-cutoff distance
of 5 Å in the cubic case, meaning that all supercells where the
displaced atoms were more than 5 Å apart were neglected. The
cutoff was based on the lattice thermal conductivities obtained
for the trigonal case using different cutoff values (see the
Supplemental Material [33]). The phonon lifetimes were cal-
culated using a 30 × 30 × 30 q mesh for the cubic primitive
cell and 20 × 20 × 20 q mesh for the trigonal primitive cell.
The convergence of the calculated lattice thermal conductivity
with respect to q mesh is shown for the trigonal primitive cell
in the Supplemental Material [33]. The isotope scattering due
to the mass variance of natural isotope distributions was taken
into account in all lattice thermal conductivity calculations as
implemented in PHONO3PY.

In addition to RTA, we checked the effect of solving the full
linearized Boltzmann transport equation (LBTE) for phonons
when calculating the lattice thermal conductivity. The differ-
ence in κl calculated at 300 K using the two methods was
minimal: with trigonal primitive cell, both the full solution
and RTA yield 24.7 W m−1 K−1 and with the cubic primitive
cell, the values are 25.2 and 25.3 W m−1 K−1 with the full
solution and RTA, respectively. At temperatures below 200 K,
the relaxation-time approximation results in a slightly smaller

TABLE I. Optimized lattice parameters (a and c in Å), diagonals
of the Born effective charges (Z∗), and static dielectric tensors (ε∞)
of the studied oxides under the trigonal and cubic symmetries.
In the trigonal system a = b �= c and xx = yy �= zz, while in the
cubic system a = b = c and xx = yy = zz. For better readability, the
tensor elements xx and zz are marked under a and c, respectively.
Experimental lattice parameters are from Sasaki et al. and static
dielectric tensors from Plendl et al. [20,41].

NiO CoO MnO

Trigonal (R3̄m) a c a c a c

Lattice parameter 2.96 14.48 3.02 14.71 3.16 15.19
Z∗ 2.14 2.19 2.16 2.30 2.40 2.27
ε∞ 4.59 4.63 4.41 4.42 4.16 4.15
Cubic (Fm3̄m) a Expt. a Expt. a Expt.

Lattice parameter 4.18 4.18 4.26 4.26 4.44 4.45
Z∗ 2.16 2.21 2.35
ε∞ 4.60 5.7 4.41 5.3 4.16 4.95

κl compared to LBTE. Using the trigonal primitive cell as an
example, at 100 K RTA predicts κl to be 140 W m−1 K−1,
while the LBTE prediction is 148 W m−1 K−1 (5% increase).
Further comparisons between RTA and LBTE at lower tem-
peratures are shown in the Supplemental Material [33].

III. RESULTS

A. Structural and electronic properties

Table I contains the optimized lattice parameters as well as
the diagonals of the Born effective charge and high-frequency
static dielectric tensors. In all three oxides, the changes in
the cubic lattice parameter a are minimal in comparison to
the experiment. The magnetic moments of the metal atoms
are 4.78, 2.72, and 1.67 μB for MnO, CoO, and NiO, respec-
tively. The high-frequency static dielectric tensors are clearly
underestimated with the used methods. The trend is correct,
however, with NiO having the highest value, followed by
CoO and MnO. The predicted band gaps for MnO, CoO, and
NiO are 3.9, 3.9, and 5.3 eV, respectively. As is expected
when using a hybrid functional, the predicted band gaps are
larger in comparison to the experimental band gaps, which
lie around 3.6 eV for MnO, 2.6 eV for CoO, and 4.0–4.3 eV
for NiO [36–40]. As we focus here on the lattice dynamical
properties, the electronic band structures and densities of
states can be found from the Supplemental Material [33].

B. Phonon dispersions

We calculated the phonon dispersions for MnO, CoO, and
NiO both with cubic (Fm3̄m) and trigonal (R3̄m) primitive
cells. Figure 2 shows the phonon dispersions obtained using
the cubic primitive cell. The phonon dispersions of the three
oxides show rather similar overall shape, especially for the
acoustic phonons, but the phonon frequencies show differ-
ences. The agreement with experiment is generally very good
for the acoustic modes, optical modes showing some larger
differences.

144307-3



JARNO LINNERA AND ANTTI J. KARTTUNEN PHYSICAL REVIEW B 100, 144307 (2019)

FIG. 2. Phonon dispersions of MnO, CoO, and NiO obtained
using cubic primitive cells. In the case of MnO, blue crosses are
experimental data points from Wagner et al. and green crosses from
Haywood et al. For CoO and NiO, the green crosses correspond to
experimental data from Sakurai et al. and Reichardt et al., respec-
tively [9–13].

For MnO, the experimental phonon dispersion data of
Haywood et al. (green crosses) and Wagner et al. (blue
crosses), are in reasonable overall agreement, but differ in the
�-X direction for the LA mode and throughout the Brillouin
zone for the LO mode [10,12,13]. The newer results of Wag-
ner et al. are in better agreement with our DFT calculations.
Our results are very close to the results of Wdowik et al., who
used GGA+U with Hubbard parameter U = 1 eV [42]. The
TO frequencies calculated here are underestimated in com-
parison to both experimental data sets. When Wdowik et al.
increased U all the way up to 7.9 eV, they found agreement
with the experimental TO modes, as the corresponding force
constants increased up to 50% with increasing U . Agreement
for the LO mode did not improve, as the frequency at � is gov-
erned more by the terms in the nonanalytic term correction.
It should be pointed out, however, that they compared only
against the experimental frequencies of Haywood et al. and
not the more recent data of Wagner et al. The discrepancies
between the experiments show the need for definitive MnO
phonon dispersion data that would enable more systematic
improvement of the theoretical methodology. Additionally,
the validity of using the cubic symmetry in interpreting the
experimental results has been challenged in some studies, but
the lack of experimental data for the lower trigonal symmetry
has prevented developments in this direction [43,44].

The calculated phonon frequencies of CoO have good
correspondence with the experiments in the �-X and �-K
directions, and the agreement in the �-L direction is also
reasonable. The optical modes in the �-L direction and the
frequency of the LO mode at the � point show the largest
differences in comparison to the experimental data. Wdowik
et al. have studied CoO using the GGA+U method with
the cubic symmetry (a = 4.27 Å) and a refined U value
of 7.1 eV. Compared to our results, they obtained similar
correspondence with the experiments in the �-X and �-L
directions and even better agreement in �-K direction. The
difference we have in the frequency of the LO mode at �

appears to arise from the dielectric tensor and Born effective
charge values used in the nonanalytical correction. If we use
the same values as Wdowik et al. (ε∞ = 5.3, Z∗ = 2.06),
our LO frequency matches exactly that of theirs and the
experiments and the agreement for the first data point in the
�-L direction is improved, too.

The bottom plot in Fig. 2 shows the phonon dispersions of
NiO using the cubic symmetry. The rhombohedral distortion
is the smallest for NiO and the cubic symmetry yields a good
agreement with the experimental data points from inelastic
neutron scattering by Reichardt et al. [11]. The acoustic
phonons and the TO modes are well reproduced by our
calculations. The only clear discrepancies modes are seen for
the acoustic modes in few points in the �-K direction and for
the highest-energy LO mode. Generally, the shape of LO band
follows the experimental data points well, but the calculated
frequencies are somewhat overestimated in comparison to the
experimental data, similar to CoO.

Figure 3 shows the phonon dispersions and phonon density
of states (DOS) calculated for NiO with both cubic and
trigonal primitive cells. Our phonon dispersions calculated
with the trigonal primitive cell are mostly in good agreement
with the previous phonon dispersions calculated by Floris
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FIG. 3. Phonon dispersions and atom-projected phonon density of states (DOS) of NiO using two different primitive cells. The phonon
dispersions of the cubic primitive cell were plotted in directions corresponding to the trigonal primitive cell, folded, and labeled according to
the trigonal case. The following reciprocal space points were used for the cubic primitive cell: L = (−1/2, 1/2, 1/2), Z = (1/2, 1/2, 1/2), and
F = (−1/2, 1/2, 0). Corresponding points for the trigonal primitive cell are: L = (0, 1/2, 0), Z = (1/2, 1/2, 1/2), and F = (1/2, 1/2, 0). In
the DOS plots the green and blue lines correspond to Ni and O contributions, respectively.

et al. using PBE+U approach [45]. The work of Floris et al.
also highlights well the major differences between the phonon
dispersions obtained with pure PBE and PBE+U . The acous-
tic modes obtained with PBE0 and PBE+U possess similar
frequencies, but some of PBE0 optical modes are found at
higher frequencies compared to PBE+U . For example, the
highest optical mode at the zone edge F is 1.2 THz higher for
PBE0. The largest differences are seen in a few optical modes
in the direction �-F where the modes show larger dispersion
with the PBE+U approach. The phonon DOS obtained with
PBE0 shows somewhat sharper features in comparison to
PBE+U , but the overall distributions are in line with each
other.

Although the cubic and trigonal primitive cells correspond
to different Brillouin zones, it is possible to compare the
phonon dispersions between the primitive cells. This is ac-
complished by considering the smaller cubic primitive cell
as a segment of the larger trigonal primitive cell, plotting
the phonon dispersions in the equivalent directions, and fold-
ing them. As a result, the phonon dispersions of the cubic
primitive cell are labeled with the labels of the trigonal
primitive cell in Fig. 3. A somewhat similar comparison of
theoretical phonon dispersions of NiO was done by Aytan
et al., who found that lifting the band degeneracy with larger
primitive cells produces a better match between the calculated
�-point frequencies and measured Raman spectra [46]. In
the directions �-L and �-Z , there is a straightforward map-
ping between the two primitive cells and the folded phonon
dispersions of the cubic primitive cell are well in line with
the phonon dispersions of the trigonal primitive cell. The
most obvious difference is that the cubic primitive cell shows
a clear gap between the acoustic and optical modes right
above 10 THz, while there is no such gap in the trigonal
primitive cell. In the �-Z direction, the optical phonon modes
of the two primitive cells also show differences. The direction
�-F is a lower symmetry direction in the trigonal primitive
cell, as illustrated by the lifting of the band degeneracies
at the F point. In this direction, the folded phonon dis-
persions of the cubic primitive cell show larger differences

with the trigonal primitive cell compared to the two other
directions.

The phonon DOS plots of the cubic and the trigonal
primitive cells can be compared directly and they are clearly
similar. The shape of the DOS of optical modes above
10 THz is somewhat different, and the optical DOS peak is
at a slightly higher frequency in the cubic primitive cell, but
the general distribution is the same for the two primitive cells.
As expected, the lower frequency modes below 10 THz are
mainly due to the motion of the heavier nickel atoms and the
higher frequency modes result from the motion of the oxygen
atoms. The phonon DOS plot of the trigonal primitive cell
with composition Ni2O2 has actually two overlapping green
and blue lines, which explains why the x-axis range of the
phonon DOS is similar for the cubic and trigonal primitive
cell. When integrating the phonon DOS over the frequency
range, the trigonal case has twice the number of phonon
modes in comparison to the cubic case.

For MnO and CoO, the phonon DOS obtained with the cu-
bic and trigonal primitive cell show slightly more pronounced
differences compared to NiO. Since we focus on NiO in
the lattice thermal conductivity calculations, the cubic and
trigonal phonon DOS of MnO and CoO can be found from
the Supplemental Material [33].

C. Lattice thermal conductivity

The BTE approach used here for calculating the lattice
thermal conductivity does not take into account any changes
in the magnetic structure induced by higher temperatures.
The temperature only affects the populations of the phonon
states. Because of this, we present and discuss lattice thermal
conductivity here only for NiO, where the Néel tempera-
ture is high enough (525 K) to ensure that the antiferro-
magnetic ground state we use corresponds to the magnetic
configuration during the experimental lattice thermal conduc-
tivity measurements and we do not enter regions of mag-
netic behavior that our approach cannot describe. It is worth
mentioning that more intricate models capable of including
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FIG. 4. Lattice thermal conductivity of NiO calculated using
both the trigonal (red line) and cubic (black line) primitive cells.
Crosses denote the different experimental data points [48–52].

magnon-phonon interactions are being developed, see, e.g.,
the paper of Mikhail et al. and references therein [47].

In line with the matching phonon DOS obtained from
the cubic and trigonal primitive cells, the predicted lattice
thermal conductivities are also practically equal (Fig. 4).
The agreement between the experimental κ and calculated
κl is generally very good. The experimental data in Fig. 4
have been obtained from the review of Keem and Honig
and were chosen from experiments that are consistent with
each other and have been obtained from good quality single
crystals [48–52]. Interestingly, the results of the two samples
of Shchelkotunov et al. form a somewhat unified line, whereas
the results of Zhuze et al. and Lewis et al. correspond better
with one another. Below 250 K, the values recommended by
Keem are between those of Shchelkotunov and Lewis and
follow Shchelkotunov at higher temperatures. The data from
Slack are closer to Shchelkotunov at lower temperatures but
at 300 K they agree with Zhuze and Lewis. Our theoretical
results are in good agreement with the experiments of Lewis
at lower temperatures, but lower than Keem’s recommended
values. Above 250 K the trend changes and our calculations
yield κl values that are higher than than Keem’s recommended
values.

The fact that our predicted lattice thermal conductivity
is smaller than the experimental thermal conductivity below
250 K is a rather unusual feature. One would expect the
opposite, as the calculations entirely neglect some scattering
pathways which would reduce κl . These include, e.g., the
scattering resulting from magnon-phonon interactions, point
defects, and boundaries. As discussed in the Computational
Details, using denser q meshes or the full solution of the
linearized Boltzmann transport equation does not change
the situation, although the full solution slightly improves the
agreement with experiment at temperatures below 200 K.
The reason behind the low-temperature discrepancy between
theory and experiment is unknown at this point and requires
further studies. From a methodological point of view, the use

FIG. 5. Phonon lifetimes of NiO at 300 K calculated using the
cubic and trigonal primitive cells. (a) Cumulative phonon lifetimes
for both primitive cells. (b) and (c) Phonon lifetimes plotted on top
of the phonon density of states for the cubic and trigonal primitive
cells, respectively. Color map on the right is for the density of points
on the lifetime-frequency plane. The y axis has been cut in such way
that only the highest-density region in the frequency-lifetime plane
is shown. Plots with full y axis and phonon lifetimes up to 250 ps are
shown in the Supplemental Material [33].
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of noncollinear spin formalism would be an improvement, but
we do not expect this to play a major role in the case of NiO.

The three factors that contribute to the lattice thermal
conductivity of a phonon mode, namely the heat capacities,
group velocities, and phonon lifetimes, are very similar for
both cubic and trigonal primitive cells. A convenient way of
examining the phonon properties is to plot them cumulatively
over the whole frequency range of the phonon dispersion.
Figure 5(a) shows the cumulative phonon lifetime for both
cubic and trigonal primitive cells at 300 K. At 300 K, the
predicted κl is 24.7 W m−1 K−1 for the trigonal primi-
tive cell and 25.3W m−1 K−1 for the cubic primitive cell.
The cumulative phonon group velocities and heat capacity
are presented in the Supplemental Material [33].

As the phonon lifetimes are calculated based on the pos-
sible decay and scattering pathways that obey energy and
momentum conservation laws [7], similar phonon DOS pro-
duces a similar shape for the cumulative phonon lifetimes,
even though the shape of the Brillouin zone is different for
the two different primitive cells. The absolute value of the
cumulative phonon lifetime for the trigonal primitive cell is
roughly twice that of the cubic primitive cell in Fig. 5. This
is expected, as the trigonal primitive cell has twice as many
atoms and phonon group velocity and heat capacity show
similar behavior. The final lattice thermal conductivities are
normalized by the volume of the primitive cell (V0). The small
differences in the phonon DOS just above 10 THz give rise to
small differences in cumulative phonon lifetimes, as the cubic
primitive cell shows a small plateau, but the trigonal primitive
cell does not.

Figures 5(b) and 5(c) show the calculated phonon lifetimes
plotted against the phonon frequency, with a heat map rep-
resenting the density of the lifetime distribution at 300 K.
To some extent, this also depicts the regular phonon DOS,
but with the additional information of the phonon lifetimes
at given frequencies. The distributions of lifetimes between
cubic and trigonal primitive cells are qualitatively alike, owing
much to the similar phonon DOS. The plateau in Fig. 5(a) for
the cubic primitive cell at about 10 THz can be seen as an
empty space without any data points in Fig. 5(b), whereas in
Fig. 5(c) there are points continuously throughout the whole
frequency range. The gap around 10 THz in the trigonal case
contains only a few points in between the denser zones. With-
out any information from the cubic primitive cell, it would
be much more difficult to deduce this point as the jump from

acoustic to optical phonon modes. Additionally, accurately
interpreting the amount of heat carried by acoustic and optical
phonons would be difficult from the trigonal primitive alone,
as there are more modes in the unit cell, and the optical modes
extend down to around 5 THz while in the cubic system they
appear only above 10 THz. These plots also hint towards the
intuitive conclusion that more phonon modes result in more
collision and decay pathways, leading to shorter lifetimes.
Looking at the heat map, the highest density of τλ is between
4 and 5 ps for the acoustic modes of the cubic primitive cell,
but the highest density point falls between 2 and 4 ps in the
trigonal primitive cell.

IV. CONCLUSIONS

We employed hybrid density functional theory to inves-
tigate the lattice dynamical properties of antiferromagnetic
rocksalt oxides MnO, CoO, and NiO, and the lattice ther-
mal conductivity of NiO. The antiferromagnetic order was
incorporated in the phonon calculations in two different ways,
using cubic (Fm3̄m) and trigonal (R3̄m) primitive cells. Incor-
porating the antiferromagnetic order in the phonon supercell
calculations enabled us to interpret the phonon properties for
a cubic primitive cell with only one metal atom which is not
large enough to describe the antiferromagnetic ground state
as such. Comparison of the phonon dispersions and phonon
properties shows that the results from the cubic and trigonal
primitive cells agree well. The predicted phonon dispersion
relations are in line with experimental data, the agreement
being the best for NiO, where the rhombohedral distortion is
the smallest and more recent experimental data is available. In
the case of NiO, the cubic and trigonal primitive cells lead in
practically identical lattice thermal conductivities, which also
agree with the experimental measurements. In other words,
it is possible to investigate the lattice thermal conductivity of
magnetic materials with the original nonmagnetic primitive
cell if the the symmetry breaking due to magnetic ordering is
relatively small and the magnetic ordering is incorporated in
the phonon supercell calculations.
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