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We report a comparative analysis and theoretical description of the superconducting properties of two spin-
valve-valve structures containing the Heusler alloy Co,Cr,_,Fe,Al, as one of two ferromagnetic (F1 or F2)
layers of the F1/F2/S structure, where S stands for the superconducting Pb layer. In our experiments, we used
the Heusler alloy layer in two roles: as a weak ferromagnet on the place of the F2 layer and as a half-metal on the
place of the F1 layer. In the first case, we obtained a large ordinary superconducting spin-valve effect AT, assisted
by the triplet superconducting spin-valve effect AT"P. In the second case, we observed a giant magnitude of
AT'"P reaching 0.5 K. An underlying theory based on the solution of the Usadel equations using Kupriyanov-
Lukichev boundary conditions with arbitrary material parameters for all layers and arbitrary boundary parameters
for all interfaces is presented in the Appendix. We find a good agreement between our experimental data and

theoretical results.
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I. INTRODUCTION

In the past two decades, there has been enormous theo-
retical and experimental interest in the development of the
elements for superconducting (SC) spintronics (see, e.g.,
Refs. [1,2]). Among those works, studies of the super-
conductor/ferromagnet/superconductor (S/F/S) heterostruc-
tures were considered to be promising for their use in the
elements of quantum logics [3]. An element of the quantum
cubit [4,5] is based on the so-called Josephson 7 contact [6,7],
which can be realized in the S/F/S thin film multilayer. In
this respect, the S/F contact has attracted long-standing fun-
damental interest [8]. In particular, the possibility to build up a
superconducting spin valve (SSV) based on the S/F proximity
effect has been theoretically suggested by Oh et al. [9]. They
proposed an F1/F2/S trilayer with the S layer placed on top of
the two F layers, where magnetizations are decoupled. In this
theory, the critical temperature 7, of the SC heterostructure
for the antiparallel (AP) mutual orientation of magnetizations
should be larger than for the parallel (P) one. This is because
the mean exchange field from two F layers acting on the
Cooper pairs in the S layer is smaller for the AP configuration
as compared to the P case. An alternative structure F/S /F with
a similar operational principle was proposed theoretically by
Tagirov [10]. However, it took more than ten years before a
full switching between the normal and the SC states of such a
device was realized experimentally [11].

Importantly, Fominov et al. [12] have theoretically shown
that the interference of the Cooper pairs wave function
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reflected from both surfaces of the F2 layer in the F1/F2/S
structure may be constructive or destructive. It depends on
the thickness of the F layer, yielding the direct and inverse
SSV effects, respectively. Indeed, a thickness-dependent sign-
changing oscillating behavior of the SSV was experimentally
observed in Ref. [13]. Therefore, the initial assumption by Oh
et al. [9] that the AP mutual orientation of magnetizations of
the F1 and F2 layers is preferable for superconductivity may
not be always correct.

Figure 1 shows schematically the operation of the SSV
in its most simple version. The two SC transition curves
with the width 87, corresponding to the P and AP mutual
orientation of the magnetizations of the F1 and F2 layers
are shifted with respect to each other by AT, = TAP — TP
and enclose the operational area of the SSV depicted by the
shaded rectangle. Here, TP and T are the SC transition
temperatures for AP and P configurations, respectively. At
a fixed temperature within this rectangle, the change of the
mutual orientation of magnetizations from AP to P by an
external magnetic field yields a full switching between the SC
and the normal state of the SSV. Therefore, the width Ach“”
of the shaded area in Fig. 1 is the most important parameter of
the SSV. It should be noted that the commonly used condition
for the realization of the full switching effect AT, > 8T, is,
in fact, not sufficient. The actually relevant parameter AT ™!
is always smaller than AT, due to the finite value of §7;, and
this difference gets larger the larger the value of §7;. In the
first experimental realization of the full switching between the
normal and SC states in the SSV in Ref. [11], ATM! was of
the order of 10 mK, only. Thus, to improve the performance of
the SSV, it is necessary to increase this temperature window
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FIG. 1. Schematics of the operation principle of the SSV. SC
transition curves (resistivity ratio R/Ry as a function of T') with
the width 87, for the P (1) and AP (1)) orientations of the
magnetizations of the F1 and F2 layers are sketched by solid lines.
Shaded rectangle depicts the operational area of the SSV (see the
text).

which was attempted in a large number of works on different
constructions of SSVs (see, e.g., reviews [14-16] and more
recent publications [17-19]).

Recently, the studies of the SSV effect shifted toward
exploring the long-range triplet component (LRTC) [20] in
the SC condensate generated in heterostructures with non-
collinear (close to orthogonal) orientations of the magnetiza-
tions of the F1 and F2 layers [12] (see also more recent articles
[21-33]). For example, Jara et al. [34] have experimentally
studied the SC properties of the CoO/Co/Cu/Co/Nb SSV
structure. They obtained clear evidence for LRTC and good
agreement between theory and experiment [35] (the theory of
LRTC used in that paper was based on the numerical solution
of the microscopic Bogoliubov — de Gennes equations). A full
switching between the normal and SC states assisted by the
triplet contribution to the SSV effect was observed by us in
the CoO,/Pyl/Cu/Py2/Cu/Pb structure (Py = Nigg;Feg 19)
[36]. The same result was obtained by Gu et al. [37,38] who
studied epitaxial Ho/Nb/Ho and Dy/Nb/Dy SSV structures.
They found the magnitude of the SSV effect of ~400 mK.

At present, practically all fundamental questions of the
SSV effect seem to be well understood and it comes out
that the magnitude of the SSV effect in the constructions
with elemental ferromagnets can hardly be increased any-
more, calling for the use of new unconventional ferromagnetic
materials. Singh et al. [39] successfully used a half-metallic
CrO, layer as the FI layer in the F1/Cu/F2/S structure.
They obtained a giant magnitude of the triplet SSV ef-
fect in CrO,/Cu/Ni/MoGe of AT, = T.(a = 0°) — To(ax =
90°) > 0.7 K, where « is the angle between the cooling
field and the direction of the applied magnetic field. o =
0° corresponds to the P and o =90° to the perpendicular
(PP) orientation of magnetizations of the F1 and F2 layers.
Singh et al. argued that the giant magnitude of AT™ is
essentially due to the half-metallic CrO, layer. For the further
development of SSVs, it is therefore important to verify if this
conclusion generally holds for other half-metallic compounds
as ferromagnetic parts of an SSV.

With this motivation, we have chosen as a test material the
Heusler alloy Co,Cr;_,FeAl,, named hereafter HA. In our
previous work [40], we found that the HA films deposited on
the substrate kept at a temperature Ty, ~ 300 K appear to be a
weak ferromagnet, named hereafter HART . In contrast, the HA
film became practically half-metallic (HAM") if prepared at
T = 600 K. Specifically, the degree of the spin polarization
(DSP) of its conduction band reaches 70 — 80% [40]. Here,
the superscripts RT and hot refer to the room and high tem-
perature values of T,. In the present paper, using HART as a
weak ferromagnet on the place of the F2 layer in the F1/F2/S
structure and HA™" as a “half-metal” on the place of F1 layer,
we performed a detailed analysis of the SSV effect in both
types of heterostructures, including the appropriate theoretical
description of the observed phenomena. Some preliminary
data on the use of HART and HAM' in different parts of the
SSV were reported by us previously in Refs. [41,42].

The paper is organized as follows. The choice of the design
and the preparation technique of the SSVs is described in
Sec. II. In Sec. III, we describe their magnetic and transport
properties. Section IV contains the main experimental data
on the SC and SSV properties of the samples. In Sec. V, we
introduce the theoretical approach which is used in Sec. VI
for the analysis of the obtained results. Finally, the paper is
summarized in Sec. VII. Details of the theoretical calculation
of the critical temperature 7, of the SSV trilayers are presented
in the Appendix.

II. SAMPLES

A. Design of the heterostructures

In previously studied F1/F2/S heterostructures with con-
ventional ferromagnets, we conveniently used the antiferro-
magnetic CoQO, layer as a bias for the F1 layer (see, e.g.,
Refs. [11,13,14,36,41]). However, this approach does not
work anymore if HAM' is to be used as the F1 layer. At the
required deposition of HA™! substrate temperature of Ty, =
700 K, CoO, decomposes, forming ferromagnetic Co, which
does not pin the magnetization of HA, In this situation, the
use of the natural bias of a hard ferromagnet appears to be
beneficial. Therefore, in this structure type, the role of the F2
layer adjacent to the SC Pb layer is played by Ni deposited
at a low temperature of the substrate Ty, ~ 150 K. The role
of the soft ferromagnet is played by HA™', which was already
deposited before on the substrate held at Ty,;, ~ 700 K. Hence,
now the magnetization of the F2 layer is not rotated by the
operating magnetic field, but that of the F1 layer, while the F2
magnetization remains almost fixed by “self-bias.”

The final design of two studied structure types is depicted
in Fig. 2.

In structure type 1, the antiferromagnetic cobalt oxide layer
is used to fix the direction of the magnetization of the Py layer
(F1 layer). This allows rotation of the magnetization direction
of the weak ferromagnetic HART layer (F2 layer) by changing
the direction of the applied external magnetic field. In turn, in
structure type 2, the role of the “free rotating” layer is played
by the HAM! layer (F1 layer) and the magnetization of the Ni
layer (F2 layer) is almost fixed due to a large coercive field.
The Ta layer is the seed layer for the growth of the HA™'. The
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FIG. 2. Two structure types of the SSV studied in the present
work (see the text for details).

Cu layer separating the F1 and S layers prevents interdiffusion
during the growth of the SSV [43]. The Cu layer between the
F1 and F2 layers is used to decouple their magnetizations.
SizNy is the cap protective layer.

B. Preparation

Metallic layers were grown on the high-quality single crys-
talline MgO(001) substrates using classical e-gun in ultrahigh
vacuum (UHV) conditions of about 1 x 10~8 mbar within a
closed vacuum cycle. The evaporation chamber has a loud-
lock station, allowing us to avoid vacuum breaking before
the substrate load. The thickness of the layers during the
growth was controlled by a standard quartz-crystal monitor.
All materials used for evaporation had a purity of better
than 4N, i.e., the contamination level could be kept below
0.01 at. %. The substrates were fixed at a small rotating wheel
on the sample holder. After that, the sample holder was placed
inside the load-lock station. The rotating wheel system allows
us to prepare a set of samples with varied thickness at the same
evacuation cycle. The cobalt oxide layer in the structures of
type 1 was prepared in two stages. First, the Co layer was
deposited on the substrate. At the second stage, it was trans-
ferred to the load-lock station where the Co layer was oxidized
using 2 hours’ exposure at 100 mbar of pure oxygen gas. After
the oxidation procedure, the samples were returned to the
UHV deposition chamber where the process of deposition was
continued. At the final stage, the samples were transferred to
the neighboring sputtering chamber where they were capped
by a 85-nm-thick SizNy isolating protection layer to prevent
the oxidation of the top Pb layer. To prepare high-quality
samples, the deposition rate of Pb amounted 1.0-1.2 nm/s,
which is very important because at lower deposition rates the
transport properties of the Pb layer do not yield the necessary
values of the SC coherence length. For other materials, we
used the following deposition rates: 0.037 nm/s for HA and
0.05 nm/s for the Cu, Ni, Ta, and Py layers. To optimize the
growth of the top fragment containing the Pb layer after the
deposition of the HA we decrease Ty, down to 150 K and
continued the preparation process as in Ref. [44]. The low

TABLE I. Overview of the studied samples of two types of the
SSV structures (Fig. 2). Type 1: CoO, (3.5 nm)/Py (5 nm)/Cu
(4 nm)/HAXT(dy,)/Cu (1.5 nm)/Pb (80 nm); Type 2: HAM
(20 nm)/Cu (4 nm)/Ni(dy;)/Cu (1.5 nm)/Pb (105 nm).

Structure type Sample name dya (nm) dy; (nm)
PL3481 0.6 —
1 PL3418 1 —
PL3416 4 —
PLAK4212 — 0.9
) PLAK4214 — 1.6
PLAK4215 — 2.0
PLAK4216 — 2.5

Ty improves the smoothness of the Pb-layer surface, thus
increasing the magnitude of the SSV effect. The parameters
of the studied samples are presented in Table 1.

We emphasize again that the most important difference
between the two structure types is the growth temperature of
HA = Co,Cr_,Fe,Al,. According to our previous work [40],
with Ty, = 300 K, one obtains a weak ferromagnet HART and
with Ty > 600 K an almost half-metallic HAP layer with
the spin polarization of the conduction band of 70-80% can
be grown.

Finally, we mention that, as we found out before [40], the
real stoichiometry of HART is actually Co,Crg43Feq36Alg5
and that of HAM' is Co,Crq s5Feo72Aly¢. Obviously, there
is a deficiency of aluminum in comparison with the ideal
Heusler composition Co,Cr;_,Fe,Al. At the same time, in
fact, this “nonideal” composition demonstrates a high DSP
of the order of 70%. Husain et al. [45] have shown that the
DSP increases with increasing the substrate temperature 7gp,.
Therefore we expect its value in our samples to be of the order
of 80%.

III. MAGNETIC AND TRANSPORT CHARACTERIZATION
A. Magnetic measurements

All samples were magnetically characterized using a stan-
dard 7T VSM SQUID magnetometer, as reported in our
preliminary work [41]. The samples of the structure type 1
were cooled down in a magnetic field of 4 kOe applied in
the sample plane and measured at 7 = 10 K. Bearing in mind
that the Néel temperature of the cobalt oxide is of the order of
250-290 K, after such cooling procedure the magnetization
of the Py layer is pinned by the anisotropy field of the
antiferromagnetic layer. For the representative sample of type
1 (PL3481) (see Fig. 1 of our work [41]) the magnetization of
the free HART layer starts to decrease by decreasing the field
from +4 kOe to the field of the order of 0.1 kOe. At the same
time, the magnetization of the Py layer is kept by the bias
CoQ, layer until the magnetic field of —2kOe is reached.
Thus, in the field range between 0.1 and —2 kOe, the mutual
orientation of the two layers is AP. While further changing
the field from —2 to —2.5 kOe, the magnetization of the Py
layer rotates away from the direction of the cooling magnetic
field in the direction of the applied field. Qualitatively, this
kind of the magnetic hysteresis loop is typical for all samples
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of structure type 1. The minor hysteresis loop which arises
due to reversal of the magnetization of the F2 layer (HART)
has been measured in the SSV samples by sweeping the
magnetic field H from +1 kOe down to —1 kOe and back to
+1 kOe. A typical minor loop for type 1 samples is shown
in Fig. 1(b) in Ref. [41]. The measurements were performed
for the samples with dj,xr ranging from 0.6 to 7 nm. It was
found that the saturation field of the HA decreases gradually
(as approximately 1/dyrr) from 1 kOe for the sample with
dyarr = 0.6 nm down to 0.1 kOe for the sample with dyyrr =
7 nm. We found a sharp decrease of the coercive field from
1 kOe for the sample with dysrr = 0.6 nm down to 0.05 kOe
for the sample with dy,rr = 7 nm. The height of the M (H)
loop due to the reversal of the magnetization of the F1 and F2
layers is proportional to the thickness of the respective layers.
For example, the change of the magnetization in the major
loop in Fig. 1(a) in Ref. [41] due to flip of the magnetization
of the pinned F1 layer is approximately five times larger
compared to the height of the minor loop in Fig. 1(b) in
Ref. [41], in agreement with the ratio of the thicknesses of
the respective layers in this representative sample.

As for the samples of structure type 2, one observes the
onset of the saturation of the HA" magnetization at 30 Oe.
The magnetic response from the Ni layer is not seen due to
a relatively small value of the magnetic moment of this layer.
It should be noted that such conventional measurements of
the magnetic hysteresis loop for the sample without HA™" by
decreasing the magnetic field down to zero and increasing it
again in the negative direction are different from the situation
when the field vector rotates in the plane of the sample. In the
latter case, the magnetization starts to follow the field with a
considerable delay.

B. Transport properties

The electrical resistivity was measured using a DC current
mode in a standard four-terminal configuration. The temper-
ature of the sample was controlled with the 230-ohm Allen-
Bradley resistor thermometer which is particularly sensitive
in the temperature range of interest. The current and voltage
leads were attached to the sample by clamping contacts. The
critical temperature 7. was defined as the midpoint of the
transition curve. We found that the residual resistivity ratio
RRR = p(300 K)/p (10 K) of the studied samples lies in the
interval 10 < RRR < 17. Using p(300 K) = 21 u€2cm [46],
we obtain pp = 1.2-2.1 uQcm for the residual resistivity.
The BCS coherence length for Pb amounts to &y = 83 nm
[46] and the mean-free path of the conduction electrons
obtained using the Pippard relations [47] is about Iy = 17 nm.
The comparison of Ig with &y shows that [y < &, implying the
“dirty” limit for the SC part of the system.

Thus, the residual resistivity at 4 K p(4K) was found to be
equal to 1.5 u2 cm. The corresponding SC coherence length
reads

hDs

5=\ 2kyTs

ey
Here T.s = 7.18 K is the critical temperature of the SC Pb
layer; Dy is the diffusion constant in the SC layer. For all
studied samples we obtain using Eq. (1), & = 41 nm.

We also tried to estimate the residual resistivity of the F2
layer in both structure types in the thickness range correspond-
ing to the studied SSV samples. We cannot measure directly
the partial resistivity of each layer. The main contribution
to the residual resistivity of the F2 layers is given by the
surface relaxation of conduction electrons and, therefore, by
the roughness of the F layers. Hence, we measured resistivity
of such thin layers using a single layer or bilayer films. It turns
out that the HART and Ni films grown directly on the MgO
substrate at room temperature become discontinuous at thick-
nesses below 10 nm. Therefore, we prepared a set of samples
MgO/Cu(4 nm)/HA(dysxr) and MgO/Cu(4 nm)/Ni(dy;).
For them, the quality of the HART and Ni layers was much bet-
ter, and we obtained ,o(I)\Ii ~ 40 — 50 u2 cm. Such a big scatter
of the resistivity values is caused by different roughnesses of
the layers. Possibly, the residual resistivity of the Ni layers in
the respective SSV could be different. In our analysis below,
we shall use an “optimistic” value of the residual resistivity for
the Ni layer p)' = 40 uScm. Similar to our previous work
[43], we obtain DY = 2.5 cm?/s.

The nonmagnetic coherence length in the F layers is de-
fined as & = /hDp/2mkpT.s. From this equation, we get

FNi = 6.3 nm. As for the HA layers, the coherence length
obtained from the resistivity differs considerably from that
obtained from the fitting of the theory to the experimental
data. For the films prepared at Ty, = 300 K, we obtain that
the resistivity does not depend on temperature and amounts to
pr >~ 143 nQ2 cm (cf. 220 2 cm in Ref. [48] and 170 2 cm
in Ref. [49]). For the film prepared at Ty, = 700 K, we obtain
pr >~ 130 £2 cm (cf. 330 £ 2 cm in Ref. [48] and 170 £ 2 cm
in Ref. [49]).

C. Dependence of the superconducting transition temperature
on the Pb-layer thickness

It is important to find the optimal Pb-layer thickness for
the observation of the F/S proximity effect. In general, the Pb
layer should be sufficiently thin to make the whole SC layer
sensitive to the magnetic part of the structure. The optimal
thicknesses of the Pb layer for both structure types were
determined from the T, (dpy,) curves for the HART /Cu/Pb and
Ni/Cu/Pb trilayers measured at constant dj,rr = 12 nm and
dni = 5 nm, respectively (for preliminary data see our work
[42]).

At large Pb-layer thicknesses, T, slowly decreases with
decreasing dpp. Below dp, ~ 60 nm for HART /Cu/Pb T, and
dpy, ~ 130 nm for Ni/Cu/Pb the T, value starts to decrease
rapidly. Below dpp, ~ 30 nm and below dp, ~ 80 nm, in
the corresponding cases, 7, is less than 1.5 K. At small
thicknesses, the width of the SC transition curves §7, gets
extremely large, of the order of 0.4 K. Bearing in mind that
the influence of the magnetic part is stronger at small Pb-layer
thicknesses, we have chosen dp, = 80 and 105 nm as the
optimal thicknesses for the SSV structures containing HART
and Ni-based F2 layers, respectively.

Moreover, the above experiment is the standard procedure
for a simple estimation of the boundary parameters. For that,
one measures the 7, (dpp) dependence at fixed ferromagnetic
layer thickness larger than the penetration depth of the Cooper
pairs in the ferromagnetic layers &,. We estimated it for Ni
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as 5 nm and obtained the critical thickness of the SC layer
d® ~ 79 nm, below which superconductivity vanishes. For
structures type 1, we obtained d“* ~ 23 nm.

Further, following Ref. [50], we found the Kurpiyanov-
Lukichev boundary resistance parameter [51] y,ps for the F/S
interface [the exact definition is given below, in Eqgs. (3)]. It
was approximated by y,ps = 0.37 for structure type 1 and by
yprs = 0.1-0.4 for structure type 2.

IV. EXPERIMENTAL RESULTS
A. Structure type 1

To study the angular dependence of 7. on the mutual
orientation of the magnetizations, we used essentially the
same protocol as for the preparation of the magnetizations of
F1 and F2 layers, which was used for the measurement of the
minor hysteresis loop: the P and AP mutual orientations of
the magnetizations of the two layers were achieved at fields
Hy = +1 and —1 kOe, respectively. For these fields, both
magnetizations of the F layers are P or AP aligned for all
thicknesses of the studied HART layers.

Typically, for the samples of type 1, the maximum magni-
tude of AT is achieved when the mutual orientation of the
magnetizations is changed from the collinear to the orthogonal
one and amounts to ~0.05 K (see Figs. 2(c) and 3(c) in
Ref. [41]). For a set of the SSV samples with different dj zxr,
we measured the dependence of the 7, value on the angle «
between the direction of the cooling field and the external
magnetic field, both applied in the sample plane.

As can be seen from Fig. 3, while changing the mutual
orientation of the magnetizations by the gradual in-plane
rotation of the magnetic field from P (¢ = 0°) to the AP
(o = 180°) state, T does not change monotonically but passes
through a minimum. According to theory [12], the charac-
teristic minimum of the 7.(«) dependence is a fingerprint of
LRTC.

Although the triplet component is inherent in the case of
the noncollinear magnetizations, assuming for a moment its
absence one would expect a monotonic 7.(«x) dependence
[52]. From the symmetry arguments, 7,(«) should behave
as o and (m — «)®> when « deviates from 0 and 7, respec-
tively (since deviations in both limits of these values are
physically equivalent and we expect T;(«) to be an analytical
function). Then one comes to a simple angular superposition
of the limiting values 7. and TAP, which reads T"/(ar) =
TF cos?(a/2) + TAP sin(«/2). This dependence is shown by
the dashed lines in Figs. 3 and 6, and we treat them as
reference curves. Deviation of the actual 7, from the reference
curve then shows the contribution of LRTC to AT,.

From Fig. 3(a), where the angular dependence of 7. for
the sample PL3416 is presented, we obtain the value of
the singlet SSV effect AT, = —25 mK. The negative sign
implies that we observe the inverse SSV effect due to the
destructive interference of the Cooper pairs wave function in
the heterostructure [13].

From Fig. 3(b), we extract the magnitude of AT, ~ 85 mK
for the sample PL3418 with the positive sign corresponding
to the direct SSV effect. As can be seen from Fig. 3(b), the
difference 7.¥ — T.F¥ amounts up to 100 mK. Therefore, the

4.12-
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4.20
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4.12- (b)

0 30 60 9 120 150 180
a (degrees)

FIG. 3. Dependence of 7. on the angle « between the direction
of the cooling field used to fix the direction of the magnetization of
the Py layer and the applied magnetic field Hy = +1 kOe that rotates
the magnetization of the HART layer for samples PL3416 (a) and
PL3418 (b) (experimental data points are reproduced from Ref. [41]).
Dashed lines depict the estimated angular dependence of the singlet
SSV effect. Solid lines are the theoretical curves with the parameters
obtained in Sec. VI (see the text for details).

magnitude of the SSV effect with the change of the mutual
orientation of the magnetizations from AP to PP exceeds the
width of the SC transition curve 67, = 70 mK. Therefore,
there is a possibility of switching on/off the SC current
fully. As seen from Fig. 2(c) in Ref. [41], the full switching
AT ~ 50 mK is still not very large but, nevertheless, it is
five times larger than in the first observation of the full SSV
effect in Ref. [11].

B. Structure type 2

Considering the results of the measurements of the M (H)
hysteresis loop of the SSV samples with structure type 2, we
assumed initially that to manipulate the magnetization direc-
tion of the HA layer, the magnetic field of the order of 30 Oe
should be enough. We performed such experiments and find
a disappointingly small SSV effect. Surprisingly, we found
that with increasing the magnetic field the triplet contribution
to the SSV effect linearly increases with magnetic field. For
example, for the sample PLAK4216 AT, increases linearly
up to 0.4 K at 2 kOe (Fig. 4). Notably, a similar increase
of AT was observed by Singh e al. [39] as well, and,
similar to us, they did not find conclusive explanation for
this surprising observation. Obviously, this field-dependent
effect observed by two groups on different samples is a very
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FIG. 4. The magnitude of the triplet SSV effect AT"P as a
function of the applied magnetic field. Lines are guides for the eye.
Experimental data points for sample PLAK4216 are reproduced from
Ref. [42].

important finding as it appears to be a salient feature of the
new type of SSVs and needs theoretical explanation.

Figure 5 shows the SC transition curves for sample
PLAK4216 measured in a strong magnetic field. The shift of
the curves between the P and PP orientations AT,"? amounts
to 0.51 K. Other samples demonstrate a smaller effect (cf.
Fig. 4). Figure 6 depicts the dependence of 7. on « for two
different samples. It appears qualitatively similar to the ones
observed previously in Refs. [14,36,41], reaching a minimum
near « = 90°. However, the minimum which we observe now
is much deeper, suggesting that the SSV effect is dominated
by the spin polarized (triplet) Cooper pairs. Indeed, the es-
timated contribution of the singlet SSV effect depicted by
dashed lines in Fig. 6 is practically negligible.

For the samples with structure type 2 showing a large
magnitude of the SSV effect, we observe an increase of
8T, at the PP configuration of the magnetizations (Fig. 5).

In addition, the magnitude of the triplet SSV effect AT."P

L.0]PLAK4216 e f_/
—_
E AT =051 K
= 0.5 /1 11
N’
s

H 35k0e
0.0

22 23 24 25 26
T (K)

27 28 29

FIG. 5. Record splitting of the SC transition curves for the P
and PP configurations of the magnetization of the Ni layer and the
applied magnetic field Hy, = 3.5 kOe which rotates the magnetization
of the HA™ layer for the sample PLAK4216 (experimental R(T')
dependencies are reproduced from Ref. [42]). Shaded rectangle
marks the operational area of the SSV.

5.45 T T T T T T T
5.40-
5.35+

5.30-
5.10-

T.(K)

4.95+

4.80+

4.65

0 30 60 90 120 150 180
a (degrees)

FIG. 6. Dependence of T, on the angle o between the direction of
the cooling field used to fix the direction of the magnetization of the
Ni layer and the applied magnetic field Hy = 1 kOe which rotates the
magnetization of the HAXT layer for samples PLAK4212 (a) and for
the sample PLAK4216 (b) (experimental points in (b) are reproduced
from Ref. [42]). Dashed lines depict the estimated angular depen-
dence of the singlet SSV effect. Solid lines are the theoretical curves
with the parameters obtained in Sec. VI (see the text for details).

depends on the applied magnetic field up to a certain value
of Hy which is different for different samples (Fig. 4).

V. THEORY

The theoretical approach that we employ for the analysis of
experiment in Figs. 3 and 6 is based on the Usadel-equation
technique [53] and generalizes the method of Ref. [12] along
the lines of Ref. [54]. It allows us to consider layered struc-
tures with different material parameters of all the layers and
arbitrary Kupriyanov-Lukichev (KL) boundary parameters
[51] of all the interfaces.

Each of the two interfaces (F1/F2 and F2/S) is described
by the matching parameter y and the resistance parameter
yp. Introducing the (nonmagnetic) coherence lengths of the
F layers as

£ry = hDgy £ry = hDg> @
7\ 2nkeTis” °7 7\ 27ksTis’

where T¢g is the bulk critical temperature of the superconduc-
tor (or, equivalently, the critical temperature of an isolated S
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TABLE II. Parameters used for fitting the experimental data on
T.(«) for the CoOy (3.5 nm)/Py (5 nm)/Cu (4 nm)/HA(dyrr)/Cu
(1.5 nm)/Pb (80 nm) SSV of structure type 1.

PL3418 PL3416

dHA, nm 1 4
&g, nm 41 41
&py, N 14 14
EFI , M 7.5 7.5
VFs 0.185 0.199
VbFS 0.37 0.37
VFF 1 1
VbFF 0 0
hy, eV 0.1 0.1
hy, eV 1 1

layer), we can define the KL interface parameters as [54]

Pr2ér2 RyrrA
YFE = —(—, FF — s
PF1&F1 PF1&F1
ps&s Ryps A
s = . ViES = , 3)
Pr2ér2 Pr2ér2

where p with a subscript is the resistivity of the corresponding
layer, A is the interface area, while Rypr and Ryps are the
interface resistances of the F1/F2 and F2/S interfaces, respec-
tively.

The necessity to consider arbitrary F1/F2 interface param-
eters is due to different materials of the two F layers. This is
a new theoretical ingredient, in comparison to fittings of our
previous experiments in Refs. [14,43,52].

Details of the theory are presented in the Appendix.

VI. ANALYSIS

Our theory (Sec. V and Appendix) containsnine fitting
parameters. Our transport measurements allow us to reduce
this number down to four. We took ps and &s and also p{' and
&r as estimated in Sec. II1.B (rows 2 and 3 in Tables II and IIT)
Then using Egs. (3), we determine ypg (rows 5 in Tables II
and III) and ypp (row 7 in Tables II and III). As a rough
approximation, we use the theoretical results of Ref. [50] for

TABLE III. Parameters used for fitting the experimental
data on T.(a) for the MgO/Ta(5 nm)/$-HAM (20 nm)/Cu
(4 nm)/Ni(dn;)/Cu (1.5 nm)/Pb (105 nm) SSV of structure type 2.

PLAK4212 PLAK4214 PLAK4216
dNi’ nm 0.9 1.6 2.5
&g, nm 41 41 41
&pp, nm 6.25 6.25 6.25
£r1, NM 40 40 40
VES 0.165 0.164 0.1
VbES 0.4 0.35 0.1
Vi 1 1 1
YbFR 1.5 1 0.1
hy, eV 0.03 0.03 0.03
hy, eV 0.39 0.39 0.39

dgm which can be estimated in the limit (y/y,)(ds/&s) < 1

as

dcrit

S =2y (1) @)
&s Vb

Here yr = 1.78 is the Euler constant. The value of y, =0
corresponds to the fully transparent F/S interface. dgrit is
smaller for a larger value of y;,. We use ps >~ 1.6 uQcm, & =
41 nm, and pr =~ 130 ©2 cm. At the beginning, from Egs. (3),
we obtain ypg 2~ 0.034 for both series of the samples. Then,
taking into account that dlﬁf)“ = 23 nm for the structure type 1
and dgi' = 79 nm for structure type 2, we find from Eq. (4)
the values of y,ps >~ 0.2 and =~ 0.65, respectively. Using these
parameters as starting values we have fitted the theoretical
curves 7T, (dpy ). The optimal values of the parameters obtained
by the fitting are shown in Tables II and III. Obviously, the
theory and experiment agree reasonably well.

Finally, we comment on the y,rr = 0 choice for type I sam-
ples. We work within the Usadel equations with KL boundary
conditions, and the latter contain the interface resistance R
as a parameter. These are model boundary conditions, and
different band structures on the two sides of the interface are
not taken into account within this framework. So, R in the KL
boundary conditions originates from a barrier at the interface.
Of course, in reality, a difference of the band structures can
also contribute to R, but there is no easy way to take this effect
into account. As long as we do not expect insulating barrier
at the interface, we try fitting with R = 0 (hence, y,rr = 0).
Poor fitting results in this case would tell us that either a
barrier exists or that the band-structure mismatch cannot be
neglected. At the same time, the result of the fitting in Figs. 3
and 6 looks satisfactory. This signifies that our initial guess of
vprr = 0 was reasonable, so we go on with this value.

A. Structure type 1

Up to now, the switching of the SC current was performed
by changing the mutual direction of the magnetizations of
the F layers from AP to P orientation (see, e.g., Fig. 1) or
by combination of the singlet and triplet SSV effect (Fig. 2
in Ref. [36]). In both cases, the full switching between AP
and PP configurations of magnetizations was obtained. It
should be noted that for the sample PL3416 the difference
TAP — TP = 60 mK is smaller than the difference between the
P and PP configurations which amounts to 100 mK. Thus, the
main role in the switching is played by the triplet contribution.

B. Structure type 2

A remarkably large separation of the SC transition curves
for the P and PP orientation of magnetizations of F1 and F2
layers in Fig. 5, yielding the value of AT, up to 0.5 K,
evidence of the prominent spin-triplet SC correlations in
our samples. Figure 6 demonstrates that the theory correctly
reproduces characteristic features of the T.(«) dependence
(triplet SSV behavior) with parameters listed in Table III.

Figure 5 shows that AT, for this sample is of the order
of 0.51 K. This value is 30 times larger than was obtained in
Ref. [11].
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As can be seen in Fig. 4, AT,"" increases with increasing
the strength of the applied magnetic field. At first glance, it
is surprising that AT." continues to increase well above the
saturation magnetic field for the HAM' layer. We suppose that
this may be caused by some magnetic inhomogeneity of the
HAPM! layer reflected in a slight increase of its magnetization,
where more and more “microdomains” become gradually
involved in the formation of the total moment just as it was
observed by Singh et al. [39].

The obtained experimental results show that as a result
of the optimal choice of materials for F layers, the triplet
contribution is probably always dominant in the SSV effect.
According to the results of the present paper and the data of
Ref. [39], it appears that, indeed, a half-metallic compound is
possibly the best presently known candidate for the material of
the F1 layer in the F1/F2/S SSV. Its efficiency is likely related
to the fact that electrons incident on the surface of a half metal
can only penetrate into it when they have a certain direction
of spin. This also concerns the spin-polarized Cooper pairs
which, depending on their specific spin orientation, will be
either reflected from the S/F interface or easily penetrate
through it.

VII. CONCLUSIONS

By studying the SSV multilayers Co,Cr_.Fe,Al/
Cu/Ni/Pb whose magnetic part contains the Heusler alloy
Co,Cr_,Fe,Al with different degree of spin polarization of
the conduction band, we have obtained a large SSV effect
due to the LRTC of the SC condensate AT,"™ ~0.5K at a
moderate applied field of 3.5 kOe as compared with the earlier
work in Ref. [39].

In particular, finding the most appropriate half metal with a
high degree of spin polarization of the conduction band for the
F layer in the SSV appears to be a crucial issue. At present,
it allows us to increase the area of the full switching AT, !
up to 0.3 K which is 30 times larger than that obtained in
the first experiment [11]. Furthermore, noting first theoretical
attempts to include the half metal into the SSV construction
in Refs. [56,57], our data as well as the results by Singh
et al. [39] call for a comprehensive quantitative theoretical
treatment to obtain further insights into exciting physics of
the triplet SSVs.
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APPENDIX: THEORY OF T¢ IN FFS TRILAYERS

In this Appendix, we present the theoretical method for
calculating and analyzing the critical temperature of diffusive
F1/F2/S trilayers (see Fig. 7) in the framework of the Usadel
equation [53] and KL boundary conditions [51]. Within this
framework, we consider the general situation assuming differ-
ent exchange fields /; and 5, in the F layers and arbitrary KL
parameters y and y, of the two interfaces (F1/F2 and F2/S).

F1 F2 S

<« | ————— > | «——>

dF 1 dF 2 dS

VFF VES
aoa VbFS

FIG. 7. F1/F2/S trilayer. The F2/S interface corresponds to x =
0. The thick blue arrows in the F layers denote the exchange fields
lying in the (y, z) plane. The angle between the in-plane exchange
fields h; and h, is «a. Each of the two interfaces (denoted as FF
and FS) is characterized by two interface parameters, y and y,, see
Eqgs. (3).

This full proximity-effect model, generalizing the model of
Ref. [12], has been previously analyzed in Refs. [54] (see also
Ref. [55]); however, the theoretical formalism was only briefly
outlined. Here, we present details of the corresponding deriva-
tion. In particular, we formulate explicit matrix equation for
determining the interface function W. This function directly
determines suppression of 7, in the structure.

As shown in Fig. 7, the S layer is of thickness ds (0 <
x < ds), the middle F layer is of thickness dp; (—dp < x <
0), the outer F layer is of thickness dp; (—dp; —dp; < x <
—dp), the x axis is normal to the plane of the layers. The
exchange field in the middle F layer is along the z direction,
h, = (0, 0, hy), while the exchange field in the outer F layer
is in the yz plane: h; = (0, h; sin«, h; cos «).

Near T, the Usadel equations are linearized and contain
only the anomalous Green function f [20,58]:

"D d*f isgnw
2 dx? 2
Here, f is a 4 x 4 matrix, 7; and &; are the Pauli matrices in
the Nambu-Gor’kov and spin spaces, respectively, D is the
diffusion constant, and w = wkgT.(2n + 1) with integer n is
the Matsubara energy. The order parameter A is real-valued
in the S layer, while in the F layers it is zero. The diffusion
constant D acquires a proper subscript (F1, F2, or S) when

Eq. (A1) is applied to the corresponding layer.
The KL boundary conditions [51] for the anomalous Green
functions in the three layers can be written in term of the

KL interface parameters Eqs. (3) as follows. At the F1/F2
interface (x = —dpy),

ol f — {(20(hé), f} + A%160=0. (Al)

. Y df
fr2 = fr1 + VbFFEFlﬂv (A2)
dx
dfs dfs
e VS i} (A3)
dx dx
At the F2/S interface (x = 0),
. df
fo = for + st 0, (Ad)
X
dfs dfi
g5 _ e (AS)
dx dx
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At the outer surfaces of the structure (i.e., at x = —df; — dp2
and x = ds), df/dx =0

The anomalous Green’s function f can be expanded into
the following components:

f = t1(fobo + 263 + f62), (A6)

where fj is the singlet component, f3 is the triplet with zero
projection on the z axis, and f; is the triplet with =1 projec-
tions on z (the latter is present only if @ # 0, 7). The singlet
component is even in » (and real valued), while the triplet
ones are odd (and imaginary): fo(—w) = fo(®), f3(—w) =
—f3(w), and fo(—w) = — f>(w), which makes it sufficient to
consider only positive Matsubara energies, w > 0.

The problem of calculating 7, in the FFS structure can be
reduced [12,54] to an effective set of equations for the singlet
component in the S layer: the set includes the self-consistency
equation and the Usadel equation,

Aln——2 TZ(——f()) (A7)
w>0

Fle d*fo
A A =0, A8
7 e et (A3)

with the boundary conditions
d d
&P _wp| o g (A9)
x=0 dx x=ds

This is exactly the problem for which the multimode solution
procedure (as well as the fundamental-solution method) was
developed in Refs. [50,59].

The difference of our current consideration from previous
analysis of FFS structures [12] is the generalized form of W in
Egs. (A9). This interface function contains information about
the part of the structure attached to the S layer (including, in
particular, information about the magnitudes and orientations
of the exchange fields and properties of the interfaces). In
addition to exact calculation of T, knowledge of the (real)
interface function W can be used for qualitative analysis of
T, behavior as a function of system’s parameters since larger
W implies stronger suppression of 7.. So, our goal is to
calculate W.

The Usadel Eq. (A1) generates the following characteristic
wave vectors (the exchange fields 4; and h, are in energy

units):
[ 2w
hDFl ~\ DRy’

,+ 2lk

qn1 =

= K2, + 2ikZ,. (A10)

qn =

ﬁ'ﬁﬁ

hDFZ

Only k, appears in the solution for the S layer, while the
F-layer solutions are described by k., gxj, and g;,; (where j =
1, 2 is the number of the F layer). Since the exchange energy
is usually larger than the SC energy scale, h; > T, the k,;
modes in the F layers (arising at noncollinear magnetizations)

represent the LRTC [20], which plays the key role in the
present paper.
In the S layer, the solution of Eq. (A1) is

?8 = (767) & ) oot hota —ds) (Al1)
pw) \o ) \g) coshikuds

where A and B are purely imaginary. The singlet component
fo(x) in the S layer cannot be written explicitly, since it is self-
consistently related to the (unknown) order parameter A(x)
by Eqgs. (A7)—(AR). Our strategy now is to obtain the effective
boundary conditions Egs. (A9) for fy(x), eliminating all other
components in the three layers.

In the middle F2 layer,

Jo(x) 0 0
fx) | =C1 {0 | cosh(kynx) + Si| O | sinh(k,x)
J2(x) 1 1
1 —1
+ Cy| 1] cosh(gimnx) + C5| 1 | cosh(gj,x)
0 0
1 -1
+ SQ 1 sinh(qhgx) + S3 1 sinh(qzzx),
0 0
(A12)

where C; and S are purely imaginary, while C3 =
S3 =-S5
Finally, in the outer F1 layer,

—C5 and

BN () cosh s+ s )
=E| -
Sfa(x) cos o cosh(ky1dr1)
+Es Colsa cosh (g (x + dri + dr2))
sino cosh(gnidr1)
() et
sin o cosh(qy,dr1) ’

(A13)

where E| is purely imaginary and E3 = —EJ.

Altogether, Eqs. (A2)-(AS) produce 12 scalar boundary
conditions at the two interfaces (F1/F2 and F2/S). We are
mainly interested in one of them, determining the derivative
of the singlet component on the S side of the F2/S interface
(x =0):

d
§s ﬁ = 2yrsér Re (gn2S2).
x=0

(Al4)

The remaining 11 boundary conditions form a sys-
tem of 11 linear equations for 11 coefficients entering
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Egs. (A11)—-(A13):

G fo(0)

=
&£
Il

(A15)

e
coococococoocoo

The solution of this system is nonzero due to f,(0) in the right-
hand side of the system. Finding the S, coefficient [which is
proportional to f,(0)], we substitute it into Eq. (A14) and thus
explicitly find W entering the effective boundary conditions
Egs. (A9).

The M matrix (size 11 x 11) contains only 53 nonzero
elements, which are given by the following relations:

M, =—-M3=Myp=Mr3=M31 =—M 10
=—-M;1 =1,

M5 =My5s = —Mj o = M5 ¢ = Virsqnéro,

Mys = My s = —Vrsqnér,

M3 4 = yirskwobr,  Msa = —yskwéro,
My 10 = Ms 11 = —k,&s tanh(k,ds),

Meo = M7, = —Mg 3 = M7 ; = cosh(gjadr2),
Mgs = My s = —Mg s = M7 ¢ = — sinh(g2dr2),

Mg 1 = cosh(kyodr), Mg 4 = —sinh(kyodp2),

*

Moy = Mo = —Mg 3 = My 3 = qior2 sinh(gnadrs),
Mys =Ms = —Mg s = M}y ¢ = —qn2ér2 cosh(gnadr),
M1 = kuwoép sinh(ky2dr),

M1 4 = —kupa cosh(kuodra),

M77 = —Mg7tana = [1 + ypprke1r tanh(ky1drr )] sine,
M7 = =M1 7 tana = —yppky16p tanh(ky1dp) sina,
Mg = —Mg o = —[1 + Yorrqméri tanh(gnidr1)],

M7,8 =M6’g cos o, Mg.g =M6,3 sina,

M7,9 = —M6,9 cos o, Mg)g = —M6‘9 sin o,

Mog = —My g = Yrrqniéri1 tanh(gndr ),

Ml(),g =M9’8 cos o, Mll’g =M9,8 sinoz,

M](),g = —M9,9 cos o, M11’9 = —Mg,g sin . (A16)

In the above relations, complex conjugation affects only g,
and gy, since all other parameters entering the expressions
are real. All the elements of M not mentioned in Egs. (A16)
are equal to zero.

According to the procedure discussed above, the W
function can be found explicitly with the help of the M
matrix.
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