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One- and three-dimensional quantum phase transitions and anisotropy in Rb,Cu;Mo0;01,
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Single crystal samples of the frustrated quasi-one-dimensional quantum magnet Rb,Cu,Mo;O;; are in-
vestigated by magnetic, thermodynamic, and electron spin resonance (ESR) measurements. Quantum phase
transitions between the gapped, magnetically ordered, and fully saturated phases are observed. Surprisingly, the
former has a distinctive three-dimensional character, while the latter is dominated by one-dimensional quantum
spin fluctuations. The entire H-T phase diagram is mapped out and found to be substantially anisotropic. In
particular, the lower critical fields differ by over 50% depending on the direction of applied field, while the upper
ones are almost isotropic, as is the magnetization above saturation. The ESR spectra are strongly dependent on
field orientation and point to a helical structure with a rigidly defined spin rotation plane.
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I. INTRODUCTION

Frustrated S = 1/2 spin chains with competing nearest-
neighbor J; and next-nearest-neighbor J, interactions are
known to realize a panoply of exotic quantum phase such as
chiral spin liquids [1-8], spin nematics [1,4,9—11], and spin
density waves [4,11,12]. One of the most intriguing species of
current interest is the linear chain molybdate Rb,Cu;Mo3Oq;
[13—-15]. It is believed to feature a competition of fer-
romagnetic J; = —138 K and antiferromagnetic J, = 51K
(J2/1J1] = 0.37) interactions [14,15]. The ground state is a
spin singlet with a gap A ~ 1.6 K in the excitation spectrum
[16]. Powder samples have been extensively investigated by
magnetic and dielectric measurements [17-19], high pressure
studies [20,21], NMR [22,23], neutron scattering [19,24], and
muon spin relaxation measurements [19,25]. The most inter-
esting property is ferroelectric behavior that appears below
8 K despite the absence of any conventional magnetic order
[17-19]. It was attributed to emergence of spin chirality and
the so-called spin-current or inverse Dzyaloshinskii-Moriya
mechanism [26-29].

Unfortunately, a lack of single crystal samples severely
hampers any further experimental progress. For instance,
almost nothing is known about the magnetic phase diagram
[23] or magnetic anisotropy in the system. In a break-
through, we hereby present comprehensive magnetothermo-
dynamic and electron spin resonance (ESR) measurements
on Rb,CuyMo30y, single crystals. We map out the entire
H-T phase diagram down to 0.1 K in temperature and up
to full saturation in magnetic field and find it to be highly
anisotropic. The most intriguing result is that while the field-
induced ordering transition is of a distinct three-dimensional
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character, the quantum phase transition at saturation is entirely
dominated by one-dimensional fluctuations.

II. EXPERIMENTAL DETAILS

Single crystal samples of Rb,Cu;Mo3;0;, with typical
mass 0.1 mg were grown by a spontaneous crystallization in
a flux method [13]. Green transparent crystals were obtained
as shown in Fig. 1(a). The crystal structure [monoclinic C2/c,
a=27.698(7) A, b=5.1010(15) A, ¢ = 19.291(3) A, a =
90°, B =107.31(3)°, y = 90°] was validated using single-
crystal x-ray diffraction on a Bruker APEX-II instrument.
It was found to be totally consistent with the previous re-
port [13]. The magnetic properties are due to S = 1/2 Cu’**
cations. As illustrated in Figs. 1(b) and 1(c), CuOy4 plaquettes
form one-dimensional (1D) chains along the crystallographic
b axis. The individual chains are paired via MoOy bridges.
The resulting chain pairs are separated from one another by
the Rb* ions.

Bulk measurements were carried out using the *He-*He
dilution refrigerator insert for the Quantum Design physical
property measurement system (PPMS). Heat capacity data
were collected on a standard Quantum Design relaxation
calorimetry option. The magnetic field was applied either
along the crystallographic a* — ¢* (transverse) or b (longi-
tudinal) directions, correspondingly. Heat capacity was mea-
sured in the range of 0.1 K KT <1.7Kand 0 T < H <
14 T without background subtraction. Magnetization mea-
surements were carried out on a homemade Faraday force
magnetometer. Field scans were collected at 0.1 K and 3 K
up to 14 T, with the magnetic field along the a* — ¢*, a + c,
and b axes, respectively. The absolute value of magnetization
was obtained in a calibration measurement at 3 K using the
vibrating sample magnetometer (VSM) for the PPMS. ESR
measurements were performed using a 16 T transmission-type
ESR spectrometer, similar to that described in Ref. [30]. We
measured field scans at 1.4 K at several frequencies. The
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FIG. 1. (a) Typical single crystal Rb,Cu,Mo;0,, sample used
in this work. (b),(c) Schematic view of the crystal structures of
Rb,Cuy;Mo030,, (monoclinic, space-group C2/c).

experiments were set in the Faraday or Voigt configurations
with the magnetic field applied along the a* — ¢* and b axes,
respectively.

II1. RESULTS AND DISCUSSION
A. Heat capacity

Typical measured field dependencies of heat capacity are
shown in Fig. 2. For the transverse and longitudinal field ge-
ometries, pairs of sharp lambda anomalies are observed below
1.2 K and 0.9 K, correspondingly. We attribute these to a phase
transition from the paramagnetic state to three-dimensional
(3D) long-range order (LRO). In the low temperature limit the
lower anomaly corresponds to a closure of the spin gap and the
upper one to saturation. At higher temperatures the anomalies
come closer together tracing a typical “dome” shape on the
phase diagram [31]. For the two orientations studied, the
critical fields at 0.1 K are H,;, =19 T, Hp ; =12.0 T,
H. ) =30T, and H, ) =11.4 T for the transverse and
longitudinal orientations, respectively. Strikingly, the upper
critical fields are almost the same in the two geometries, but
the lower ones differ by over 50%.

In addition to the sharp peaks, the field scans of specific
heat show broad but prominent double-hump features (arrows
in Fig. 2), particularly near saturation. Such features are
typical of d = 1, z =2 quantum criticality [32,33] and are
also observed in other 1D materials magnets [34-36].

The temperature dependence of the heat capacity at zero
field is shown in Fig. 3(a). Note the logarithmic scales on
both axes. In full agreement with a gapped excitation spec-
trum, the low temperature behavior is exponentially activated.

C/T (J/mol K*)

0 2 4 6 8 10 12 14
uH (T)

FIG. 2. Typical measured constant-temperature field scans of
heat capacity in Rb,Cu,Mo3Oy, for the transverse (a) and longitu-
dinal (b) field geometries. Additional solid curves in the vicinity of
sharp peaks are empirical power-law fits used to pinpoint the transi-
tion fields. Arrows indicate positions of additional broad features in
the data, as described in the text. For visibility the scans are offset by
0.1 J/mol K? relative to one another.

Assuming a gapped quadratic one-dimensional dispersion
relation for the low-lying excitations, the specific heat is
given by Cy o T¥?exp(—A/kgT) in the low-temperature
limit kg7 < A [37,38]. The activation temperature A /kg is
determined to be 1.9(1) K, which is roughly consistent with
the lower critical field values.

In applied fields, across the domes of the 3D ordered
phase, constant-H temperature scans of specific heat show
distinct lambda anomalies at the phase boundary [Fig. 3(b)].
Most telling is temperature scans at precisely H.; and H,,
shown in Figs. 3(c) and 3(d), respectively. They reveal that,
regardless of field geometry, the nature of the corresponding
quantum critical points is markedly different. In general, for
field-induced quantum phase transitions in gapped spin sys-
tems where magnons have a quadratic dispersion, we expect
Cy o T%% [39]. In this context, the lower transition behaves
much as we would expect for 3D ordering, with Cy oc T3/2.
In contrast, the criticality at H,, must be dominated by one-
dimensional fluctuations, as clearly Cy o T'/? provides a
much better description of the data.

The bulk of the measured specific heat data was used to
reconstruct the magnetic phase diagrams shown in Fig. 4 over
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FIG. 3. Symbols: temperature scans of the heat capacity mea-
sured in Rb,Cu,Mo3Oy, at different fields. (a) Zero applied field.
The solid line is a fit of an exponentially activated form, as described
in the text. (b) Intermediate fields. Arrows indicate lambda anomalies
that represent long range magnetic ordering. (c),(d) Magnetic fields
H., and H. corresponding to quantum phase transitions at gap
closure and full saturation, respectively. The solid lines are power
laws with exponents of 3/2 and 1/2.

false-color heat capacity plots. The symbols are boundaries
of the 3D-ordered phase traced by the lambda anomalies
in constant-7 (Fig. 2) or constant-H [Fig. 3(b)] scans. The
measured phase diagram is generally consistent with the one
measured in powder samples with NMR [23]. The domes of
the ordered phase are markedly anisotropic, with the maximal
ordering temperature visibly suppressed in the longitudinal
field configuration. For that geometry there is also a peculiar
kink on the phase boundary at H ~ 11 Tand T ~ 0.5 K. Also
noteworthy is that the specific heats are strongly enhanced just
above the upper boundary for both geometries.

B. Magnetization

Magnetization curves measured in Rb,Cu,Mo3Oy, at T =
0.1 K for three field geometries are shown in Fig. 5. The
nonmagnetic ground state below 2 T is confirmed. The
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FIG. 4. Symbols: magnetic phase diagrams of Rb,Cu,Mo0;0,, in
the transverse (a) and longitudinal (b) geometries. The backgrounds
show corresponding false color maps of C(T, H)/T. The phase
regions are labeled as follows: three-dimensional long-range order
(3D LRO), gapped, Tomonaga-Luttinger spin liquid (TLL), and
quantum critical regime (QC). Dashed lines are guides for the eye.

FIG. 5. Magnetization curves measured in Rb,Cu,Mo;0;, at
T = 0.1 K in fields applied along three crystallographic directions
(symbols). Solid lines are linear and square-root fits to the data in
the vicinity of H,, and H,,, respectively. Two data sets are offset by
0.2 up and 0.4 ug for visibility.
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FIG. 6. Frequency-field diagram ESR excitations measured at
T =14 K. Solid lines are the fits of the linear function A +
¢ upH/h. The insets show typical raw ESR spectra with characteris-
tic transmission dips marking the resonance frequency.

transition fields at about 2 T and at about 11.5 T coincide with
the critical fields H,; and H,, as measured with heat capacity.
The saturated magnetizations are almost isotropic for the
three orientations, and they are 0.99(1) ug for H||(a* — ¢*),
0.95(1) up for H|(a + c), and 0.90(1) ug for H|b. In all
geometries the most striking feature is the different behaviors
of magnetization in the vicinity of the critical fields. Near H,,
we see a distinct square-root approach to saturation. This is
a hallmark of a d =1 z =2 quantum phase transition and
is typical for one-dimensional Heisenberg spin systems [40].
In contrast, near H,;, to within experimental noise, there is
no sign of a square root singularity. Instead, we see a linear
increase of magnetization. This mean-field behavior is typical
of d = 3 z = 2 quantum criticality often referred to as a BEC
of magnons [41,42].

C. ESR

In low-temperature ESR experiments, in fields applied in
either the longitudinal or transverse geometry, we observed a

single resonance mode in all cases, as shown in the insets of
Fig. 6. The main panel shows the measured field dependence
of the resonance frequencies. In both geometries the behavior
is linear in the accessible measurement range. Linear fits with
f=A+gugH/hyield A =92.2 GHz, ¢ = 1.59 for HLb
and A = —36.5 GHz, ¢ = 2.41 for H|b. The effective g
factor is very different for the two geometries. They clearly do
not correspond to the g factor of Rb,Cu;Mo3O, which, based
on the values of saturation magnetization discussed above, is
very isotropic. One possible origin of this effect is that the
ordered state is a spin spiral (helimagnet). In such systems
the effective ¢ factor with applied field parallel to the spin
rotation plane is known to be larger than in a transverse ori-
entation. The ESR frequency dependence that we measure in
Rb,Cu;Mo301; is indeed qualitatively similar to that seen in
quasi-1D helimagnets such as LiCu,;0; [43], Li,ZrCuQy4 [44],
and LiCuVOy [45]. The key point, unlike in those materials,
is that our ESR measurements at 1.4 K are above the ordering
transition. This suggests that at 1.4 K one-dimensional spiral
correlations are already well established in Rb,Cu;Mo0301; or
may even be a signature of three-dimensional chiral order in
the system [2—4].

IV. CONCLUSION

Magnetic, thermodynamic, and ESR measurements en-
abled by single crystal samples provide several important
clues to the nature of quantum magnetism in Rb,Cu;Mo3O;:
(i) There is a huge anisotropy of lower critical fields, while
the upper critical fields and saturation magnetizations are
almost isotropic. (ii) At the lower critical field the quantum
phase transition is a three-dimensional one with typical mean
field behavior. The saturation transition, on the other hand,
is dominated by one-dimensional quantum fluctuations. (iii)
Even at temperatures above the top of the LRO dome there is
an indirect sign of strong helimagnetic spin correlations along
the b axis. Magnetic anisotropy is thus a key ingredient in the
rich physics of Rb,Cu;Mo3015.
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