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We report our NMR study of the spin excitations in the quasi-one-dimensional S = 1
2 quantum magnet

CH3NH3Cu(HCOO)3 lying in the one-dimensional–three-dimensional crossover regime with Dzyaloshinskii-
Moriya (DM) interactions. Above TN , the spinon excitation is observed from the constant 1/T1 at low
temperatures contributed from the staggered spin susceptibility. At low temperatures well below TN , the 1/T1

begins to flatten out under weak magnetic fields. With the increasing field intensity, 1/T1 tends to show a
power-law temperature dependence gradually, with the index increasing from zero to ∼3, and finally ∼5, which
are the respective typical characteristics for the dominating two-magnon Raman process and three-magnon
scattering contributions to the nuclear relaxation in a conventional three-dimensional magnet. A possible physical
mechanism for this magnetic field tuning of quantum spin excitations related with the enhanced effective
staggered field created by the DM interactions under magnetic field is discussed.

DOI: 10.1103/PhysRevB.100.125126

In low-dimensional (low-D) magnets, the enhanced quan-
tum fluctuations lead to novel states of matter, exotic elemen-
tary excitations with integer or fractional quantum numbers,
as well as fascinating critical phenomena [1–4]. Studies on the
quantum-mechanical effects in low-D magnets have triggered
enormous and unfailing research interest in the condensed
matter society, and have profound influences on the under-
standing of high-TC superconductivity, fractional quantum
Hall effect, and other strongly correlated electron systems
[5–8]. Among others, a prototypical example is the one-
dimensional (1D) S = 1

2 Heisenberg antiferromagnetic spin
chain (HAFC), where the strong quantum fluctuations prohibit
any possible Néel order even at zero-temperature limit [9].
This spin system has received long-lived research interest
since it is analytically solvable [10], provides a rare opportu-
nity for rigorous comparison between the experimental results
and theoretical approaches [11,12], and gives a valuable test
of the reliability of the theoretical approximation.

The S = 1
2 HAFC shows a gapless spin excitation spectrum

with a large area of continuum, and the excitation quasipar-
ticle is fractionalized with S = 1

2 (spinon) [13–15]. When
the interchain coupling is included, three-dimensional (3D)
long-range Néel order will be restored at sufficiently low
temperatures. The effective staggered field resulting from the
interchain coupling confines pairs of the quantum spinons into
classical magnons, the Goldstone mode of the translational
symmetry breaking. From the spin dynamics, the spin exci-
tation spectrum of the quasi-one-dimensional (quasi-1D) spin
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chain system is dominated by the sharp dispersive spin waves
at the low-energy region and the continuum spectrum formed
by multispinon excitations at higher energies [16]. The longi-
tudinal mode of the spin-wave excitation is proposed theoret-
ically based on mean-field or random phase approximations
(RPA) [17,18]. This is substantially different with the spin
excitations in the conventional 3D antiferromagnets, which is
mainly contributed by the well-defined transverse spin waves.
By tuning the interchain coupling, the dimensional crossover
from the critical quantum disordered 1D spin system to the
classical 3D magnets occurs, which is important for under-
standing the semiclassical behavior induced by underlying
quantum fluctuations in the materials in the real 3D world.

The quasi-1D HAFC is realized in several compounds with
very different magnetic coupling strengths KCuF3 [16,19,20],
Sr2CuO3 and SrCuO2 [21–23], BaCu2Si2O7 [24–26], and
others. The dimensionality can be measured by the ratio
between the intrachain coupling J and the Néel ordered tem-
perature TN , also the ordered moment m0, as the TN is roughly
proportional to the interchain coupling strength and the quan-
tum fluctuations can strongly suppress the static moment
in the ordered state. For KCuF3, J = 17 meV, TN = 39 K
(J⊥/J ∼ 0.084), and m0 = 0.5μB [19,20], which is close to
the 3D spin system. The nearly ideal 1D character is realized
in Sr2CuO3 and SrCuO2, with a strong intrachain exchange
interaction energy J of ∼190 meV and ∼181 meV, a low
TN of 5.4 and 2 K (J⊥/J ∼ 7 × 10−4 and 2.5 × 10−4), and
a very small ordered moment both with the order of <0.1μB

(close to or below the detecting limit), respectively [21–23].
The BaCu2Si2O7 lies on the dimensional crossover regime,
where the J equals to 24.1 meV and the antiferromagnetic
transition occurs at TN = 9.2 K (J⊥/J ∼ 0.011) with a static
ordered moment of 0.15μB (Refs. [24–26] and therein). The
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longitudinal mode is evident by inelastic neutron scattering
with a reduced lifetime due to the decay into two transverse
spin waves in KCuF3 [27,28], consistent with the theoretical
predictions. The BaCu2Si2O7 spin system locates on the 1D to
3D crossover regime with an enhanced quantum fluctuation,
thus the longitudinal mode should be stronger. Surprisingly,
a single broad continuum is observed in the longitudinal spin
excitation spectrum, indicating the absence of the longitudinal
mode [26,29]. This contradiction should be attributed to the
ignorance of the correlation effects in the mean-field and RPA
approaches. Unusual excitations are observed in Sr2CuO3

recently by electron spin resonance [30], which may be related
to interactions between the Goldstone magnons and the ampli-
tude fluctuations of the order parameter. As a result, the quan-
tum correlation effects should play an important role in the
dominance of the spin excitations when the spin system moves
closer to the quantum-critical point. According to our knowl-
edge, satisfactory theory describing the spin systems near the
1D-3D dimensional crossover region is still highly lacking.

Nuclear magnetic resonance (NMR), mainly detecting
the onsite hyperfine field and its fluctuations resulting from
the electron spins via the hyperfine coupling, is a powerful
local probe accessing the magnetic susceptibility, magnetic
order, as well as spin dynamics near the quantum-critical
point in weakly coupled quasi-1D antiferromagnets. Several
NMR results concerning the Luttinger physics in quasi-1D
quantum antiferromagnets tuning by the applied magnetic
field are reported [31–34], important for the relative research
on quantum criticality behaviors. In this paper, we report
our NMR study on the CH3NH3Cu(HCOO)3 (Cu-MOF)
quantum magnet lying on the 1D-3D crossover regime.
The G-type antiferromagnetic order with spin canting is
proposed from the spectral analysis. Above TN , free spinons
are observed from the constant 1/T1 contributed from the
staggered spin susceptibility. Below TN , the 1/T1 begins to
flatten out at low temperatures at the weak magnetic field side.
By increasing the field intensity, the 1/T1 gradually shows a
power-law temperature dependence at low temperatures with
the index of ∼3 to ∼5, corresponding to the two-magnon
dominant and three-magnon dominant contributions to the
nuclear relaxation in a classical 3D magnet. This magnetic
field tuning of the quantum magnetic fluctuations in the
ordered state is possibly related with the enhanced effective
staggered field generated by the Dzyaloshinskii-Moriya
(DM) interactions under magnetic field. This phenomena
should be fresh physical inputs for constructing proper
theoretical models.

High-quality Cu-MOF single crystals are synthesized un-
der the solvothermal conditions [35]. Single crystals with
typical dimensions of 2 × 2 × 1.5 mm3 are chosen for our
NMR study. Our NMR measurements are conducted on the 1H
nuclei (γn = 42.5759 MHz/T, I = 1

2 ) with a phase-coherent
NMR spectrometer. The spectra are obtained by summing
up the spin-echo intensities as a function of frequency. The
spin-lattice relaxation rates are measured by a conventional
inversion-recovery method, and fitting the nuclear magnetiza-
tion to the standard relaxation curve for nuclei with I = 1

2 .
All the data are collected during the warming-up process for
self-consistence.

FIG. 1. The crystal structure of CH3NH3Cu(HCOO)3 viewed
from c axis. The CuO6 octahedron with obvious Jahn-Teller dis-
tortion is shown by the orange polyhedra. The crystallographically
inequivalent positions of hydrogen are marked with H1, H2 to H6,
whose distance with the nearest Cu2+ neighbors is also shown by the
dotted line and numbers in angstrom.

The Cu-MOF crystalizes in a orthorhombic structure with
space group Pnma (Z = 4). Figure 1 shows the detailed
structure of Cu-MOF, with the CuO6 octahedron shown by the
orange polyhedra. The structure shows a distorted perovskite-
like (with a general chemical formula ABX 3) characteristic,
with the A sites occupied with the (CH3NH3)+ cations and
(HCOO)− anions occupying the X sites bridging the magnetic
interactions between the Cu2+ sitting on the B sites. The
3d9 configuration of Cu2+ in the cubic crystal field makes
the Cu-MOF be a Jahn-Teller active system, leading to local
distortions in the crystal structure and the orbital ordering,
which is supported by very different Cu-O bonds’ length.
Based on the Goodenough-Kanamori-Anderson (GKA) rules
[36], shorter Cu-Cu distance along the b axis and more sig-
nificant antiferromagnetic interactions between the half-filled
dx2−y2 through the [HCOO]− anions may give much stronger
antiferromagnetic coupling along the b axis [35], and a weaker
ferromagnetic coupling in the ac plane. Experimentally, both
the broad Bonner-Fisher peak at T ∼ 45 K shown in the
temperature dependence of the susceptibility and the obvi-
ously anisotropic responds of the magnetization to the applied
field confirm the quasi-1D magnetism in Cu-MOF [35]. This
mechanism is very similar to what occurs in the model spin
system KCuF3 with a similar 3D structure [20]. The intrachain
(along the b axis) coupling J is estimated to be ∼6 meV from
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Bonner-Fisher fitting to the susceptibility, and the TN is ∼4 K
at low magnetic field [35]. Based on the mean-field theory,
the ratio between the interchain and intrachain couplings is
estimated to be J⊥/J ∼ 0.02. Therefore, the spin system in
Cu-MOF locates on the 1D-3D crossover regime, between
BaCu2Si2O7 and KCuF3.

We conduct our NMR study on Cu-MOF via the 1H site,
as strong wipeout effect of 63,65Cu nuclei makes the signals
undetectable due to too fast spin-spin relaxations on the
magnetic sites. Six crystallographically inequivalent positions
of hydrogen exist in Cu-MOF, which are marked with H1,
H2 to H6 in Fig. 1 and the distance between them and
their nearest Cu2+ neighbors is also shown. In this magnetic
insulator, the hyperfine coupling is mainly contributed from
the dipolar interactions between the nuclear spins and electron
orbitals and spins, which is very sensitive to the distance
between the nuclei and magnetic ions. Obviously, the H1 and
H4 sites from [HCOO]− anions locate much nearer to Cu2+

sites. Additionally, the [HCOO]− anion bridging the magnetic
interactions has chemical bonds with Cu2+ sites, while the
(CH3NH3)+ cations link with the framework via much weaker
H bonds. Thus, the hyperfine coupling of H1 and H4 sites from
[HCOO]− anions should be much stronger than the other four
hydrogen sites.

Typical frequency-swept NMR spectra at various tempera-
tures are shown in Figs. 2(a) and 2(c) for both field directions.
The spectrum is composed by a single peak at higher fre-
quency and a group of peaks near the Larmor frequency which
overlap with each other at high temperatures and separate
from others with the sample cooling down as a result of

FIG. 2. (a) The 1H NMR spectra under different temperatures
with a 5.9-T magnetic field applied along the crystalline b axis.
The vertical dashed line shows the Larmor frequency γnB0. (b) An
enlarged version of the spectrum at T = 6 K in (a). (c) Temper-
ature dependence of 1H NMR spectra with B0 ⊥ b axis. (d) The
Knight shift and dc susceptibility versus temperature for both field
directions. For the susceptibility measurement, a field of 200 Oe is
applied, and the data are collected with the sample warming up after a
zero field cooling (ZFC) process. Inset: the Knight shift as a function
of dc susceptibility with the temperature as an explicit parameter (see
the text).

the increased spin susceptibility. At T = 6 K above TN ,
six well-defined Lorentz peaks are identified [see Fig. 2(b)],
corresponding respectively to the six crystallographically in-
equivalent hydrogen sites. Based on the above discussions
of the hyperfine coupling shown above, we assign the A
and F peaks to the hydrogen in [HCOO]− anions, and the
other four peaks to the hydrogen in (CH3NH3)+ cations. The
Knight shifts [defined as K = ( f − γnB0)/(γnB0), where the
f denotes the actual resonance frequency, and B0 the applied
magnetic field] of different peaks show similar temperature
dependence, all reflecting the bulk spin susceptibility. We
select the peak with the strongest hyperfine coupling [marked
with the thick gray line in Figs. 2(a) and 2(c)] to study the
magnetic properties in order to gain a better sensitivity. The
temperature dependence of the Knight shift of the F peak
and dc susceptibility in the paramagnetic state is shown in
Fig. 2(d). With the sample cooling down, the Knight shifts
show a Curie-Weiss upturn at high temperatures, and show
a broad peak at Tmax ∼ 45 K, consistent with the dc suscep-
tibility. Based on the equation Tmax = 0.641J expected for
S = 1

2 Heisenberg chains [37], the intrachain coupling J is
estimated to be ∼6 meV, consistent with previous results. For
temperatures below T ∼ 18 K, the Knight shifts also show the
upturn behavior as seen from the dc susceptibility, indicating
an intrinsic enhanced spin susceptibility in Cu-MOF. This
behavior is related to the DM interactions in this sample
due to the lack of inversion symmetry center, which will be
discussed later. As K = Kspin + Korbit = Ah f χspin + Korbit, we
can extract the diagonal element of the hyperfine coupling
constant tensor Ahf from the slope of the line by plotting the
Knight shift versus dc susceptibility with temperature as an
explicit parameter [see Fig. 2(d) inset, also called Clogston-
Jaccarino plot [38]]. The linear fittings give the hyperfine
coupling Abb

hf = 1.254 kOe/μB and Aaa/cc
hf = 1.252 kOe/μB,

which is nearly isotropic.
The spectral broadening below T = 6 K results from the

emergence of magnetic order. In Figs. 3(a) and 3(b), we show
the spectra at T = 2 K under different field intensities with
B0 ‖ b and B0 ⊥ b axis. By increasing the field intensity,
the spectra are broadened and a slight line splitting for the
peak from the [HCOO]− anions noted by the gray line is
observed for B0 > 3.7 T, which is more clear for B0 ‖ b [see
Figs. 3(a) and 3(b)]. We plot the internal field calculated from
the frequency shift f − γnB0 versus field in Figs. 3(c) and
3(d). For the line shift and broadening with a paramagnetic
origination, the internal field is proportional to the magnetic
field, which is shown by the dashed line. However, this is
obviously not the actual situation observed in this sample.
The field dependence gives an intercept to a nonzero internal
field at B0 = 0, which is strong evidence for the magnetically
ordered ground state.

The magnetic structure with a G-type antiferromagnetism
with spin canting is suggested from the spectra. At T = 2 K
well below TN with the applied field less than 3.7 T, the
main characteristic of the spectrum is maintained as compared
with that in the paramagnetic phase (data not shown), and
no additional line splitting due to the setup of the antiferro-
magnetic order is observed. This is very different from the
ordinary antiferromagnetic order [39]. Two scenarios can be
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FIG. 3. The spectra at T = 2 K for different field intensities with
the B0 ‖ b (a) and B0 ⊥ b axis (b), respectively. The gray lines
show the change of the relative frequency shift of the studied signal
peak. The enlarged version of the field induced spectral splitting is
shown in (b) inset. (c), (d) The field dependence of the internal field
calculated from Hin = � f /γn of the peaks denoted in (a) and (b) for
both directions. The field dependence of the internal field for the
paramagnetic state is shown by the dashed line.

proposed: One is the very small magnetic moment; the other
one is the cancellation of the hyperfine field on the 1H sites
from the magnetic moments located at the two nearest Cu2+

neighbors. At B0 = 1.5 T, the studied peak at T = 2 K is
broadened by ∼50 kHz as compared with that at T = 5 K
well above TN . By the moderate hyperfine coupling constant
discussed above, the upper limit of the ordered moment is
estimated to be 0.0094μB. In the nearly ideal quasi-1D spin
chain Sr2CuO3, the ordered moment is ∼0.06μB, which is
reduced by strong quantum fluctuations. According to the
mean-field theory [17], the ordered moment is proportional to√

J⊥/J . Thus, for the present Cu-MOF located at the 1D-3D
crossover regime, the 0.0094μB ordered moment size is obvi-
ously too small to be reasonable. Thus, our results point to the
second one.

Every proton in the [HCOO]− anions has two nearest Cu2+

neighbors along all the three crystalline directions. The angle
of Cu-H1-Cu and Cu-H4-Cu is ∼161◦ and ∼155◦, far from
the exact geometric center between the two adjacent magnetic
sites. The Jahn-Teller distortion again lowers the crystalline
symmetry [35]. Thus, the cancellation of the internal field
occurs only in ordered states with a G-type configuration,
where the magnetic moments order antiferromagnetically for
all the three directions. However, this type of antiferromag-
netic order contradicts with the ferromagnetic interactions in
the ac plane as discussed above according to the GKA rules
[36]. The discrepancy may be related with the emergence of
complex DM interactions, and further identification of the
antiferromagnetic order and determination of the magnetic
interaction strength is needed.

The increasing Knight shifts at low temperatures indicate
that the upturn behavior of the dc susceptibility results from
intrinsic enhanced spin susceptibility instead of the trivial

FIG. 4. The spin-lattice relaxation rate 1/T1 in the paramagnetic
state (T � 7 K) as a function of temperature under different field
intensities for B0 ‖ b (a) and B0 ⊥ b axis (b). Solid lines show the
linear temperature dependence of 1/T1.

impurity effect. The 1H peaks shift further with respect to
the Larmor frequency even in the antiferromagneic ordered
state, which is distinct with the ordinary antiferromagnets.
In Cu-MOF, the (CH3NH3)+ cations sitting on the A sites
lack the spatial-inversion symmetry, resulting in the DM
interaction between magnetic sites, which is important for
the appearance of multiferroic behavior in its counterpart
CH3NH3Co(HCOO)3 [40]. Thus, the 1H sites only pick the
component of hyperfine field resulting from canted static
moment, while that from the antiferromagnetic arrangement
of moments is canceled out.

The enhancement of the internal field and line splitting due
to applied magnetic field reflect the tilting magnetic moment
and spin reorientations. With B0 ‖ b, the internal field shown
by the original peak at low frequency increases with field
strength as shown in Fig. 3(c), while that for B0 ⊥ b remains
nearly constant. The anisotropy again demonstrates the quasi-
1D magnetic behavior induced by strong axial anisotropic
magnetic interactions. This is consistent with the field depen-
dence of the magnetization at T = 2 K [35].

Next, we concentrate on the spin excitation and its evo-
lution under magnetic field. The spin-lattice relaxation rate
1/T1 is a measure of the dynamic spin susceptibility, whose
temperature and field dependence reveal the nature of spin
fluctuations in the strongly correlated systems. In Fig. 4,
we show the temperature dependence of 1/T1 above TN at
various magnetic field intensities for both B0 ‖ b (a) and
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B0 ⊥ b axis (b). For B0 = 0.75 T ‖ b axis, the 1/T1 shows
a nearly temperature-independent behavior from TN to T ∼
20 K, which is followed by the linear temperature dependence
denoted by the gray line at higher temperatures. With the field
intensity increased, aside from the temperature dependence
of 1/T1 described above, a “hump” structure is observed at
temperatures ranged from T = 40 to 60 K. The intensity of the
“hump” is enhanced first, reaches its maximum at B0 = 3.7 T,
and is suppressed with further increased field intensity. For
B0 ⊥ b axis, similar 1/T1 behavior is observed [Fig. 4(b)].

The 1/T1 behavior shown in Fig. 4(a) can be completely
understood for this quasi-1D HAFC system. For the applied
magnetic field along the z direction, the 1/T1 can be expressed
as

1/T1 = γ 2
n [〈(μ0hx )2〉 + 〈(μ0hy)2〉] × τc

1 + ω2
Lτ 2

c

,

where the the first part before “×” describes the spin fluctua-
tions at both the directions perpendicular to the applied field
[41]. The second part, where τc and ωL denote the typical
timescale of the electron system and the nuclear Larmor
frequency, respectively, undergoes a maximum for τc = 1/ωL.
Thus, we attribute the hump structure to the slow dynamics of
the spin system.

The scaling theory for the S = 1
2 HAFC [42] predicts that

the staggered spin susceptibility contributed by spinon exci-
tations dominates the 1/T1 at low temperatures (T 	 J/kB),
leading to a constant 1/T1, while, the uniform spin suscepti-
bility dominating the 1/T1 at higher temperatures (T < J/kB)
results in a linear temperature dependence of 1/T1. Thus, our
data fit quite precisely with this theory, and provide strong
evidence for the spinon excitations at low temperatures, and
again demonstrate the 1D character of this molecule magnet
[43]. This result is obviously very different with the classical
spin chains, where the T −3/2 temperature dependence of 1/T1

is theoretically predicated [44].
The interchain coupling results in the 3D Néel order below

TN . In Figs. 5(a) and 5(b), we show the temperature depen-
dence of 1/T1 below TN for both field directions to study
the field dependence of the spin excitations in the ordered
state. For B0 = 0.3 T, the nearly constant 1/T1 decreases
sharply below TN , and begins to flatten out below T ∼ 3 K
for both field directions. With increasing the field intensity, we
observe a power-law temperature dependence of the 1/T1 for
temperatures well below TN , and further plot the power-law
index versus field intensity in Fig. 5(d). For a conventional 3D
antiferromagnet, the 1/T1 is mainly contributed by the scatter-
ing of nuclear spins by magnons. Theoretical calculations [45]
predict a T 3 dependence of 1/T1 for the two-magnon Raman
process, and a T 5 dependence of 1/T1 for the three-magnon
process for T 
 � (� is the excitation gap of magnons).

The evolution of the low-energy spin excitations observed
in 1/T1 under magnetic field should be related with the en-
hanced effective local transverse staggered field raised by the
DM interaction with the increasing field. In the well-known
HAFC systems without DM interactions such as KCuF3,
BaCu2Si2O7, Sr2CuO3, and SrCuO2, the low-lying spin exci-
tations for the magnetically ordered state are dominated by the
spin waves, and free spinons are observed at a higher-energy
region with a finite gap as seen from Raman scattering and

FIG. 5. The spin-lattice relaxation rate 1/T1 below T = 20 K, as
a function of temperature under different field intensities for B0 ‖ b
(a) and B0 ⊥ b axis (b). Solid lines show the T 3 and T 5 temperature
dependencies of 1/T1. Red straight lines are power-law fits to the
1/T1. (c) The field dependence of the Néel temperature. The dotted
lines are guides to the eye. (d) The power-law index N as a function
of magnetic field. Solid lines are fits to the function N = A × √

B0,
where A is the fitting parameter.

neutron scattering studies [46–48]. According to the mean-
field theory, the spinon excitation gap size � is proportional
to h2/3, where h denotes the effective staggered field [17],
with the intensity determined by the interchain coupling and
the orientation along the antiferromagnetic arrangement of the
moment.

For the HAFC systems with strong DM interactions and
very weak interchain coupling, the effective staggered field
can be generated by the DM interaction. In copper benzoate
Cu(C6H5COO)2 · 3H2O, quasi-1D magnetic behavior is ob-
served from susceptibility, electron spin resonance (ESR), and
NMR measurements [49], where the interchain coupling is
very weak. The effective transverse staggered field is gener-
ated by the combined effect of anisotropic g-tensor and DM
interactions. From theoretical results [50–52], the HAFC with
DM interactions under magnetic field can be mapped to sim-
ple Heisenberg spin chains with an effective staggered field.
The intensity of staggered field is proportional to the applied
external field and the direction is determined by

−→
B0 × −→

D (
−→
D

is the DM
−→
D vector). This theory is evident to be successful

in describing the field-induced spin-wave excitation gap in
copper benzoate and copper pyrimidine dinitrate [53,54].

In the present Cu-MOF sample, the DM interactions due
to lack of inversion symmetry center is significant compared
with a moderate interchain coupling (J⊥ ∼ 0.13 meV). In this
case, the effective staggered field h creating the linear attract-
ing potential is vector sum of that raised by the interchain
coupling and DM interaction. With the increasing field inten-
sity, the spin-canting effect induced by the DM interaction
is strongly enhanced, which is observed from the spectral
analysis shown above. The staggered field created by the
DM interaction is also enhanced by increasing the magnetic
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field (|−→h DM| ∝ |−→B0 × −→
D |), leading to the increasing of the

attracting energy potential. The increased Néel temperature
under magnetic field [see Fig. 5(c)] is also consistent with this
suppression of the quantum fluctuations. The crossover from
the dominating two-magnon Raman process to three-magnon
scattering contributions to the nuclear relaxation may be also
related with the magnetic field enhancement of spin-canting
effect. At the strong magnetic field side, we fail to observe
the field-induced spin-wave excitation gap as what happens in
copper benzoate where the interchain coupling is very weak.
Based on the Monte Carlo simulations [52], the threshold
for the field strength sufficient to open the energy gap in
the spin-wave excitations increased mildly with the interchain
coupling. For the present sample lying in the 1D-3D crossover
regime with J⊥/J ∼ 0.02, the magnetic field threshold should
be much higher than B0 = 15.3 T. Thus, the field-induced
energy gap of the spin-wave excitation is absent in our sample
under the present field range. Up to now, we still do not know
the physical origin for the (B0)0.5 field dependence of the
power-law index, and further theoretical calculation is needed.

In quasi-1D quantum spin systems, the magnetic field can
be an effective tuning parameter to approach the quantum-
critical point. In the spin chain system NiCl2-4SC(NH2)2

(DTN) and the spin ladder compound CuBr4(C5H12N)2

(BPCB) [32,33], the spin excitations at zero field are domi-
nated by magnons with a finite gap, resulting from the single-
ion anisotropy and strongly coupled rung. With applied mag-
netic field, the energy gap between spin singlets and triplets
is tuned linearly to zero due to the competing Zeeman energy
in the Hamiltonian. The quantum-critical point is approached
at Bc. The dominating spin excitations evolve from gapped
magnons to spinons in the gapless Luttinger liquid state as
seen from NMR studies. Comparatively, we have realized
the magnetic field suppression of quantum excitations in the

low-temperature ordered state in a quasi-1D spin chain system
with significant DM interactions in this study.

To conclude, we have carried out NMR study on a quasi-
1D S = 1

2 Heisenberg antiferromagnetic chain. The antifer-
romagnetic long-range order is identified from the spectral
analysis, and a G-type antiferromagnetism with a ferromag-
netic component is proposed. Above TN , the spinon excita-
tion is observed from the constant 1/T1 at low temperatures
contributed from the staggered spin susceptibility. At low
temperatures well below TN , the spin-lattice relaxation rate
1/T1 is observed to flatten out toward zero temperature. By the
applied field, 1/T1 gradually shows a power-law temperature
dependence with the index enhanced from zero to ∼3, and
finally ∼5, which are the typical character for the dominating
magnon scattering of the nuclear spins in the conventional 3D
classical magnet. The result supplies strong evidence for the
magnetic field suppression of quantum magnetic excitations
in the magnetically ordered state of the quasi-1D Heisenberg
spin chain system. The mechanism for these phenomena is
proposed to be related to the enhanced local transverse stag-
gered field generated by the DM interactions under magnetic
field.
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