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A recent measurement of the optical conductivity in graphene [Gallagher, Yang, Lyu, Tian, Kou, Zhang,
Watanabe, Taniguchi, and Wang, Science 364, 158 (2019)] offers a possibility of experimental determination of
microscopic time scales describing scattering processes in the electronic fluid. In this paper, I report a theoretical
calculation of the optical conductivity in graphene at arbitrary doping levels, within the whole “hydrodynamic”
temperature range, and for arbitrary nonquantizing magnetic fields. The obtained results are in good agreement

with the available experimental data.
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Recent experiments [1-8] indicate that charge carriers in
graphene at nearly room temperatures may exhibit a hydrody-
namic flow [9,10]. Traditional linear-response transport mea-
surements uncovered such remarkable features as the strong
violation of the Wiedemann-Franz law [3] and superballistic
transport [5]. In this type of experiments all information about
the flow of electrons is extracted from a small number of
measured resistances [2,4,5,8] and Johnson noise power [3].
Additional information about the flow can be obtained by cur-
rent density imaging [7,11,12] or terahertz spectroscopy [1].
The latter experiment yields the optical conductivity which
can be used to extract information about the electron-electron
and electron-impurity scattering rates in graphene [1].

Hydrodynamic theory of electronic transport [9,10] can be
formulated similarly to the usual hydrodynamics [13] with
the important caveat: the total momentum of the electronic
system in a solid is not, strictly speaking, a conserved quantity.
In general, this means that one can only hope to observe
electronic hydrodynamics in an intermediate temperature win-
dow where the electron-electron interaction is the dominant
scattering mechanism in the problem [9]. In the specific case
of graphene, there is an additional circumstance due to the
linearity of the excitation spectrum: the momentum density
is proportional to the energy current [9,10,14—16] (rather than
the “mass” current as in the usual hydrodynamics [13]). Hence
it is the electrical (rather than the thermal) conductivity that
appears in the hydrodynamic theory of electronic transport in
graphene as a dissipative coefficient [14—16].

In traditional hydrodynamics, dissipative processes are
described by three coefficients [13]: the shear and bulk vis-
cosities and the thermal conductivity. In graphene, the bulk
viscosity vanishes [9,10,15], leaving the shear viscosity as
the only dissipative coefficient in the generalized Navier-
Stokes equation [14—16]. Under the assumption of approxi-
mate conservation of the particle number in each of the two
bands in graphene [17], electronic hydrodynamics describes
two macroscopic quasiparticle currents (the electric and “im-
balance” currents [14—17]). Dissipative corrections to these
currents due to electron-electron interaction are described
by a 2 x 2 matrix of coefficients [10]. In addition, disorder
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scattering not only contributes to these coefficients, but also
determines a correction to the energy current [15] yielding the
thermal conductivity [17]. As a result, the electric and energy
currents are relaxed by two different scattering mechanisms
leading to the violation of the Wiedemann-Franz law [3]. The
effect is especially pronounced at charge neutrality [3] where
the two currents are completely decoupled.

Assuming the applicability of the kinetic approach, one can
derive the dissipative coefficients appearing in hydrodynamics
starting with the Boltzmann equation and the local equi-
librium distribution function [9,10,14-16,18]. The resulting
viscosities and conductivities are temperature- and material-
dependent constants [18]. In contrast, calculations based
on the Kubo formula yield frequency-dependent viscosities
[19-21] and conductivities [19,22]. The frequency-dependent
(optical) conductivity is experimentally measurable [22] even
in the hydrodynamic regime [1].

In this paper I extend the kinetic derivation of the dissipa-
tive corrections to the hydrodynamic quantities in graphene al-
lowing for the low-frequency optical conductivity (in general,
hydrodynamics is valid for frequencies which are much lower
than the typical scattering rate associated with equilibration
processes, wt,, < 1). I also use the kinetic theory to extend
the hydrodynamiclike macroscopic description [23] to higher
frequencies where the results should be compared to those in
the high-frequency collisionless regime [21,24-29].

Previously, optical conductivity in the hydrodynamic
regime in graphene was addressed in Refs. [30-34]. A large
part of that research was focused on the two limiting cases,
charge neutrality and the degenerate regime. In the absence
of the magnetic field, the results for these two limits can be
combined in an interpolation formula [34]

Ay A

o(w;q=0)=
(@:a=0) —iw + T4,

—iw+ Tl + Tyl W
where A; are temperature- and density-dependent constants,
T4is 1S the elastic mean free time, and t,, is the typical time
scale associated with the electron-electron interaction. Here
I report the results of a rigorous calculation of o (w) for arbi-
trary carrier densities, temperatures (within the hydrodynamic
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range), and classical (nonquantizing) magnetic fields beyond
the limiting behavior of Eq. (1), as well as of the microscopic
times scales determining o ().

I. UNCONVENTIONAL HYDRODYNAMICS IN GRAPHENE

Unconventional hydrodynamics in graphene was derived
in Refs. [14,15] on the basis of the kinetic theory. The need
for the derivation was dictated by the lack of symmetry in
the problem—the electronic system in graphene is neither
Galilean nor Lorentz invariant. The former follows from the
linearity of the excitation spectrum, while the latter is related
to the classical, three-dimensional nature of the Coulomb
interaction in graphene.

As in any other solid, electrons in graphene may scatter
on lattice vibrations (phonons) and imperfections (typically
referred to as “disorder”) and hence loose momentum. In this
case, one can speak of hydrodynamics only within a limited
parameter regime (e.g., at intermediate temperatures) where
the electron-electron interaction is the dominant scattering
mechanism in the problem. This “hydrodynamic” regime can
be defined by the inequality

Tee K Tdis, Te-phs TR, etc., (2)

where 7., is the typical scale describing the electron-phonon
interaction, t is the quasiparticle “recombination” time, and
“etc.” stands for any other scattering-related time scale in the
problem.

Assuming the applicability of the kinetic (Boltzmann)
equation at least in some subset of the hydrodynamic region,
hydrodynamic equations can be derived from the kinetic
equation following the standard procedure [18].

Conservation of charge and energy can be expressed in
terms of the continuity equations [14—16]

dn+V,j=0, (3a)
dng +V,jp =eE - j, (3b)

where n is the carrier density, j is the current (differing from
the charge density and electric current by a multiplicative fac-
tor of the electric charge, e), ng and j are the energy density
and current, and E is the electric field (eE - j describing Joule
heat). The continuity equation (3a) is valid in any electronic
system, while Eq. (3b) neglects possible energy losses due
to coupling to collective excitations (e.g., phonons, plasmons,
etc.).

The main equations of the hydrodynamic theory, the Euler
and Navier-Stokes equations (for ideal and viscous fluids,
respectively), are based on the continuity equation for mo-
mentum density reflecting momentum conservation. In solids,
electronic momentum can be treated as a conserved quantity
only approximately, in the sense of Eq. (2). Hence, the gen-
eralized Navier-Stokes equation in graphene [15] contains a
weak disorder scattering term

W0 +u-Viu+v,VP+ud P+ eE-ju
) e, Je
=, nAu —ngAuxepg +enE + —-jxB|— —, (3¢c)
c Tdis

where v, is the Fermi velocity in graphene, u is the hydrody-
namic velocity, B is the magnetic field, c is the speed of light,

and W and P are the enthalpy and pressure, which are related
to the energy density in graphene by the “equation of state”
[14,15]

Woeng+ P — 3d)

=n = —
£ 24u?/vg

The shear, 1, and Hall, ny, viscosities in graphene were
discussed theoretically in Ref. [16] and experimentally in
Refs. [2,8].

Due to kinematic suppression of interband scattering in
graphene [10,17], one may consider conservation of the par-
ticle number in each band. This leads to another continuity
equation

ny—n
dni+ Ve = ———=, (3¢)
TR
where ny ¢ is the equilibrium “imbalance” density. The imbal-
ance density and current [17] (as well as n and j) are related
to the densities and currents in each band as

np=ny+n_, (3f)
Jr=Js+ij- (g

n=ny—n_,
J=J+—J-

Finally, the quasiparticle currents j and j; are not related
to any conserved quantity and hence acquire dissipative cor-
rections (similarly to the energy current in the traditional
hydrodynamics [13]). The energy current in graphene is
proportional to the momentum density and hence cannot be
relaxed by electron-electron interaction. However, it can be
relaxed by weak disorder (leading to the strong violation of
the Wiedemann-Franz law [3]). Combining the dissipative
corrections to the three macroscopic currents in graphene, one
defines the second set of dissipative coefficients [15]

j=nu+8j,  j,=nu+sj,
Jjr=Wu+3jg. (3h)
8j _(Fu~TVE\  (F,~TV%
5j; | =3 Tva | +3Su TVY | xes
8j/T 0 0
(31)

where F, = eE + fu x B, while u and u; are the chemical
potentials conjugate to n and ny, respectively. They are related
to the chemical potentials p; as

w= (s +p-)/2,  pr= s —pn-)/2. (€)))

In this paper I disregard thermoelectric effects [17] and set
Mt = p (or puy = 0).

In addition to Egs. (3) the complete hydrodynamic theory
includes Maxwell’s equations taking into account electromag-
netic fields induced by inhomogeneities of the charge density
similarly to the Vlasov self-consistency [18]. In solids typical
velocities are rather small, v, <« ¢, and hence Maxwell’s
equations are usually reduced to electrostatics. In gated struc-
tures [2,5,6,8] the electrostatics is controlled by the gate
[35,36], further simplifying the relation between the charge
density and electric field.
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I1. DISSIPATIVE COEFFICIENTS

The dissipative coefficients S and S are related to the
electrical conductivity [10] (and are the counterpart of the
thermal conductivity in traditional hydrodynamics [13]). In
t/l\le absence of the magnetig\ field the Hall term vanishes,
¥ (B = 0) = 0. The matrix (B = 0) simplifies at the Dirac
point, where it is block diagonal, such that the electric current
decouples from the other two. Moreover, at n = 0 the hydro-
dynamic contribution to j vanishes [see Eq. (3h)], leaving the
dissipative correction §j as the total current. This correction
remains finite even in the absence of disorder,

edj(u=0)=0gE, op=Aeja;, A~0.12, (4
where oy is known as the “quantum” or “intrinsic” conduc-
tivity of graphene [10,14,15,30-33,37,38]. The quantity oy
is a constant that depends on temperature only through the
logarithmic renormalization of the coupling constant a, [39].
Away from the Dirac point, matrix elements of b)) may exhibit
more pronounced temperature and density dependence, but
within the framework of Ref. [15] they remain independent
of frequency.

A. Kinetic theory approach

Within the standard approach [18], one derives the hydro-
dynamic theory from the kinetic equation

Lf = Stf], c:a,+v.v,+<eE+fva>-Vk.
Cc
()

Under the assumption of local equilibrium, Eq. (5) can be
solved approximately:

f=r2+sf. (©6)

where f© is the local equilibrium distribution function (nul-
lifying the collision integral due to electron-electron interac-
tion) and 8 f is the nonequilibrium correction. The latter can
be found within linear response:

LF© = st[5f]. (7)

Linearizing the collision integral, one proceeds with the so-
lution of the resulting linear integral equation (which, how-
ever nontrivial, is much simpler than the original nonlinear
integrodifferential equation). Macroscopic description corre-
sponding to local equilibrium is the ideal (Euler) hydrody-
namics, while the nonequilibrium correction is responsible for
dissipative terms.

The reason one is justified in neglecting £ f in Eq. (7) is
the long-wavelength nature of hydrodynamics—macroscopic
quantities are assumed to be varying slowly over long dis-
tances such that their gradients are small. Hence, gradients
of the correction, V§ f, represent the second-order smallness
in the hydrodynamic expansion (formally, in the so-called
Knudsen number [13,18]). A similar argument can be applied
to the electric field. Magnetic field is typically not treated
within linear response [15] leading to the field-dependent
viscosity and Hall viscosity [8,16,40-42]. Treating the time
derivative in Liouville’s operator in the same manner leads to

frequency-dependent dissipative coefficients. In other words,
instead of Eq. (7) yielding constant, field-independent viscos-
ity and conductivity, one should solve the equation

Llg—of® + 8,61 + S[v x B] - Vif = Stee[8£] + Stais[f].
®)

In this paper, I solve Eq. (8) focusing on the frequency-
and field-dependent “effective conductivities” ¥(w) and
Yy (w). A similar analysis of the frequency-dependent viscos-
ity [43] will be reported elsewhere.

B. Dissipative corrections to macroscopic
currents in graphene

A comprehensive derivation of the dissipative hydrody-
namics in graphene was reported in Ref. [15]. In comparison
to Eq. (8) that calculation disregarded the time derivative,
90 f, yielding frequency-independent dissipative coefficients.
On the other hand, the other terms in the (linear) equation (8)
were evaluated in all the details. In this section I outline that
calculation in order to make the present paper self-contained,
focusing on the essential changes that are necessary to eval-
uate optical conductivity. Technical details can be found in
Ref. [15].

The main idea of the calculation [14,15] is to formulate
macroscopic equations for the three currents (3i) integrating
the kinetic equation and expressing the nonequilibrium cor-
rection to the distribution function, § f, in terms of the dissipa-
tive corrections to the currents. To the resulting “three-mode”
approximation, é f is (in graphene, single-particle states can
be labeled by the band index A = &+ and momentum k; in what
follows, these indices are often omitted for brevity)

3
v .
8f = fOU = fOUh. =53 g 9a)
8 =1

with the three modes (not exhibiting the collinear scattering
singularity [9,14,15,32]) described by

€
¢l=15 ¢2=)"5 ¢3=Fa

where € = €, is the excitation energy (vyx = d€;x/dk) and
the vectors i) are related to the dissipative corrections (3i) to
the macroscopic currents (3h) as [14,15]

8j h

LR X0
8j, M, h® |. (9b)

8je/T r®

The matrix M, is expressed in terms of equilibrium densities
and compressibilities (see Appendix A for their explicit form)
as

xT ~T

on ! T ZnT

o~ o~ o~ 2
M= gt M=) 7 N

w [P+g]E onl
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where 71 and i are the dimensionless carrier and energy
densities, respectively, x = u/T, and

0
T=2nv2—n=2Tln 2czoshi .
£ou 2T

Multiplying Eq. (8) by the velocity, v,x, and integrating
over all single-particle states (N = 4 is the degeneracy factor),
one finds the macroscopic equation for the electric current:

d*k 8]
N /—v LY =T,[f1 - =L — wgep x K[5f].
XA: Qu Mk o P
(10a)

The integrated collision integral, Z;[f],
electron-electron and disorder scattering terms

comprises the

d’k .
T =NY [ S vn(Stdaf + Sl /) = Ty + T
A
(10b)

I assume the latter to be weak [see Eq. (2)] such that the
T approximation is sufficient [with the (model- and energy-
dependent) scattering time, 745, assumed to have the appro-
priate value determined by 7" and w], such that

I8 = —j /4. (10c)
The generalized cyclotron frequency,
wp = eBv, /(cT). (10d)
and the vector quantity /C,
d*k k
KIsf1=TN Z / Gy e (10e)

appear after integrating the Lorentz term. Substituting Egs. (9)
into the integral (10e), one finds [15]

ng on
o

Since Eq. (10a) differs from that considered in Ref. [15]
by the time derivative term in the right-hand side only, one
can anticipate that the frequency-dependent dissipative coeffi-
cients can be elucidated from the results of Ref. [15] by adding

the frequency to rd_isl:

KIsf]= |:h(”t nh2 +h<2>+h“>ﬂ. (10f)

rd_isl — rcﬁsl + /0t — rcgsl —iw.
The integrated Liouville’s operator, collision integral, and
Lorentz term in Eq. (10a) were evaluated in Ref. [15]. To the

linear order in u (within linear response in E),

on 1 ,edn
-—uxB.

- 10
ot 2 2 0u ZUgCB;L (10)

Expressing the time derivative in terms of gradients with
the help of the Euler equation [i.e., Eq. (3c) without the vis-
cous terms and magnetic field], one may express the integrated

Liouville operator in terms of the gradient of the electrochem-
ical potential (in the absence of temperature gradients):

2n 19n n
(0) 2 o2 _ L
Zf@ P Ul = (3nE 2au)<F“ TVT)

(2 _LAm g
3ng 20u T
Similarly to Eq. (10) one finds the macroscopic equation

for the imbalance current. This time the kinetic equation is
multiplied by Av;; which upon integration yields

4’k 38
DY [ oot =Tat 1= 20— penx 11311,
(11a)

In the right-hand side of Eq. (11a), the integrated Lorentz term
in Eq. (11a) contains the vector quantity

&k k
K811 = TNZ /(2 T oh

_ Ul 0m [h“) +h®tanh = +xh<”] (11b)
2 du 2
and Z,[f] denotes the integrated collision integral [defined
similarly to Eq. (10b), but with the extra factor of A]. The left-
hand side of Eq. (11a) can be evaluated similarly to that in
Eq. (10) such that [15]

(
v
Z / Qry -
2nn;  10n
= (T (F,—TVE
§\ 3np 2 M m T
2n?  10n
(20 g
3ng 2 3/L T
Finally, the energy current j; is proportional to the mo-
mentum density and hence Liouville’s operator acting on
the local equilibrium distribution function yields zero. The
integrated collision integral in the equation for the energy
current vanishes due to momentum conservation. As a result,
the macroscopic equation for the energy current contains only
the Lorentz and disorder scattering terms:
8jr _ 98jk T .
— — —— —wp—ep X §j. 12
o Y B T B J (12)
Combining the three macroscopic currents into a vector,

one can write all three macroscopic equations as a single
equation in the matrix form [15]

0)

0=—

R Fu—TV%
m,[ rvi
0
2T . 7/ 1 9\ ~
g
= T+ —— m
|:27'2 +T<td,s+8t> "
~ _1 8'] W= o1 8"
x 1, 8j; +n?m,<mh eg| 8j; |, (13a)
Sje/T 8je/T
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where the dimensionless matrix ¥11,, describes the integrated Liouville operators in the equations for the quasiparticle currents,

2 lon 2w lom

3ng 2 0u 3111:; 2 0p 10n ~

2y _dom 25 1w o] =—-20a,, i,
3ng 2 3ng 29 2 al,L

0

the dimensionless matrix ¥11x describes the integrated Lorentz
terms,

tanh 5 1 %
My = 1 tanh3 x|, (13c)
7% X 20

the integrated collision integral due to electron-electron inter-
action is expressed in terms of the “scattering rates” [15],
—1 —1 ()]
e o, T, O\ [k

v, T on
Ige :_5’75 TfZI 12721 0 h?

0 0 0 0/ \n®
o, 0 a§ NT?

-1 —1

t12 'L’22 =g7 5 (13(1)
0 0 0

and finally r(;isl describing disorder scattering enters the equa-

tion together with the time derivative (as explained above).
Solving the linear equations (13) by usual methods [15],

one finds for u; = 0 and neglecting temperature gradients

8j
8j,
8jp/T
F,—Vu
=m,(1+S5.8,8.'8,,)7's. ', 0
0
-m,(1+8.8,8.'8,,)"
F,—Vu
« 88,8 e x o | (14a)
0
where
~ o2T> . 7/ 1 ~ ~ wp ~
S,==*_T+ _(— —ia)>m . S, =120,
272 T \ tais ! ’ T
(14b)

Equation (14) provides a closed expression for the dissipa-
tive corrections to the three macroscopic currents in the hy-
drodynamic picture of electronic transport in graphene. This
result generalizes the earlier static solution [15] providing
the dissipative contribution to optical conductivity. While at
charge neutrality the dissipative correction represents the total
electric current [see Eq. (3i)], away from the Dirac point
one has to take into account the time-dependent solution of
the hydrodynamic equations, the Navier-Stokes equation (3c),
and continuity equations. Such solution can be obtained in a
closed analytic form in the two limiting cases, either close to
charge neutrality or in the degenerate regime. These two cases

2i2 T i r.2 1T T

) I‘E?ZT @[XWL%Z]Z?T—X? 0

X i 2 2

T-w+%5]F &P +5]'7-1 of (13D
0 0 0

will be considered in detail in the remainder of this paper.
In the most general case (e.g., for u ~ T') the hydrodynamic
equations have to be solved numerically. Such analysis is
beyond the scope of the present paper and will be discussed
elsewhere.

III. OPTICAL CONDUCTIVITY IN ZERO
MAGNETIC FIELD

Consider first graphene in the absence of magnetic field.
Then the dissipative correction to the electric current is given
by the first line in Eq. (14), which now simplifies to

8j eE —Vu
sji; | =S im, 0 (15a)
3je/T 0

The corresponding contribution to conductivity can then be
formally expressed as

1
so(w)y=(1 0 o)ym,s_'m,|o
0

(15b)

In addition to Eq. (15b), the full electrical conductivity in
graphene comprises also the hydrodynamic contribution [see
the first term in the electric current, Eq. (3h)]. In order to
distinguish between the two, I will refer to Eq. (15b) as the
“kinetic” contribution [34].

A. Hydrodynamic contribution to optical conductivity

The hydrodynamic contribution to the optical conductivity
should be obtained by solving the Navier-Stokes equation
(3c). Focusing on the homogeneous (¢ = 0) solution, I may
write Eq. (3¢) in the form [§j;(B = 0) = 0]
Wu

Tdis

Wou +ud,P = vienE — (16a)

Looking for homogeneous solutions of the continuity equa-

tions (3a) and (3b), I conclude that

dn=0, dng=0, (16b)

hence the time derivative of pressure in the Navier-Stokes
equation vanishes as well (P = ng/2). Then the equation
takes the form

Wu(q;s1 — iw) = véenE, (16c¢)

with the solution

(16d)
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The resulting hydrodynamic contribution to the optical
conductivity is given by [30]

cvin® 1
op(w) = W T 17)
Tais — 1@

1. Hydrodynamic contribution to conductivity
in the degenerate regime

In the degenerate regime, x >> 1, the enthalpy and carrier
density can be expressed in terms of the chemical potential,

3 3 2
W:3P=£=“—2<1+”—2>, (18a)
2 TV, X
2 2
n= “—2(1+”—2) (18b)
TV, 3x

Substituting these expressions into Eq. (17) and keeping the
leading correction only, one finds

2 2
on(@) = ﬂ+<1 - ”-) (19)

— . 2
T Ty —I0 3x

In the limit x — oo the result (19) represents the total optical
conductivity, since the dissipative correction (15a) vanishes
(see below).

2. Hydrodynamic contribution to conductivity
near charge neutrality

At charge neutrality, n = 0, the electrical current (3i) is
completely determined by the dissipative correction (15a).
For nonzero but small carrier density, x < 1, the carrier and
energy densities can be expanded as

2

n= -2xIn2 4+ O(x), (20a)
JTUg
3

ne = -——[3¢(3)+ 2 In2] + OGH.  (200)
JTUg

This yields the following solution (to the leading order in
x < 1) of the Navier-Stokes equation (16c¢):

16?2 ,  ¢E
u= XT——
97 (3) Ty — @
The resulting contribution to the optical conductivity is
2T 16In*2  x?
e——Hf— +0@uh. 1)
T 9¢(Q3) Ty — @
The numerical coefficient in Eq. (21) is of order unity:
161n?2
22~ 071,
9¢(3)

Close to charge neutrality, the result (21) is subleading to
the kinetic contribution to conductivity, which I discuss next.

+ OGh.

on(w) =

B. Kinetic contribution to optical conductivity

Consider now the second contribution to conductivity,
Eq. (15b), which stems from the dissipative correction to
the electric current (15a). Since the general expression is not
transparent enough, I now consider the limiting cases.

1. Optical conductivity at charge neutrality

At charge neutrality, x = 0, the matrices fﬁh and fﬁn
simplify:

1 0 0 1 0 0
m=0 1 Z5| m,=|0 -5 of,
0 Z= %06 0O 0 O
6In2 2In2

where ¢ (z) is Riemann’s zeta function and

T4

- ~028
162¢(3)1n 2

The matrix of the scattering rates simplifies as well since
rl_zl(u, =0) =0 [14,15]. As a result, the matrix S,, has the
block-diagonal form

) 0 0
S, == 0 ol o]+(L_in)m
Y 2T In2 62 0 Tdis "I

(22b)

where the electric current decouples from the other two. In the
absence of temperature gradients the correction §j; vanishes
[also 8j (B = 0) = 0]. This can be seen from Eq. (15a) where
the source term (i.e., the external electric field) is only present
in the electric current sector. The conclusion about the energy
current can be reached already from Eq. (12).

At zero frequency, the resulting electrical conductivity is
given by Eq. (4):

. 22, (1 1\
edj = eT\—+— | E — opE.
T T11 Tdis Tdis— 00
The coefficient A in Eq. (4) can be found by evaluating the
scattering rate numerically [14,15,32,37,38]:

A=2(n2)e; Tty ~0.12. (23)

The explicit expression for 7y; is given in Appendix B. Note
that the above value of A was calculated with the unscreened
Coulomb potential. At charge neutrality, this is a reasonable
approximation for weak coupling (i.e., o, < 1). For larger
values of a,, which may be more experimentally relevant,
screening leads to a quantitatively significant change in A.
Keeping the nonzero frequency in Eq. (22b), I find the
optical conductivity in graphene at charge neutrality [1,34]:

o(w;u=0)= (24)

2In2 T
. I 10
To—lo+ Ty T

where 71 is the same as in Eq. (23). This result is illustrated
in Fig. 1.

2. Optical conductivity in the degenerate regime

Deep in the degenerate (or “Fermi-liquid”) regime, i.e.,
for u > T, the matrices in Eq. (15b) become degenerate.
In particular, the matrix 111, determining the relation (9b)
between the dissipative corrections to macroscopic currents
and the nonequilibrium distribution function takes the form
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o(e?/h)

15}

0 )
0.00 0.05 0.10 0.15 0.20 0.25 0.30

w/T

FIG. 1. Optical conductivity in graphene at charge neutrality.
The real and imaginary parts of Eq. (24) are shown by the solid
and dashed curves, respectively. The shown dependence appears
to agree with the experimental data of Ref. [1] [see Fig. 3(d) of
that reference]. The curves were calculated with o, = 0.23 and
rd’isl = 0.8 THz, the values taken from Ref. [1].

(up to exponentially small corrections)

1 1 A1+ 2]
m, = 1 1 Jr+Z] @9
A+ 2] A1+ 5] 2[1+%]

where I have used the asymptotic expressions

S}

nxn =

~ X.

X 7 N X nx T
2T YT e T
The first of these equalities follows from the fact that in
the degenerate regime only one band of carriers contributes
to transport (the contribution of the other is exponentially
suppressed; this is the reason why the first two rows in Y17, are
identical). In the limit x — oo the factor 72/x? — 0 can be
neglected. Then the third row of the matrix ¥, is proportional
to the first two, such that all three dissipative corrections in
Eq. (9b) are proportional to each other. Now, regardless of
the value of x, §jz(B = 0) =0 [see Eq. (12)], and hence I
conclude

3j(x = 00) =§j,(x > o0) x~ §jp =0. (26a)
Note that this result cannot be obtained from Eq. (15b) with
the asymptotic form of 117, and other matrices since in this
limit the matrix S,, is degenerate (with or without the power-
law corrections). To find corrections to Eq. (26a) one has
to either keep track of exponentially small corrections to
Eq. (25) or, alternatively, disregard the imbalance mode (since
8j = 8j; with exponential accuracy). Inverting the remaining
2 x 2 matrix, one finds

mie’u

3x2[3x2t)) + 2 (v —iw)]

do(w) = (26b)

The scattering rate rl_ll in the degenerate regime has the
asymptotic form (neglecting screening; see Appendix C)

4 2T2

4
T]—]l(x > 1) ~~ ?ag_ —_ 2&

=3 (269

Combining both contributions, Egs. (26b) and (19), I find
the optical conductivity in graphene as

ezu 7!
o(w) = — 1— 1 ,
(@) T r(;sl - ia)[ (3x2/n2)r1’ll + r(gsl — ia):|
(27)

where the leading contribution is determined by disorder
scattering only. The kinetic contribution to conductivity, éo,
is suppressed as x~2. Moreover, the frequency dependence
in o becomes important only when it is comparable to
(3x2/mH)ry > 17, (see below).

3. Optical conductivity close to the Dirac point

Close to charge neutrality, i.e., for nonzero but small carrier
densities, x < 1, one finds corrections to Eq. (24). Expanding
the matrices Y11,y around the Dirac point, one finds

Wiy = Tl (6 = 0) + 888 + OG),

where Z/T\Ih(n) (0) are given in Eq. (22a), while the leading-order
corrections are given by

1
0 . 2
13 J— 1 X 7'[2
My = x| 573 0 2]n2[1 - 24ln2] )
£ [1_ _a 360
2 21n2[1 241n2] 3x[1 161n22]
and
sMm,
81n2 472 1n2-27¢(3)
—27c3)”" 22 0
=x _4712111221—27{(3) 2x [1 R S ﬂzan] 0
n2 27c(3)In2 B2 ~ %0
0 0 0

The matrix S,, can be expanded in the same way, using the
expansion of the scattering rates given in Appendix D. To the
leading order, one finds

Sxx =S, (x=0)+ 88)6)6 + O(xs)a

where S, (x = 0) is given by Eq. (22b) and

2

850 = 50T S (1 — i) 31T,
with
012 Rl 81n2,§g) .

[see Egs. (D2) for notations].
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Re o(e?/h)
25¢

~a.
-

0 : : - - 7 w[10"rad/s]

FIG. 2. Optical conductivity in weakly doped graphene at
n=0.08cm™'? [or Er = 33meV, the value used in Ref. [1]; see
Fig. 4(b) of that reference]. The almost flat red dashed curve shows
the real part of the kinetic contribution (15b), while the black dashed
curve shows the real part of the hydrodynamic contribution (21). The
real part of the full electrical conductivity (i.e., the sum do + o;,)
is shown by the solid blue curve. The curves were calculated with
a, =0.23, T =298K, and ‘L'(;isl = 0.8 THz, the values taken from
Ref. [1].

Substituting the above expansions into Eq. (15b), one finds
(see Appendix E for details)

so(w) = o(w; i = 0) + x*56P(w) + OK?), (28a)
s0® — yue’T + yine’T
—io+ T3 +110)  —iw+ Tl 4 yi315'(0)
L Ty O + 7o + 7)) /715 ]
[—iw+ 15 +1,," (O] [—iw+15) + 11375 (0)]
27 1/ — 1/[871(0)In2
6_2 /T /[8711(0) In ]2’ (28b)
207 [ =i + i) + 77,(0)]
where
Y1 =~ 0.075, Y2 = 0.66, Vi3 = 3.59, (28¢)
y31 ~ 0.81, (28d)
72 =y +ya ~ 091,
73 = ya2 — v33 ~ 0.102. (28e)

The total optical conductivity in the vicinity of the Dirac
point is given by the sum of the leading term (24), the
hydrodynamic contribution (21), and the above correction
(28b). The two terms are compared in Fig. 2.

C. Comparison with the existing literature

Optical conductivity in graphene was already studied in
several publications, so it is worthwhile to compare the above
calculations to the previously known results.

The authors of the pioneering paper Ref. [30] used general
hydrodynamic arguments to find the optical conductivity at a
generic charge density in the form

Oxx = 09 + op(w),

where oy is the dissipative constant (4) and the hydrodynamic
contribution is given (up to the choice of normalization) by
Eq. (17). The specific value of o for graphene was calculated
in Refs. [31,32,37,38].

Conductivity at the Dirac point in the absence of disorder
was studied in detail in Ref. [32]. The result of this paper is
the same as Eq. (24) without the disorder scattering rate. The
electron-electron scattering rate estimated in Ref. [32],

1 K = 3.646,

T, —> KO[;T,
perfectly agrees with Eq. (D2a), where the numerical pref-
actor is ¥ = 3.8. Note that this value was obtained for un-
screened Coulomb interaction.

Optical conductivity beyond charge neutrality was reported
in Ref. [31]. Here the authors combined the result of Ref. [32]
with the hydrodynamic contribution previously reported in
Ref. [30]. In addition, the effect of disorder scattering was
studied not only in the limit of weak disorder, but also
for strong disorder, where the hydrodynamic approach is no
longer valid. For weak disorder, the authors of Ref. [31]
reported an expansion in the disorder strength.

The effect of disorder was also studied in Ref. [38] at
charge neutrality. The reported zero-frequency conductiv-
ity agrees with Eq. (24) for weak disorder, T 74 > 1. For
stronger disorder, the authors of Ref. [38] took into account
the effect of disorder scattering on the excitation spectrum in
graphene, which is beyond the scope of the present paper.

More recently, the interpolation formula (1) was suggested
in Ref. [34] (see also Ref. [44]) with the coefficient A,
coinciding with that in Eq. (17) and the coefficient A, given

by

2.2

hoos & [I _ _}
/4 w

interpolating between the two limits: Eq. (24) at charge neu-
trality and Eq. (19) in the degenerate regime. In the former
case n = 0 (with A; = 0) and 7 = 2T In 2, while in the latter
case T = m)gznz/W = u, with A, = 0.

The interpolation formula Eq. (1) was used to interpret
the result of recent measurements of the optical conductiv-
ity in graphene reported in Ref. [1]. At charge neutrality,
the experimental data appear to confirm the result Eq. (24)
with 74, > 71 (see Fig. 1), providing a reasonable (in line
with previous measurements [45,46]) estimate for o, in real
graphene. Data away from charge neutrality were measured
at rather low charge densities, where the scattering rates
Eq. (B5) exhibit only small deviations from their values at
u =0 (in agreement with the results of Ref. [1]). Now, the
kinetic contribution to optical conductivity Eq. (15b) has
a Lorentzian-like shape as a function of w [see Eqs. (14),
(24), (26b), and (28)]. Hence, Eq. (15b) can be approximated
by the second term in Eq. (1) by choosing the appropriate
(phenomenological) values for 7., and tgs (as was done in
Ref. [1], where the data were fitted by Eq. (1) with the
electronic temperature and 74 used as fitting parameters).
Note that this procedure neglects renormalization of v, due
to electron-electron interaction [10,32,39].
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IV. MAGNETOCONDUCTIVITY IN GRAPHENE

Consider now the effect of classical magnetic fields on
the optical conductivity in graphene. The classical approach
is justified at high enough temperatures where quantized
transport is smeared out.

The general expression for the dissipative corrections to
macroscopic currents is given by Eqgs. (14). In the presence of
the magnetic field, these corrections become “entangled” with
the hydrodynamic velocity due to the Lorentz contribution
to F.

A. Magnetoconductivity at charge neutrality

The dissipative correction to the energy current was defined
through Eq. (12). Substituting this relation into the Navier-
Stokes equation (3c) at charge neutrality, one finds a station-
ary and uniform solution, # = 0. Evaluating all matrices in
Egs. (14), one has to consider not only Egs. (22), but also the
matrix (13c). At x =01 find

R 0 1 22
Me=( 1 0o o | (29)
22 0 0

Instead of multiplying the matrices in the general solution
(14a), it appears to be more instructive to write Eq. (13a)
explicitly at x =0 and proceed with solving the resulting
equations.

Using Eq. (22a), the left-hand side of Eq. (13a) takes the
form

__ [eE eE
nM,10]=1]0
0 0

The longitudinal part of the right-hand side of Eq. (13a) is
given by multiplying Eq. (22b) by 111, ' [see Eq. (22a)]:

while the Hall part is given by

0 & =5 8j
TTwpg .
0 0 b
2Tn2 x| o
2In2 0 0 8jp/T
where
1 27%In2 2 _12In2
Lo R 008, sy = M2 04s.
s  27¢(3)8 27¢(3)8

As a result, the three equations for macroscopic cur-
rents simplify admitting a simple analytical solution. This
solution is analogous to the solution of the stationary
equations leading to the zero-frequency conductivity (see
Refs. [15,23]).

The third such equation stems from Eq. (12) and allows one
to express the correction to the energy current, §j, in terms
of the correction to the electric current, §j:

T
Sjp = —2(n2)—2" ey x 5j. (30a)

Tgis — 1@

The second equation determines the correction to the imbal-
ance current:

. w, §175," .
8.’1 =T u . [1 T a1 22_1 X ]eB X 8.’
Tais — 1@ 871y + 14 —iw
(30b)
The first equation determines the electrical current:
T —1 -1 .
E = (o + g —i0)8)
T wp . .
+ ———(61ep x 8j; — brep X 8jr/T). (30c)

2T In2

Both of the corrections (30a) and (30b) are orthogonal to the
electric current, hence §j||E. This means that no orthogonal

, 3D

- fﬁl 0 0 1 component of the current is generated, in other words, there
[ 0 12*215—1 _12*21% 4+ — —iw |, is no classical Hall effect in graphene at charge neutrality,
2T'In2 0 0 ¢ Tdis as expected. Substituting the relations (30a) and (30b) into

Eq. (30c), I find
J
©) 2In2 T (t5) —iw) (87115, + 155 — iw)
Oxx(W) = — . 1 _ — X — — X — = .
7 (tdisl - zw) (5 1Tzzl + Tdisl - "‘)) (7111 + Tdisl - zw) + g [53T22] + 54(Tdisl - "”)]
[
where 267 K:
8 8
83 = 31 — 82— 2§ In2 ~ 0.88, 1! ~7.35THz, t,,' ~4.17THz.

84 =681 —25,In2 ~ 1.45.

At B = 0, the expression (31) reproduces Eq. (24) as it should.
At w = 0, I recover the positive, parabolic magnetoresistance
previously found in Refs. [15,23,31].

Let me now estimate the relative value of various parame-
ters in Eq. (31) using the data of Ref. [1]. Measurements at
charge neutrality yield the following value of the coupling
constant, o, = 0.23. Using Eqgs. (D2), this leads to the follow-
ing estimates of the scattering rates at a typical temperature

The disorder scattering rate at 267 K was estimated as
-1
T4 ~ 0.8 THz.

Finally, evaluating Eq. (10d) at a reference magnetic field,
B = 1T, the frequency wp can be estimated as

2
|e|vgB

B 3T In2

B 300K
~27T9THz — ——,
1T T
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such that at 267K and 0.1 T one finds wg ~ 3.13 THz. For
comparison, 267 K— 34.96 THz, so the hydrodynamic pic-
ture is fully justified.

At higher frequencies and magnetic fields the hydrody-
namic picture breaks down [31] in the sense that the lo-
cal equilibrium (underlying the traditional derivation of the
hydrodynamic equations [10,14,15,18]) cannot be formed.
At the same time, the kinetic (Boltzmann) equation has a
much wider range of applicability. Within linear response, the
kinetic equation can be integrated to obtain the macroscopic
equations for quasiparticle currents [23,40] without referring
to local equilibrium. Remarkably, these linear-response equa-
tions coincide with the macroscopic current equations (10),
(11a), and (12) (see Ref. [15] for more details). On one hand,
this means that the results for linear-response quantities, e.g.,
the electrical conductivity, obtained within the hydrodynamic
theory coincide with the results of the linear-response theory.
On the other hand, the result (31) which has not been worked
out within the linear-response theory has a wider regime of
applicability than the concept of local equilibrium. Extending
the range of frequencies and magnetic fields in Eq. (31) one
arrives at the resonancelike picture illustrated in Fig. 4. Note
that at these frequencies one typically assumes the system to
be in the collisionless regime [21,24-29], where the optical
conductivity is given by the universal value (up to weak
interaction corrections)

we?
oy(w) = E[l + Caag(a))]v (323)
where the renormalized coupling constant ag(w) and the
numerical coefficient are given by

% C, ~0.01.

— > 32b
1+%mn2 (320)

ag(a)) =

Physically, the universal value (32) is due to interband
transitions and is hence beyond the semiclassical Boltzmann
equation discussed in this paper. One typically assumes that
the solutions to the Boltzmann equation yield the conductivity
decaying with frequency, such that in the high-frequency
regime Eq. (32) dominates. In the hydrodynamic regime this
is illustrated in Fig. 3, where the universal value (32) is shown
by the horizontal red line. Extending the kinetic theory beyond
the hydrodynamic regime leads to the cyclotron resonance
at high frequencies where the solution to the Boltzmann
equation dominates over Eq. (32) (see Fig. 4).

B. Magnetoconductivity in the degenerate regime

In the degenerate or Fermi-liquid regime only one band
contributes to electronic transport and hence j = j; with
exponential accuracy (see above). At the same time, away
from charge neutrality the dissipative corrections (14) depend
on the hydrodynamic velocity # and hence the hydrodynamic
and kinetic contributions to conductivity become entangled.
In this case, it seems more transparent to consider the macro-
scopic equations for the electrical and energy currents ex-
plicitly. As shown in Ref. [15], these equations are exactly
the same as the macroscopic linear-response equations con-
sidered in Ref. [23]. Similar equations have been derived
in Ref. [40].

w[10"?rad/s]
30

ot 5 10 15 20 25

FIG. 3. Optical conductivity in graphene at charge neutrality in
weak magnetic field, B = 0.1T. The real and imaginary parts of
Eq. (31) are shown by the solid and dashed curves, with red, blue,
and green (in ascending order for solid curves) corresponding to
T =100, 200, and 300 K, respectively. The curves were calculated
using the parameter values described in the main text based on the
data of Ref. [1]. The horizontal red line shows the universal conduc-
tivity Eq. (32) of free electrons in graphene in the high-frequency
collisionless regime [21,24-29] (actually observed at much higher
frequencies).

The equation for the energy current is just the Navier-
Stokes equation (3c). For a homogeneous flow the gradient
terms and the time derivative of pressure vanish [see the above
derivation of Eq. (16c)], such that the equation takes the form

Je (g —iw) = vienE + véfj x B. (33a)
C
The equation for the electric current is given by Eq. (10). For
a homogeneous flow this equation takes the form
o1 1 ,0n ce
J(tg! —iw) = EvgzaeE + wpKC x e +Z7.  (33b)
To the leading order [23], j, ~ uj, KK ~ j, and Z3* — 0.
In this case, the two equations (33) are identical, yielding the

a(e?/h)
5 -

FIG. 4. Optical conductivity in graphene at charge neutrality at
B =1T. The real and imaginary parts of Eq. (31) are shown by
the solid and dashed curves, with red, blue, and green (in ascending
order for solid curves) corresponding to 7 = 100, 200, and 300K,
respectively. The curves were calculated using the same parameter
values as in Fig. 3. The horizontal red line shows the universal con-
ductivity Eq. (32) of free electrons in graphene in the high-frequency
collisionless regime [21,24-29] (actually observed at much higher
frequencies).
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standard Drude-like results [47]

2 .
€ U Tdis 1 — iwtgis
Oxx = N B 5.2 ° (343)
7 (I —iwThs)* + wpTg
2
€~ U Tdis WBTdis
Oy = — 5> (34b)

T (1 —iwtgs)? + witd,

Here the electric field is taken to be directed along the x
axis, and the magnetic field is taken to be directed along the z
axis. Note that the electric field is assumed to be oscillating,
E ~ exp(—iwt), and the magnetic field is assumed to be
static. For w = 0, I recover the standard magnetoconductivity
[23,47].

At B =0 the results (34) yield the Drude conductivity
given by Eq. (19) where one has to set x — co. The leading
correction to the Drude result is given by Eq. (27) where both
the correction in Eq. (19) and the kinetic contribution (26b)
are taken into account.

The origin of these corrections is in the differences be-
tween the two equations (33). Indeed, setting B =0 and
subtracting Eq. (33a) from Eq. (33b), one finds

. .IE —1 . a2 1 9n ee
( - ;)(rdis — la)) = Ué’(i@ —n)eE + I

7’
= —ﬁgeE + I‘fe,
where I used the equilibrium carrier density and compress-
ibility in the limit x — oo (see Appendix A), keeping only
the leading power-law term.
In the same limit, the collision integral Z{° can be ex-
pressed in terms of the two currents as

19
Te = —Enga—nrﬁlh(l)
7

3x2 ! 72\ | 72\ j
=7—”21+71—1+71£.
- X 3 )

Note that although Eq. (9b) relates the function A" to the
dissipative corrections §j and §j; the hydrodynamic part of
the macroscopic currents does not contribute to the collision
integral, as can be seen from the above expression by direct
substitution.

Finally, the difference in the Lorentz terms in Egs. (33) can
be found by evaluating the quantity /C to the subleading order:

X .
K=—— (2j—J—E>.

Using the above expressions, solving Egs. (33) is a straight-
forward although tedious task. The result can be expressed as

. 272 8518,
5 _ ) DpTgisO192
€ L Tdis a lwrdlS)[SO + (l—iwfdis)z]

: 22 2
T (1 — iwT4is)* + wpT4 ST
2
_ € UTdis  ®BTais(SoS1 — $2)
. 7 2 2’
7 (1 —iwtg)? + wT5 S

. (35a3)

Oxx =

(35b)

where

' [/ + gl — o]

So=1- el
[Bx2 /)t + 15! — o] + o}
s, B 3tl’11[(3x2/7r2)rl’11 + Tciql — ia)] ’
[Bx2/m2)e ) + 15l — iw]2 + w?

n? (t5d — iw)’

3x2 [Bx2/m2)r! + 15! — ia)]2 + a)lzg.

In the limit x — oo, one finds Sy = S; =1 and S, = 0, and
one recovers Egs. (33). For B = 0, the result (35a) coincides
with Eq. (27).

V. DISCUSSION

In this paper I have considered optical conductivity in
graphene in the hydrodynamic regime. Within the hydrody-
namic approach, the electric current is split into the hydrody-
namic and kinetic contributions [see Eq. (3h)], with the latter
representing the dissipative correction. Unlike the traditional
hydrodynamics [13] in systems with exact momentum con-
servation, the hydrodynamic equations in graphene include
weak impurity scattering. As a result, both contributions to
the electric current decay, yielding Egs. (17) and (15b).

Exactly at the neutrality point, the hydrodynamic contri-
bution to electric current [and hence the conductivity (17)]
vanishes. In this case, the optical conductivity in graphene is
given by Eq. (21) illustrated in Fig. 1. Assuming the disorder
scattering time in Eq. (21) to be negligibly small, one recovers
the result of Ref. [32]. This result was recently used in Ref. [1]
to establish the experimental value of the electron-electron
scattering time and ultimately the coupling constant, o,. In
the experiment, one treats o, as a fitting parameter using
the expression t]_ll =C aéT, with the numerical coefficient C
calculated in Refs. [14,15,32,37,38] assuming the unscreened
Coulomb interaction. Such approach can be justified [32] by
1/N expansion, suggesting that all interaction effects includ-
ing screening and renormalization are confined to establishing
the value of the effective coupling constant but do not signifi-
cantly alter the momentum dependence of the matrix elements
of the Coulomb interaction [38] (in the typical momentum
range contributing to the collision integral).

At high enough doping levels, the electronic system in
graphene is degenerate and most results resemble their coun-
terparts in the usual Fermi liquid. In particular, the optical con-
ductivity is given by Eq. (19). This expression is independent
of the electron-electron scattering rate, which could be inter-
preted as “restoration” of Galilean invariance in the Fermi-
liquid regime. This result is fully hydrodynamic whereas the
kinetic contribution to conductivity vanishes in this limit.

At intermediate carrier densities, the electrical conductivity
is determined by the interplay of the above two mechanisms.
While the hydrodynamic contribution keeps the simple form
(17), the general expression for the kinetic contribution,
Eq. (14), is extremely cumbersome. It is therefore tempting to
use the interpolation formula, Eq. (1), instead. As evidenced
by the leading corrections in both limits, Egs. (27) and (28),
the “exact” result (15b) differs from Eq. (1). However, the
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resulting optical conductivity is still roughly Lorentzian and
hence could be fit by Eq. (1) using the two scattering rates
as fitting parameters. Such approach was adopted in Ref. [1]
(even the electronic temperature was obtained from the fit).

External magnetic field further complicates the theory by
entangling the two contributions to the electric current. While
not affecting the leading-order behavior in the degenerate
regime, Eq. (34), the leading correction to the Drude behavior,
Eq. (35), is dominated by the coupling between the two
modes. At charge neutrality, the homogeneous electric current
is still unaffected by the coupling to the hydrodynamic modes,
but this is expected to change in finite-size samples where
the flow becomes inhomogeneous. Previously, this physics
was used to explain giant magnetodrag in graphene [48]
and to predict linear magnetoresistance in classically strong
magnetic fields [23,36,49].

Finally, linear-response transport in electronic systems can
be described within the kinetic theory in a wider parameter
range as compared to the applicability region of hydrodynam-
ics. The latter assumes that strong electron-electron interac-
tion establishes local equilibrium [14,15] describing the ideal
hydrodynamic flow. In contrast, the linear-response theory
[23] assumes that in the absence of external fields the system
is in the global equilibrium state described by the Fermi-Dirac
distribution function and characterized by vanishing currents.
Here the currents appear only as a response to the exter-
nal electric field. Remarkably, linearizing the hydrodynamic
equations in graphene (in order to find the linear-response
coefficients, such as electrical conductivity) yields exactly the
same macroscopic equations [e.g., Eqs. (33)] as in the linear-
response theory, rendering these equations more general than
the concept of local equilibrium. Consequently, the results
for optical conductivity obtained in this paper are valid in
a wider frequency range than expected from the purely hy-
drodynamic perspective. This conclusion is most pronounced
for the cyclotron resonance in moderately strong magnetic
fields (see Fig. 4), where the kinetic contribution to the
magnetoconductivity at relatively large frequencies dominates
the universal free-electron conductivity (32) describing the
high-frequency collisionless regime that is not included in
the semiclassical Boltzmann approach [24,26]. A discussion
of the quantum kinetic equation [24] including the interband
transitions responsible for Eq. (32) is beyond the scope of this
paper and will be reported elsewhere.
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APPENDIX A: LOCAL EQUILIBRIUM QUANTITIES

Under the assumption of local equilibrium, the macro-
scopic quantities appearing in the hydrodynamic theory can

be computed explicitly [15]. The quasiparticle densities and
the energy density have the following form:

7% g(ps/T) — g2(—p—/T)

n=ny—n_= , (Ala)
T e
T? g2(us/T) + g2(—p—/T)
= nyo e =5 & . (Alb)
g (1 —Uu /Ug)
T3 1+u2/(2v§) |: I .
SSARELTC RN T PO
vé (1 _ u2/v§)5/2 T T
where
PY_ Nt
gz<T) = 2ﬁle( e, (A2)
Y N
83<T) = 27TL13( e’), (A3)

with Li, being the polylogarithm. It is convenient to express
the densities (A1) in the dimensionless form
NT? _ NT? _ NT? _
n= S, = iy, ng=—>5Tg. (A4)
2mvy TV,

2
2 vy

In the simplest case considered in this paper, uy+ = u, the
dimensionless imbalance density simplifies to
2 2
. X i m
n=—+—, x=_.
T2 7% T

Similarly, the compressibilities (for u+ = ) are given by
on NT ony Nu

- — PR - PR
o 27'rvg I 2nvg

(A5)

T =2Th |:200sh ’ﬂ
(A6)

The two thermodynamic quantities in the hydrodynamic the-
ory, the pressure and enthalpy, are given by

l—uz/vf, A7
_nEZ—I-TZ/ng’ (ATa)
3I’ZE
W = P=—"_ A7b
ng + 2+ w2/l (ATDb)

They can be used to determine the stress-energy tensor
N3 = PSop + vy *Witgug (AB)

and the energy current (proportional to the momentum density
)

Je = veme = Wu. (A9)

This relation is the key feature of the hydrodynamic descrip-
tion of the electronic system in graphene showing that it is
the energy and not electric current that is described by the
hydrodynamic flow. The quasiparticle currents are determined
by the corresponding densities

j=nu, j;,=nmu. (A10)

Unlike the energy current, the quasiparticle currents are not
conserved in electron-electron collisions and hence acquire
the dissipative corrections (3h). Furthermore, the energy cur-
rent can be relaxed by disorder scattering and hence acquires
a dissipative correction of its own.
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APPENDIX B: COLLISION INTEGRAL

The integrated collision integrals (13d) are expressed in terms of the following scattering rates [15]:

1 , | NT ][ a0 aw (TP ,
— =T Ot NT 2 A 12 (YO0Y11 — YOI)’ (Bla)
Ti1 vgano/au_ 2m)? 27 sinhW
1 , o[ NT | [ 420 dw (TP
— = NT — YooY12 — YooYt B1b
- =’ o, v§8n0/3M Qn P 2n S W (YooY12 — Yoo Yo1), (B1b)
1 , [ NT ][ d?Qaw (TP 5
— =n“a;NT — YooY — Y5 ), Blc
T N Vang/op | ) @rr 2n sinth( ¥ — ¥pp) (Blc)
with
Yoo(w, ) = | SIS D) oy 0022 D z<[m} (B2a)
L V1 —Q2 Q-1
1
Yoi(w, q) = —Z[Q(IQI <OV =Q2Z7 [+ 6(192] = DV Q? — 1 Z5[11], (B2b)
1T |22
— _ 2 > v <
Yoo(w, q) = 7 _G(IQI < DV = Q2 Z7 L]+ 60(12] = l)m% [11]}, (B2c)
1
Yi(w, q) = ;[G(IQI <DV =Q2Z7[h]+6(12] > 1)V Q2 — 1 Z7[1]], (B2d)
1
Yip(w,q) = —;Q(IQI < HvI1=Q2Z7(], (B2e)
1 012 = 1)
Yo(w,q) = —[0(Q < DHV1 - Q2 Z7[I — Z=[]], B2
2(w, q) 7T|:(| <1 1[1]+m 5 L] (B21)
where
00 1
Zylll = / dzyz? = 11(z), Z5l] = / dzy'1 — 221(2), (B3a)
1
\/— \/—
Zr] = dz 1), Zrl]= 5 1@, (B3b)
N © W21 - b oz/1=22
Zy ] = dZZZ——QZ 1(z), Z;[]= dZQZ—zz 1(2), (B3c)
. [ (ZZ _ 1)3/2 - 1 (1— Z2)3/2
23 []] = 1 dZZZ_—Q2 ](Z), 23 [[] = A dZQZ——ZZ I(Z). (B3d)
The functions I and /; are given by
w W — -w -W -
I,(z) = tanh ZQ_F—“ anh ZQ*—% — tanh ZQ% — tanh ZQ% (B4a)
w 4 W — -w 0 —W —
I(z) = tanh ZQ+—+X — tanh ZQ_F—x — tanh ZQ—H + tanh ZQ—X (B4b)
2 2 2
[
The scattering rates (B1) can be expressed in terms of Finally, the Coulomb interaction has the form
dimensionless integrals as 2me’ ~ 2magug ~ e
U(w,q) = U= U, ag=—, B7)
INT | NT q q €
Tij = 1672 [m} 7 (B5) where ¢ is the dielectric constant of the environment and the
dimensionless factor U accounts for screening.

which form the elements of the matrix T [see Egs. (13)].

In the above integrals the frequency and momentum are
expressed in terms of the dimensionless variables
1)

0= ”gq W= (B6)

APPENDIX C: COLLISION INTEGRAL
IN THE DEGENERATE REGIME

Here I evaluate the electron-electron scattering rates (B1)
in the degenerate (or Fermi-liquid) regime.
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Consider first the functions (B4). In the degenerate regime,
w > T, but the frequency w is of order T, i.e., W ~ 1. As
a result, W <« x, and one can expand the functions (B4) in
W . The expansion is simplified by the following observation.
For x > 1, the difference between two hyperbolic tangents is
sharply peaked at zQ ~ x. For positive z one finds

L(zx > 1)~ —I(z;x > 1)~ Ip(z;x > 1),
704+W —x 70—
2

(Cla)

Ip(z) = tanh — tanh (Clb)

The relaxation rates (B1) comprise two integrals each, one
over large and another over small values of the integration
variable z, z > 1 and 0 > z > 1, respectively. For small z,
the peak at zQ ~ x translates into very large values of the
momentum, Q > x. At the same time, typical values of the
frequency are of order temperature, W ~ 1, meaning W < x
and hence |Q2] = |[W|/Q « 1. This conclusion has the follow-
ing two consequences.

J

. , N T?

First, only the region |2| < 1 contributes to the scattering
rates (up to exponentially small corrections; see below), hence
one only needs to evaluate the integrals (B3) over z > 1.
Taking into account Eq. (C1), I find that all three relaxation
rates (B1) coincide,

Ty = T2 = T2, (C2)

such that the matrix of the relaxation rates is degenerate even
in the 2 x 2 sector. This degeneracy is due to the fact that in
this regime only one band contributes to any physical quantity.
Second, the calculation of the single remaining rate, Tﬁlv
can be simplified by expanding the function /p in powers of
W:
2w W3 cosh(zQ — x) —

lp(x)~ 1 + cosh(zQ — x) * 3 [ +cosh(zQ — )P’

(C3)

Noticing that the integrand in Eq. (B1a) is an even function
of W and at the same time is independent of the direction of
0, the integral can be simplified as

T a—"—/ W / 0dOIU P23 )27 [Ip] — (1 — @325 [Ip])]. (C4)

$4m

The function (C1) depends only on the combination of variables, y = zQ — x. Changing the integration variable to y, I find for

the three functions Z; appearing in Eq. (C4)

1 [ 1 [ Q? i J,0?
> —_ , 2 2 N — - = —
Z5 [p] 0 /Qx dylp(y, W)v/(x +y)* — O 0 xJoy/ 1 2 + — (1 - %)3/2 , (C5a)
- V& +y)? — Q2 Joy1- L1+ % _2g
Z[ p] =/ dylp(y, W)( . ~ T = o2
o e V1= x_2( -)
L1430 & (34 2)2 03 W2y
3 0°\3/2 W23 ) (C5b)
(1-%)"(1-%)
- L[ (+ )V er)2 * \/ % I O (141 21
Z7[Ip]l = —= dylp(y, W) )= S
- y F O imga-n)
RE(1+35)(B+%) - L (3+%) - S0 +3%)
-2 e By , (C5¢)
where
o0
h=/ dylp(y, W', (C6)
O—x

and the expansion of the algebraic functions in Egs. (C5) is justified by the fact that the function /p(y) has a form of a sharp peak
centered at y = 0 [and in fact exponentially decaying beyond y ~ 1 as can be seen from the expansion (C3)], while x > 1.

Assuming W < x in the degenerate limit, I now disregard the factors W2 /x? in the algebraic functions in Eqgs. (C5) and form
the integrand in Eq. (C4) as (alternatively one can integrate the algebraic functions over momentum while keeping the frequency
finite and then compute the limit x — oo; the results for both the leading and subleading terms are the same)

y y _ 1 O\ W2 Uy =72 Jody 0 N —4Z
ZZUPIZ7 Up] — (1 — Q) (25 [Ip])? ~ @(1 )|:J & x_zl _ x_sz(i_—Q_)z o, 7

where the frequency in the first term comes from the factor 1 — Q2 in Eq. (C4), which cannot be neglected before one determines
the order of magnitude of the typical values of Q in the integral in Eq. (C4).
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Consider now the functions J,,. The integral for n = 0 yields [the exact result is followed by an approximation obtained by
integrating Eq. (C3); the same approximation can be obtained by series expansion]

4w?3  sinh* £2
— ~4WO(Q < x), (C8a)
3 sinh’(x — Q)
where the second equality can be directly obtained by using the first term in the expansion (C3).
The other functions J, cannot be integrated in a closed form. One can either evaluate them approximately using the leading-
order expansion (C3) or compute them numerically. The approximate calculation yields

16(72 + 1
R 16W20(Q < x), JoJa — T} = JoJy = %WWQ +2 <x). (C8b)

Jo =2[W — ln(eQ+W +e)+ ln(eQ + ex-‘rW)] ~ 2W(1 + tanh X —2 Q> .

Substituting the first term in Eq. (C7) into Eq. (C4) I find

N T? [® w? 2 24N T? dWW* [*d 2\~
n=aipe [T [ 0a0P; ( ¢ )Jo e —Q<1—Q—)|U|2.
847 w Jo sinh®>W o4 o Top sinh® W Jy 03 x2

For bare Coulomb interaction, |U |> = 1, I evaluate the integrals as

® qWW* [*d 2 ® qWW* [ 1 1 2 2 4
/ AWWZ [fde & _-/ AR (-t ) =T T (rpom ), = 0474,
o sinh’W Jy 03 ¥2 2 Jo sinh?W\W?2 x2 x2 W 12 60x2 T

For statically screened Coulomb, |U |> = 0?/(Q + »)?, where the Thomas-Fermi screening yields » = N agx, I find

rdo (1-%) 2) 1 1 w L2 DO L SR O | FUOE S U B I
= _——— _— _— —_ —n—,
w O (0+ )2 2 W+ x+ax w2 X2 X+ W + s X2 x

which recovers the above result in the limit > — 0. The limit x — oo here is nontrivial since »r o x and one can discern three

regimes: » < 1, 1 < » < x, and s > x. In the first regime, the integral differs from the above result for s« = 0 by small

corrections. The last regime has only a formal interest, since in order to achieve this one has to consider large o, contradicting

the assumptions of the present approach. In the second regime, the above expression can be represented as a series expansion in
~!. For not too small oy > 0.1,

*do (1-%) L[, Neg
—— — n—
w Q@ (Q+)?  N?aix? w

w -4
- g(ag)] 2N2a§x3 + O(x )7

where

14+ No 1
ng, glag 2 0.25) ~ In(1 + Na,) + 5

Note that the subleading term in this expansion is essential since the leading term changes sign at not too large W, while the
integral is explicitly positive. Integrating over the frequencies, I find

daww* vdo (1-%) 15¢(5)
fo sinh? W W Q P 30N205§x2 [In(yNay) = glag)] + 4N2a§x3.

Again, while formally subleading in the limit x — o0, the second term is important since for small c,, the first term is negative.
Consider now the contribution of the second term in Eq. (C7). Similarly to the above, I find

‘ aﬁT—z / odo L (1- LYol (2+)T—2/00‘”VW4 e &
27 % uy m smh2 0? x2 x2 ux2 sinh? W 0 x2 )

glag) =1 — Nag + In(1 + Nag) + Ne; In

which in the limit x — oo is clearly subleading to ¢, .
As a result, the “scattering rate” Tﬁl in the degenerate regime is given by

2
1 TN L T7

i (Ca)

T

for the unscreened Coulomb interaction. Taking into account One should keep in mind, however, that the Thomas-Fermi
screening, the result in the most interesting regime, 1 < » < screening is nothing but the static limit of the random-phase
X, is approximation (RPA). The latter is by no means exact, espe-
cially for not so small coupling constants. Hence including

15¢(5) the RPA screening but neglecting vertex corrections might
4 gxi|‘ (C9b) not yield a better approximation to the exact result than

T n
1A~ —| =[n(yN
T M3[30[n(y o) — glarg)] +
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the bare Coulomb interaction. At the neutrality point this is
supported by 1/N expansion [32,38] where one can show
that for the momentum range dominating the integration the
leading-order results are given by the unscreened Coulomb
(perhaps, with the renormalized coupling constant). While
no such analysis has been reported in the degenerate regime,
the above statement seems plausible on physical grounds and
hence Eq. (C9b) should be treated with care.

APPENDIX D: COLLISION INTEGRAL CLOSE
TO CHARGE NEUTRALITY

At charge neutrality /(x = 0) = 0 and hence 11’21 =0.In
the vicinity of charge neutrality the dependence on the chem-
ical potential (or on the dimensionless variable x = u/T)
comes from the compressibility in the dimensionfull prefactor
in Eq. (B5) and the functions / and /; determining the dimen-
sionless scattering rates ...

The prefactor in Eq. (B5) can be expressed as follows:

«;NT| NT 2T | 2
1672 | v2an/dn | 42\ 8In2)’

Expanding both functions (B4) for x <« 1, one finds

L =12+ 217 + 03, (Dla)
1O _ 4 sinh W
! coshW + coshzQ’
[ _ 2 sinh W(cosh 2zQ — 2 cosh W cosh zQ — 3)
b (cosh W + cosh zQ)3 ’
[ =—xIV 4+ 0G?),
[ _ 4 sinh zQ sinh W (D1b)

(coshW + coshzQ)?"

Substituting these expansions into Eqs. (B1), one can es-
tablish the leading terms in the expansion of the scattering
rates

1 (X;T 1 5 1 1 1 3
— = — e+ |,
T 4win2 L«p T T 8m2,0 ) *)

(D2a)

1 aéT X

T2 4rin2,0

1 (X;T 1 5 1 1 1 3
— = — e — )+ 0uhH .
T 4rln2 [ 10 T 2 820 +O0)

(D2c)

+ O,

(D2b)

The quantities ti(]Q’]‘z) in Eqgs. (D2) are the expansion co-

efficients of the dimensionless integral in Eq. (B5) close
to the Dirac point in the self-evident notation similar to
that in Egs. (D1). For unscreened Coulomb interaction these
quantities are just numbers without any dependence on any
physical parameter. If screening is taken into account, then
these numbers depend on the screening length, i.e., on a fixed
combination of the coupling constant and temperature.

For unscreened Coulomb interaction, one finds the fol-
lowing numerical values (neglecting the small [37] exchange

contribution):

()7 ~33.13, (1) ~3.38,
() ~545 (D)~ 18.02, (1) ~ 473,

APPENDIX E: OPTICAL CONDUCTIVITY CLOSE
TO CHARGE NEUTRALITY

Inverting the matrix S,, using the identity
[S:x(0) +8S] ™! ~ S(0) - S (00555, 0),

and substituting the result into the general expression (15b)
together with the expansions of the matrices 1), one finds
the leading contribution to Eq. (24) as

m,sin,
~ LS O, + 01,05, (0058, (0)11,(0)
+8,S.(008S,S . (0)11,(0)
+01,(005.1(08S,.S, (0)5113,,.
The first line comprises the zeroth-order result, Eq. (24), and
the correction

2 2

y12e2 Tx

)/1162T)C n
—iw+ 15 + 1,10 —iw+ T 4+ i3ty (0)

do(w) =

where the scattering rates are evaluated at the Dirac point,
x = 0, and the numerical coefficients are

2In2 8In2 2In2
Yii = ~0.17 x ~ 0.075,
27¢(3)
3[4721n2 — 27¢(3))?
Yi2 = " (6] ~ (.66,
162r¢(3)In2 — 73
16277¢(3)In2
= ~ 3.59.
Y3 = 1627¢(3)In2 — 75
The second line yields
1 L1
eTxr 0 7 820

dor(w) = ,
27 [—iw + 15 + 1 (O)]

where the numerator represents the leading correction to the
scattering rate rl_ll [see Eq. (D2a)]. Finally, the last two lines
give rise to two similar contributions

2T x? 1
do3(w) = — 1 1 : 1 1
—iw+ 15, + 14, (0) —iw + T4 + v137y, (0)
X [J/311'2_21 (0) + y32 (—iw + td_isl) - V33/f1(é)],
2T x? 1
doy(w) =

—iw + t5! + 7, (0) —iw + T35 + y1375, (0)

x [yar (=io+ 7)) + y/71y']
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~ (.246,

0.66,

where
2881n°2
= Toamcym2 — s - 08k
3(961n%2 4+ 27¢(3) — 87%1n2)
v = 1627¢(3)In2 — 75
3[872In2 —27¢(3
s = 1[62n§(3)1n2 E(nz] ~0.57,
3[4r21n2 — 272 (3)][872 In 2 — 542 (3)]
a1 = 2(1627¢(3)In2 — 75) ~
812(3)[4n2In2 — 27¢(3)]
Var = ~

~ 0.67.

27 (1627¢(3)In2 — 73)
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