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Hereby, we present a comprehensive experimental and theoretical study of the electronic structure and
optical properties of excitonic complexes in strain-engineered InGaAs/GaAs quantum dots (QDs) grown by
metalorganic chemical vapor deposition and emitting at the 1.3-µm telecommunication window. Single QD
properties have been determined experimentally for a number of nanostructures by means of excitation-power-
dependent and polarization-resolved microphotoluminescence and further compared with the results of confined
states calculations employing the eight-band k·p theory combined with the configuration interaction method.
The origin of excitonic complexes has been exemplarily confirmed based on magneto-optical and correlation
spectroscopy study. Understanding the influence of structural parameters and compositions (of QDs themselves
as well as in the neighboring strain-reducing layer) allows identification of which of them are crucial to control
the emission wavelength to achieve the telecommunication spectral range or to affect binding energies of the
fundamental excitonic complexes. The obtained results provide deeper knowledge of control and limitations
of the investigated structures in terms of good spectral isolation of individual optical transitions and spatial
confinement, which are crucial in view of QD applications in single-photon sources of high purity at telecom
wavelengths.
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I. INTRODUCTION

Semiconductor nanostructures have become a powerful
and flexible technology platform to study quantum optics
phenomena in the solid state [1]. The main advantage of
solid-state structures with quantum dots (QDs) in comparison
to atomic systems is their compactness and the possibility to
tailor their selected properties for a specific application. To
optimize QDs for novel quantum technologies such as, e.g.,
quantum communication networks, it is crucial to perform
comprehensive studies of their optical properties and the
underlying electronic structure as well as to identify their
determining factors by means of excitonic and excited-state
spectra, in particular, on the level of a single quantum emitter.
In case of fiber-based quantum communication, it is of great
importance to develop QD-based nonclassical light sources
emitting in the telecommunication spectral windows at 1.3
and 1.55 µm. One of the approaches to target this challenge
is to use GaAs-based QDs (emission typically centered at
900–1050 nm at 10 K for InGaAs/GaAs QDs) and redshift
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their emission to longer wavelengths accordingly. Various
methods have been explored to reach the telecom range in this
material system by (i) engineering the strain in InAs/GaAs
QDs utilizing an InGaAs strain-reducing layer (SRL) [2–10];
(ii) by using SRL containing Sb for deeper confining po-
tential [11–14]; (iii) deposition of the InAs QDs on InGaAs
metamorphic buffer layers [15,16]; (iv) using bilayers of
differently sized QDs acting as the first seeding layer, which
modifies the strain conditions for the second one [17–20];
(v) increasing the QD height by growth up to the second
critical thickness [21,22]; (vi) increasing the QD size using
atomic layer molecular-beam epitaxy (MBE) [23]; (vi) using
activated alloy phase separation [24] or (vii) nitridation of
InAs/GaAs QDs leading to formation of dilute nitride InAsN
QDs [25]. In that respect, it is especially desirable to obtain
emission around the 1310-nm spectral window due to lack of
dispersion and local minimum of losses for the standard fiber
networks, which is achievable in the GaAs-based structures
and suitable for applications in local networks for short- and
medium-range communication.

If compared to InP-based approaches [26–29], GaAs-based
technology combines the advantage of mature fabrication
and material processing with compatibility and feasible on-
chip integration. Additionally, the fabrication of high-quality
distributed Bragg reflectors (DBRs) to enhance the extraction
efficiency of the QD emission as well as microcavities is
much less demanding in GaAs-based structures in comparison
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to InP-based counterparts due to availability of compatible
materials with high refractive index contrast. Furthermore, in
the case of InAs on InP systems, it is rather optimal for longer
wavelengths of the third window at 1550 nm and covers the
range of absolute minimum of losses preferential for long-
haul data transmission but at the expense of possible distortion
of the optical signal due to dispersion.

In this paper we investigate fundamental physical prop-
erties of excitonic complexes confined in InGaAs/GaAs QD
structures capped with an InGaAs strain-reducing layer of
lower In content in view of their practical implementation in
nonclassical light sources for short-range quantum commu-
nication protocols at the telecom O-band [30]. The quality
of these structures has reached the level enabling systematic
experimental study on many QDs, but their practical applica-
tion still requires optimization, as the structural quality and
therefore the internal quantum efficiency of the emitters is
not yet comparable to their counterparts emitting at shorter
wavelengths. Ensembles of such structures with high spa-
tial density have already been investigated in view of laser
applications focusing on the role of the SRL in redshifting
the QDs’ emission towards telecommunication wavelengths,
however, on the level of the averaged optical response of
the entire ensemble [5,31,32]. Here, we focus on the single
quantum emitters and on identifying their optical and elec-
tronic properties, including the exciton fine-structure splitting
— bright and dark excitonic states — as well as the binding
energies of excitonic complexes as a function of emission
energy and morphological parameters. This enables us to
point out efficient single optical transitions of good thermal
stability. We study both experimentally and theoretically the
properties of various excitonic complexes by means of mi-
crophotoluminescence (µPL), also in the magnetic field, and
compare them with eight-band k·p modeling [33] combined
with the configuration interaction method proven to properly
reflect the excitonic states in different types of epitaxial QDs
[34,35]. The analysis of the single-particle states and the
binding energies of excitonic complexes with respect to such
system parameters as QD geometry, QD composition, and
SRL composition is necessary for proper understanding of the
interdependence between the structural, electronic, and opti-
cal properties of single QDs grown by metalorganic chemical
vapor deposition (MOCVD), being a relatively cheap and effi-
cient technique compared to other fabrication methods. More-
over, it provides a means for tailoring the dot characteristics
to make them suitable for specific nanophotonic applications
in the O-band fiber window. So far, similar QD structures
but with different structural properties and ultralow spatial
density were studied with respect to cascaded emission of
photons (from both neutral and charged excitonic complexes)
[10] and temperature dependence of photoluminescence [36]
followed by demonstration of single-photon emission [37].
However, these structures exhibit mainly negative charged
complexes, whereas in our case positively (X+) and nega-
tively (X−) charged trions are present in the spectra. Their
relative intensity differing from dot to dot suggests that a
random local charge environment is mostly responsible for
the charge state of individual QDs. There is also a theoretical
work on the fine-structure splitting of the neutral exciton in
a similar family of InAs/GaAs with the SRL [7], but neither

the binding energies of the multicarrier excitonic complexes
nor their interplay with the ground-state emission energy or
energetic order of the respective excitonic complexes have
been studied. Therefore, our aim is to fill this gap. In addition,
we also extend the existing knowledge by direct detection
of the dark excitonic states in these nanostructures. This
is an analysis which is fully complementary to the recent
comprehensive study on structural and optical properties of
GaAs-based QDs on metamorphic buffer layers for emission
at longer wavelengths of the telecom C-band [38], for which
emission of single photons and entangled photon pairs has
been demonstrated [39,40].

The paper is organized as follows: Section II provides de-
tails on the investigated structures together with a description
of the utilized experimental setups. In Sec. III experimental
findings are discussed, whereas Sec. IV presents the quantum
dot model used in theoretical calculations together with the
obtained results and their comparison to experimental data.
Section V concludes the paper.

II. INVESTIGATED STRUCTURES AND
EXPERIMENTAL SETUP

The investigated epitaxial heterostructure containing self-
assembled InxGa1−xAs on GaAs QDs was grown by MOCVD
in the Stranski-Krastanov growth mode. QDs on a wetting
layer are formed of In0.75Ga0.25As (0.7 nm of the nominal
deposited material). The QDs of ∼109/cm2 areal density
are covered by a low indium content In0.2Ga0.8As SRL, the
purpose of which is to redshift the ground-state transition
energy to the telecom spectral range [31,41]. For enhanced
extraction efficiency of the emitted radiation, QDs are grown
on a distributed Bragg reflector composed of 23 pairs of
GaAs/AlGaAs layers (101.6/115.4 nm thicknesses measured
by scanning electron microscopy, SEM) on top of the undoped
GaAs buffer (300 nm). The thickness of the GaAs layer
surrounding the QD layer is designed to form a 2-λ cavity
between the DBR and the sample surface [Fig. 1(a)]. Addi-
tionally, cylindrical mesa structures of various diameters in
the range of 300–2100 nm and 670 nm height are fabricated in
a regular pattern using electron-beam lithography performed
at room temperature followed by reactive-ion etching (ICP-
RIE) [inset in Fig. 1(b)]. Such mesas provide increased spatial
resolution by removing neighboring QDs and hence also their
possible contribution to the background emission [see an
exemplary µPL spectrum in Fig. 1(b)]. Fabricating such mesas
also improves the directionality of the QD emission — it has
been shown theoretically that optimized mesa design can lead
to extraction efficiencies comparable to those achievable with
microlenses, but it is more robust against fabrication imper-
fections [42], which has also been confirmed experimentally
within deterministic technology platforms [43,44].

All the presented µPL results are obtained for the described
sample mounted in a liquid helium continuous-flow cryostat
(at 5 K) and under nonresonant cw excitation at 660 nm.
The excitation is delivered to the sample, and the signal
is collected via a long working distance microscope objec-
tive with 0.4 numerical aperture. The signal is further spec-
trally resolved by a 1-m focal-length monochromator with a
600 grooves/mm grating and detected using a multichannel
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FIG. 1. (a) Sample layout of the investigated QD structure with
GaAs substrate and buffer layer — 23 pairs of GaAs/Al0.9Ga0.1As
layers to form the DBR, a single In0.75Ga0.25As QD layer on the
wetting layer, and embedded in an In0.2Ga0.8As strain-reducing layer
(SRL) capped with a thick GaAs layer suitable for the fabrication
of a nanophotonic mesa structures with a 2-λ cavity. (b) High-
resolution low-temperature microphotoluminescence spectrum of
single QDs located in the 1.5-µm-diameter mesa structure obtained
under nonresonant excitation. To facilitate single QD experiments,
a regular pattern of cylindrical mesas with varying diameters was
fabricated using standard electron-beam lithography followed by
reactive-ion etching. Inset: Scanning electron microscope image of
the investigated mesa structure.

liquid-nitrogen-cooled InGaAs linear detector. The setup pro-
vides a spectral resolution of at least 25 µeV and spatial reso-
lution of about 1 µm. For polarization-resolved measurements,
we used a rotating half-wave plate and a linear polarizer
adjusted for the maximal transmission of the experimental
setup. The magneto-optical study was performed using a mi-
croscopy cryostat with superconducting coils generating mag-
netic fields up to 5 T, which allows for measurements in both
Voigt and Faraday configurations. For photon auto- and cross-
correlation measurements, we utilized a free-space Hanbury-
Brown-Twiss (HBT) setup with a nonpolarizing 50:50 beam
splitter and two 0.32-m focal-length monochromators used as
spectral filters and a pair of superconducting NbN nanowire
single-photon counting detectors with ∼20% quantum effi-
ciency and ten dark counts/s at 1.3 µm. The photon correlation
statistics were acquired by single-photon correlation electron-
ics, providing an overall temporal resolution of the HBT setup
of 80 ps.

III. EXPERIMENTAL RESULTS AND DISCUSSION

The optical properties of all investigated QDs were ex-
amined by performing high-resolution µPL experiments as
a function of excitation power and were linear polarization-
resolved. Based on this, the basic excitonic complexes were
identified for more than 10 QDs and allowed to determine
interdependences between the optical properties of investi-
gated structures and furthermore, thanks to comparison with
calculations, relate them to the structural parameters. For
an exemplary typical QD, also magneto-optical and cross-
correlation measurements were performed (see next para-
graphs), which confirmed the initial identification of excitonic
complexes based on µPL study. Characteristic spectral pattern
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FIG. 2. (a) High-resolution low-temperature microphotolumi-
nescence (µPL) spectra from a single QD for two orthogonal linear
polarization directions: along the [1-10] direction (black solid line)
and [110] direction (red solid line) with various excitonic complexes
marked as X (neutral exciton), XX (biexciton), X+ and X− (posi-
tively and negatively charged excitons). Other spectral features might
be related to further excitonic complexes, those including carrier(s)
in an excited state. Also, their origin from a second QD located in the
same mesa cannot be excluded due to the relatively high QD spatial
density. (b) Analysis of the µPL emission intensity as a function of
excitation power for the emission lines marked in (a).

(energetic order) of the basic excitonic complexes can be
determined from the optical study and reproduced by the
results of the modeling, which additionally brings an argu-
ment to distinguish between positively and negatively charged
excitons. The representative emission spectrum indicating a
set of single QD lines from a circular mesa structure of
1300 nm diameter is shown in Fig. 2(a). It presents two
spectra measured for polarization along the [110] and [1-10]
in-plane crystallographic directions. Based on the excitation
power dependence [Fig. 2(b)], the full scan of polarization
angle [Fig. 3(a)], and photon cross-correlation measurements
[Fig. 5(a)] one can unambiguously identify the neutral exciton
(X) and the biexciton (XX) by (i) the opposite fine-structure
splitting (FSS) for XX and X in terms of the energetic order
of the polarized components; (ii) the expected approximately
linear (or sublinear) and quadratic excitation power depen-
dence of the emission intensity in the low-excitation limit for
X and XX, respectively; and (iii) the antibunching followed
by bunching, being a signature of cascaded emission in the
cross-correlation of photon-emission events from X and XX
[Fig. 5(a)]. On the other hand, (i) the lack of the spectral
splitting in the polarization-resolved study [Fig. 3(a)], (ii) the
sublinear emission intensity dependence on excitation power
[Fig. 2(b)], and (iii) a quadruplet splitting observed in the
in-plane magnetic field [Figs. 3(b) and 4(a)], all observed for
only two QD emission lines, indicate their charged exciton
character (labeled X+, X−− in Fig. 2). Additionally, the cross-
correlation measurements between the charged and neutral ex-
citon [example for X+ is shown in Fig. 5(c)] prove unambigu-
ously that all these identified emission lines originate from
the same single QD. The argument for assigning the signs of
the charged excitons is brought by the calculations presented
below (Fig. 11) which indicate 3 times lower binding energy
of the positive trion as compared to the negatively charged one
in the experimentally relevant parameter range. Additionally,
the emission lines identified as X+, X−, and X are the lines
visible in the spectrum in the low-excitation regime (not
shown here), which confirms they are rather basic excitonic
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FIG. 3. (a) Polarization-resolved µPL showing the same fine-structure splitting (FSS) for X (two bright excitons Xb) and XX with opposite
polarizations as well as the lack of the FSS for X+ and X−. (b, c) µPL spectra measured in magnetic fields of 0 and 5 T in Voigt configuration
for two orthogonal linear polarizations together with extracted energy dependence of respective emission lines on the strength of the magnetic
field showing the same quadruplet splitting of X+ and X− as well as the dark exciton states Xd . The following system parameter values could
be determined: ge,⊥ = 0.99; gh,⊥ = 0.28 (absolute values); diamagnetic coefficient aX,⊥ = 2 μeV/T2; exciton fine structure �EXb = 60 μeV,
�EXd = 20 μeV, �EXb−Xd = 430 µeV. (d, e) µPL spectra measured in magnetic field of 0 and 5 T in Faraday configuration together with
extracted energy dependence of the respective emission lines on the strength of the magnetic field, based on which the exciton g factor
(absolute value) equaling 1.75 and diamagnetic coefficient of aX = 13μeV/T 2 are obtained.

complexes in the ground state due to the low probability
of forming complex carrier configurations including higher
energy states under these excitation conditions. The very
characteristic behavior of XX described above and linked to
the properties of X allows to distinguish it from other emission
lines appearing in the spectrum with increasing excitation
power [Fig. 2(a)], which are not of interest here and cannot be
reliably identified. They could be related either to the excited
states or higher-order excitonic complexes, including carriers
in the p shell from the same QD as reported previously for
more common InAs/GaAs systems [45,46] or emission from
a different QD located in the same mesa. The identification of
all the emission lines in the presented spectrum is beyond the
scope of this work, as we focus on the basic excitonic com-
plexes which can be reliably analyzed within our approach;
this does not influence the generality of the obtained results or
the related conclusions on the fundamental optical properties
of the investigated structures.

Additionally, for the X line an autocorrelation of photon-
emission events under nonresonant cw excitation was mea-
sured [Fig. 5(b)]. The second-order correlation function at
zero time delay gives the as-measured value of g(2)(0) = 0.17
and a value of g(2)(0) = 0.05 after deconvolution with tempo-
ral response of the experimental setup (80 ps), which proves
the single-photon character of the emission. The nonideal
value is attributed to uncorrelated background emission, either
due to multiple QDs in a mesa for this spatial QD density or
due to emission from defects in the structure (most probably in
the substrate). In this experiment, the fit is performed using the
expression 1 − [1 − g(2)(0)]e−(|t |/tc ), with recovery time con-
stant tc of about 0.7 ns, which is close to the typical excitonic
lifetime for investigated QDs on the order of 1 ns. In the case
of a trion-exciton cross-correlation measurement shown in
Fig. 5(c), the dip is broader and asymmetric, with characteris-
tic recovery time constants equal to 0.9 ns for τ < 0 (similar to
the timescale from X-X autocorrelation measurements) and 2
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FIG. 4. Energy-level scheme for basic excitonic complexes (X – neutral exciton, XX – biexciton, X+/−-positive/negative trion) and its
evolution in external magnetic field in Voigt (a) and Faraday (b) configuration due to Zeeman effect (diamagnetic shift neglected for the sake
of simplicity). The arrows indicate possible optical transitions, and the style of the line corresponds to the polarization of emitted radiation
with dotted (solid) lines indicating circular (linear) polarization. H and V correspond to two orthogonal linear polarizations and σ+/− to right
and left circular polarization.

ns for τ > 0. The excitation power is slightly lower than in the
case of X-X autocorrelation, and therefore the dip is expected
to be broader. However, the substantially longer timescale
for positive time delays should rather be related to the time
needed for X+ to be formed after recombination of X than
to the radiative lifetime. Recombination of X leaves the QD
empty, and 2 ns is apparently required to capture two holes
and one electron in the QD and to form the X+ (the excessive
carrier can originate from a trap or defect state, which makes
the process slower).

The identification of excitonic complexes of the single QD
under study allows us to determine their binding energies
to be �EX+ = −1.7 meV, �EX − = −3.5 meV, and �EXX =
−3.7 meV, for, X+, X−, and XX, respectively, being in the
range of values similar to MBE-grown QDs [35,47] and low-
density MOVPE-grown QDs [10] in this material system but
emitting below 1-µm wavelength. The FSS of the neutral
exciton (60 µeV) is also rather typical for In(Ga)As/GaAs

(001) QDs emitting below 1-µm wavelength [48], which were
not especially optimized for low FSS. In order to obtain
the splittings of the bright-dark and dark-dark exciton spin
configurations, diamagnetic coefficients, as well as carrier
and exciton g factors, we collected also the magneto-optical
data. In Figs. 3(b) and 3(d) we demonstrate PL spectra in
Faraday and Voigt configuration from 0 to 5 Tesla, respec-
tively. Figures 3(c) and 3(e) show the PL peak energy cor-
responding to various excitonic complexes influenced by an
external magnetic field up to 5 T together with the emission
spectra at 0 and 5 Tesla. The gray lines represent a fit to
match the experimentally obtained dependencies, i.e., emis-
sion energy of the respective emission lines vs magnetic field
after the model adapted from Ref. [49], where the complete
description of the spin splitting in an external magnetic field
for an in-plane asymmetric quantum dot can be found. The
model includes the electron-hole exchange interaction and
the interaction of electron and hole spins with an external

FIG. 5. (a) Cross-correlation of photon-emission events for emission lines preliminarily identified as XX and X, as well as for (c) X and X+

from a single QD (cf. Figs. 2 and 3); (b) photon autocorrelation for the X emission line measured at 5 K under nonresonant cw excitation: black
line – measurement data, red line – (b) symmetric fit, and (c) asymmetric fit using the function 1 − [1 − g(2)(0)]e−(|τ |/tc ), including convolution
with the temporal resolution of the experimental setup (80 ps).
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magnetic field (Zeeman effect). Using the exciton states basis
(| + 1〉, | − 1〉, | + 2〉, | − 2〉), the Hamiltonian of the system
can be represented in a form of

H = Hexchange + HZeeman = 1

2

⎛
⎜⎝

δ0 δ1 0 0
δ1 δ0 0 0
0 0 −δ0 δ2

0 0 δ2 −δ0

⎞
⎟⎠

+ μBB

2

⎛
⎜⎝

gX 0 ge,⊥ gh,⊥
0 −gX gh,⊥ ge,⊥

ge,⊥ gh,⊥ −gX + 2gh 0
gh,⊥ ge,⊥ 0 gX − 2gh

⎞
⎟⎠,

where δ0,1,2 are bright-dark, bright-bright, and dark-dark split-
ting of the exciton state, gX = ge + gh is the exciton g factor,
ge (gh) is the electorn (hole) g factor in the growth direction,
and ge,⊥ (gh,⊥) is the in-plane electron (hole) g factor (per-
pendicular to the growth direction). In addition, the effect of
exciton diamagnetic shift is included as proportional to aB2 in
the low-field limit (energy shift is small compared to exciton
binding energy), where a describes the diamagnetic coeffi-
cient [50]. In the case of a biexciton state, which is a singlet
state, the diamagnetic coefficient is defined as aXX

∼= 2aX , and
the Zeeman splitting observed in the experiment is due to the
splitting in the final state of the recombination process, which
is the exciton state. Therefore, the magnetic field dependence
for XX transition is the same as for X shifted by the XX
binding energy. In order to account for the magnetic field de-
pendence for charged excitonic complexes one can expect the
same Zeeman splitting as for X, shifted by the X+(X−) bind-
ing energy, as the origin of the splitting is proportional also to
the sum of ge (gh) in the initial X+(X−) state and gh (ge) in the
final hole (electron) state [51]. The parameters of the fitting
curve are determined from the μPL measurements without
external magnetic field, i.e., the zero-field emission energy
of the excitonic state (E0X,), binding energies of the basic
excitonic complexes (�EX+ ,�EX− ,�EXX), and the zero-field
X FSS (δ0). The remaining parameters are fitting parameters
(δ1,2, gX , ge,⊥, gh,⊥, aX ) in order to obtain minimum deviation
from experimental data.

Figure 4(a) schematically explains the origin of the ob-
served Zeeman splittings. Experiments in Voigt configuration
allow observation of the dark excitonic states due to their mix-
ing with bright excitonic states. By extrapolating the energies
of the respective excitonic components down to zero magnetic
field, one can determine both the bright-dark and dark-dark X
splittings. This procedure enables us to identify the zero-field
energy of the dark states and hence get the bright-dark split-
ting of 430 µeV and the dark-dark splitting of approx. 20 µeV.
Additionally, the quadruplet splitting of the charged excitons
allows the determination of the absolute values of the in-plane
g factors of the electron and hole, yielding |ge,⊥| = 0.99 and
|gh,⊥| = 0.28. A nonzero in-plane hole g factor suggests a
slight contribution of the light-hole states to the valence-band
ground state, which can result from an intrinsic anisotropy of
the confining potential due to, e.g., the QD shape anisotropy
or inhomogeneous strain around the QD. The presence of the
valence-band mixing is also seen in the nonzero polarization
anisotropy of the exciton emission of about 5%, in agreement
with rather low asymmetry of the in-plane QD shape deduced
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FIG. 6. Summary of the statistical measurements on more than
10 QDs. (a) Fine-structure splitting (FSS) of the X (neutral exciton)
as a function of X emission energy and FSS histogram (inset). (b)
XX (biexciton), X+ (positive trion), and X− (negative trion) binding
energies as a function of X emission energy with solid lines providing
a guide to the eye.

from structural data (not shown here). The diamagnetic shift in
Voigt configuration is characterized by the coefficient aX,⊥ =
2 μeV/T 2. Experiments in Faraday configuration yield the
Zeeman splitting characterized by the exciton g factor gX =
1.75 and diamagnetic coefficient of aX = 13 μeV/T 2.

The results discussed above from magneto-optics and cor-
relation spectroscopy confirmed that the initial identifica-
tion of basic excitonic complexes based on excitation-power-
dependent and polarization-resolved μPL is correct and suf-
ficient. Therefore, in the next step we performed the same
analysis as the exemplary one presented in Figs. 2 and 3(a) for
several QDs, namely, the identification of different excitonic
complexes, based solely on the μPL results (a similar spectral
pattern, FSS, and excitation power dependence of the emis-
sion intensity). This enabled us to gather larger statistics and
to determine the interdependences of their optical properties.
The results concerning X emission energy dependence of
the exciton FSS and the binding energies of the excitonic
complexes are presented in Fig. 6. The histogram of exciton
FSS [inset in Fig. 6(a)] shows a statistical distribution from
30 to 85 µeV with a pronounced maximum at 65 µeV. At the
same time, there is no clear X energy dependence of the ex-
citon FSS, probably due to several factors contributing to the
exciton energy [52] (see the discussion below). Furthermore,
we observe no clear dominance of emission intensity of any
of the charged excitons. The presence of both X+ and X− in
the spectra in the low-excitation-power regime suggests that
the random local charge environment differing from dot to dot
is mostly responsible for the relative intensity of the opposite
charge trion states. The charge state of the QD depends also on
the details of the growth procedure determining the structural
material quality and the type and level of unintentional doping
and not only the growth method itself; in contrast to our
findings, there was a clear dominance of negatively charged
complexes reported for similar QDs in Ref. [10]. In the
case of the binding energies of basic excitonic complexes
[Fig. 6(b)], we observe a large scattering for the XX and
X− (with, however, some general trends indicated by the
guide to the eye) and a rather weak dependence as a function
of the X energy, whereas a clear decrease of the binding
energy of the X+ complex with increasing exciton energy is
observed. Scattering of the data for the XX and X− binding
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energy is probably due to the less localized electron wave
function as compared to the hole counterpart, making these
binding energies more sensitive to changes in In composition
and its distribution influencing simultaneously the band-gap
potential and the effective masses, and thus direct Coulomb
interactions and correlation effects [35]. At the same time, a
rather smooth X+ binding energy dependence can be related
to a more localized hole wave function [see also Fig. 9(b)], and
according to the results of k.p modeling (see details below), its
character (mathematical trend) is most probably driven by the
In content. Perhaps the same fluctuations of the confinement
potential being related to the QD composition could be also
responsible for the FSS distribution [53,54].

IV. THEORETICAL MODEL AND RESULTS

In this section, a model of the QD as well as details of the
methods utilized to calculate the electronic/excitonic structure
are presented. We assume a realistic shape of the dot [55] by
describing its upper surface as

Z (x, y) = h exp

[
−

(
x2 + y2

r2
b

)2
]
, (1)

where h denotes the height and rb is an in-plane extension
parameter related to the base size. The dot is placed on a
hW L thick In0.75Ga0.25As wetting layer (WL). The material
distribution in the system is shown in Fig. 7(a) for our model
QD design. Figure 7(b) shows a transmission electron mi-
croscopy (TEM) cross section of a representative QD. There
is presented the spatial mapping of the real part of the interfer-
ence between the {000} and {200} (in-plane direction) beams.
Within the approximate specimen thickness of ∼50 nm, the
colored scale represents the projected In concentration along
the electron beam, thus giving a qualitative impression of the
QD shape. However, from this TEM data it is not possible to
deduce the specimen thickness and thus the absolute value of
the In content within a certain cross-sectional plane. Based
on that image we assume a gradient material distribution
inside the QD. To determine the In content the sample was
investigated under a 21.7° out-of-plane [010] rotation angle
(not shown here). In that case, the sample thickness can be
estimated from reflex positions of the WL, the QDs are mod-
eled as hemispheres, and the In content can be calculated. The
selected QD has an In content of (77 ± 13) %. Therefore, in
the QD model the local In content C(x, y, z) changes from Cmax

to Cmin within the assumed QD shape, i.e., 0 � z � Z (x, y),
according to the dependence

C(x, y, z) = Cmin + (Cmax − Cmin)exp

(
−x2 + y2

r2
0

)

× exp

(
− (z − zc)2

z2
0

)
, (2)

where r0, z0 define spatial extensions, and zc is related to the
position of the gradient. The parameter set for a representative
QD (optimized according to the experimental results on the
QD ensemble, average values) is given by h = 6 nm, rb =
15 nm, hW L = 0.6 nm, Cmax = 0.95, Cmin = 0.5, r0 = 12 nm,
z0 = 6 nm, and zc = h/2 . This gives an average In content

FIG. 7. (a) Applied model structure of a QD. The In composition
of InxGa1−xAs is color coded. (b) Composition evaluation by lattice
fringe analysis (CELFA) image from TEM measurement of the
representative InGaAs/GaAs QD taken upon rotation of the sample
by 2°–4° out of plane [010] with the color scale referring to In content
averaged over the sample thickness (see text for interpretation of the
signal). Strongly inhomogeneous In distribution within the nanos-
tructure volume is clearly visible.

inside the dot of Cavg = 0.727, similar that obtained from
the structural data. The strain-reducing layer far aside the
QD has a constant thickness equal to the nominal value of
hSRL = 4.2 nm and In content CSRL = 0.2. On the other hand,
in the QD vicinity, we assume its upper surface is given by
Eq. (1) with h → h′

SRL = 7.8 nm, rb → r′
SRL = 30 nm. The

lattice mismatch between InGaAs and GaAs results in a
strain field, which affects the band structure. We calculate the
strain distribution in the system within a continuous elasticity
approach [56]. The piezoelectric field is accounted for by
using a strain-induced polarization up to the second order
[57]. The electron and hole single-particle states are calculated
within the eight-band k·p method [58]. Further details of the
calculations as well as the material parameters are presented
in Ref. [59].

The total Hamiltonian of the system in the picture of
second quantization is given by

H =
∑

n

ε (e)
n a†

nan +
∑

m

ε (h)
m h†

mhm −
∑

nn′mm′
V (e−h)

nmm′n′a†
nh†

mhm′an′

+ 1

2

∑
nn′mm′

V (e−e)
nn′mm′a†

na†
mam′an′ + 1

2

∑
nn′mm′

V (h−h)
nmm′n′h†

nh†
mhm′hn′ ,

where ε (e)
n (ε (h)

m ) are the energies of the electron (hole) states
found from eight-band k·p calculations, and a†

n, an (h†
m, hm)
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FIG. 8. (a) Influence of the number of electron/hole basis states
included in the configuration interaction calculations on the bind-
ing energies of the basic excitonic complexes: positively (X+) and
negatively charged (X−) trion and (XX) biexciton. (b) Coulomb
interaction matrix elements for electron-electron Vee (black squares),
electron-hole Veh (blue triangles) and hole-hole Vhh (red dots) depen-
dence on the average In content in the QD.

are operators of creation and annihilation of electrons (holes)
in state n (m). The Coulomb integrals are defined by

V (e−h)
nmm′n′ = e2

4πε0εr

∫
dr

∫
dr′�†(e)

n (r)�†(h)
m (r′)

1

|r − r′|
×�

(h)
m′ (r′)�(e)

n′ (r),

where e denotes the electron charge, and ε0, εr are the vacuum
permittivity and relative dielectric constant for GaAs. �(e)

n (r)
[�(h)

m (r′)] are eight-component spinors related to the electron
(hole) eigenstates. An analogous definition is used in the case
of V (e−e)

nmm′n′ and V (h−h)
nmm′n′ .

To find exciton, trion, and biexciton states we use the
configuration interaction approach. We take into account a
basis of 40 electron and hole states (including spin degener-
acy), which gives 1600 exciton, 31 200 trion, and 608 400
biexciton configurations. The resulting matrices for trions and
biexcitons are sparse, and they are diagonalized using the
SLEPC library [60]. The importance of the correlations in the
investigated system can be illustrated by showing the binding
energies of excitonic complexes as a function of the number
of states included in the calculations [Fig. 8(a)]. Convergence
tests reveal that the correct description of long-wavelength
InGaAs/GaAs QDs indeed requires modeling beyond the
Hartree-Fock approximation to properly describe the exci-
tonic states of the investigated system.

The emission spectrum of our model QD was calculated
and compared to the experimental results presented above,
also in order to verify the assumed system parameters. In the
first step, a single-particle energy-level spectrum [Fig. 9(a)]
and wave functions [Fig. 9(b)] were calculated. The in-plane
carrier density probability distribution has a high symmetry as
the QD shape and In composition with cylindrical symmetry
(assumed following the low degree of linear polarization of
exciton emission observed in the optical experiments). Due to
a strongly inhomogeneous In distribution in the QD volume
[Fig. 7], the wave-function extension is smaller than the
physical size of the QD and so the confinement is actually
effectively stronger than one might expect from the dimen-
sions of the QD itself. Figure 10 shows that the fundamental
properties of the investigated system are well reproduced
by the calculations. In Fig. 10(a), high-excitation spectra of

FIG. 9. (a) Single-particle levels (dotted lines) calculated within
the eight-band k.p model with the band edge along the growth
direction marked for the conduction band (yellow solid line) and
for the valence subbands: blue, green, and purple for heavy holes,
light holes, and spin-orbit split-off band, respectively. (b) Probability
density of the carrier distribution for the first hole (right column)
and electron (left column) levels for cross sections along the growth
direction (upper panel) and in plane (lower panel) through the center
of the QD.

the QD ensemble, exhibiting emission also from higher QD
energy states (upper panel), are compared to the calculated
excitonic spectrum (lower panel): the splitting between the
ground state and the first higher energy state (p shell) equals
75 meV in both experiment and theory. Figure 10(b) presents
the binding energies of basic excitonic complexes: calculated
[black solid line for QD rb = 15 nm, h = 6 nm, In content in
SRL of 20%, average In content in QD of 73%, X energy −
0.957 08 meV] and determined experimentally [red arrows,
X energy 0.957 19 eV – Fig. 6(b)]. For the sake of this
comparison, an experimental example with matching exciton
emission energy was chosen, and furthermore, the exciton
energy was subtracted from both experimental and calculated
data. The calculated binding energies of the excitonic com-
plexes are −0.98, −1.97, and −2.29 meV for X+, XX, and
X−, respectively. The ordering of the excitonic complexes in
the spectrum and their relative binding energies are in good
agreement with the experimentally obtained values with a
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FIG. 10. (a) Photoluminescence spectra of the QD ensemble for
increasing excitation power exhibiting the state filling effect with
higher energy states clearly resolved (upper panel) compared to the
calculated excitonic spectrum (lower panel). (b) Calculated single
QD spectrum (black solid line) and experimental values of the
binding energies of the excitonic complexes (red arrows). The energy
of the neutral exciton from experiment and calculations coincides
and it is subtracted from the results.

systematic shift (underestimating the binding energies), due
to the fact that exchange interaction correction is not included
in these calculations and the parameters were chosen to repro-
duce averaged properties of the QD ensemble.

When regarding the experimental data, we do not have
access to the exact structural information for an individual
QD studied optically, but we do have the spectral distribution
of the main properties measured for various dots. It is then
possible to determine the interdependence of the QD optical
properties as a function of X emission energy, but there
might be multiple interdependent factors causing the change
of X energy. Because of that a detailed study was performed
exploring the influence of the QD size and the average In
composition in the QD and SRL on the binding energies of the
excitonic complexes (Fig. 11). Tailoring the QD size in even
broad range gives an almost insensitive X+ binding energy
of the size (exciton energy) and a strong increase of the X−
and XX binding energy absolute value by about 400 µeV
[Fig. 11(a)]—both do not reflect the data of Fig. 6 at all.

On the other hand, the In content in the QD has a strong im-
pact on the binding energies of the trions, and it leads to their
crossing for low values of average In content and hence to re-
ordering of the exitonic complexes appearing in the emission
spectrum [Fig. 11(b)]. The binding energy of the positive trion
(X+) decreases (i.e., its absolute value) from −2.4 meV for
low In content to −0.91 meV for high In content, evidencing
that it is a crucial parameter for obtaining isolated emission
lines from single QDs also at longer wavelengths. At the same
time, when looking at the calculated impact of the In content
in the QD on the X+ binding energy, one immediately sees
that to reproduce the experimentally observed variation in X+
binding energy the In content within the QDs should change
in the range of ±3% [see the patterned region in Fig. 11(b)],
which is realistic, taking into account both the resulting width
of the ground-state ensemble emission exceeding 50 meV [41]
and the QD emission energy range. Additionally, a crossing
of negative trion (X−) and biexciton (XX) binding energies
can be found in these results, showing that the In content
fluctuations can lead to reordering of these lines, which is
consistent with the experimental results discussed in Sec. III.
At the same time, the average QD composition strongly
influences the ground-state energy, and a high In content is
indispensable to maintain the emission in the telecom range
and to reproduce the experimental results.

One might try to get an insight into the sensitivity of the
binding energies of different excitonic complexes to average
In content in the QD while examining the Coulomb interaction
matrix elements [their dependence on the average In content
in the QD is presented in Fig. 8(b)]. The Vhh element, im-
portant in the case of a positive trion, exhibits much stronger
dependence on the average In composition in the QD (larger
slope) in comparison to Vee and Veh elements, and as a result,
a stronger change of the binding energy of the X+ with
composition. On the opposite side, the Vee element driving
the binding energy of X− shows the smallest changes with
In content in the QD. The opposite trends are related to the
relative magnitude of the Vhh and Vee elements (for X+ and
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FIG. 11. Results from calculations within the eight-band k.p model combined with the configuration interaction method for binding
energies of excitonic complexes as a function of (a) QD size – the height-to-base size ratio is kept constant, so the size scaling factor (SSF)
represents the multiplication factor for dimensions in both directions; (b) average In content in the QD; and (c) In content in the InGaAs
strain-reducing layer (SRL). The data are presented in dependence on the exciton emission energy. Nominal fixed parameters: (a) QD rb:
15 nm × SSF, QD h: 6 nm × SSF, average In content in QD: 73%, In content in SRL: 20%; (b) QD rb : 15 nm, h: 6 nm, In content in SRL:
20%; (c) QD rb : 15 nm, h = 6 nm, average In content in QD: 73%. The marked region in (b) and (c) corresponds to the energy range and SRL
composition, respectively, of experimental data available in the investigated sample. In the case of (a) the energy ranges are similar for both
theoretical calculations and experimental data.
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X−, respectively) with respect to the Veh element, and their
In-content-driven changes lead to reversing the order. Those
differences are mainly driven by the depth of the confining
potentials for the carriers with opposite charge sign. Holes
experience shallower confining potential and are therefore
more sensitive to changes of In content in the QD.

The same is true for the In composition of the SRL, i.e.,
it mainly influences the ground-state energy but has a rather
weak impact on the binding energies of the excitonic com-
plexes in the experimentally relevant range [see the patterned
region in Fig. 11(c) covering the In content range of 0.15–
0.25]. If one would like to get the experimental trends just
by tuning solely the In content in the SRL, it would require
a change in an unrealistically broad range (between 0 and
0.25 of indium fluctuations) to achieve 0.35-meV variation
for X+ with respect to the experiment. Such variation is rather
impossible for a two-dimensional-like layer of InGaAs (a few
percent In content fluctuation is expected at most).When a
QD structure with and without SRL [i.e., its In content equal
to 0.0 in Fig. 11(c)] is compared, one might conclude that
the presence of the strain-reducing layer influences mainly
the positively charged exciton complex and the ground-state
energy, while the biexciton and negatively charged exciton
binding energies remain almost constant. The thickness of
the SRL has even less impact — when its thickness is large
enough to provide X emission energy in the target spectral
range (in our case above 3 nm) the binding energies of
excitonic complexes are independent of the system parameters
(results of the calculations not shown here). Moreover, further
increase in the SRL thickness do not shift the X emission
energy substantially — the dependence saturates. Thus, our
theoretical study on the influence of the QD geometry as well
as the average In content in both QDs and SRL shows that
experimental results seen in Fig. 6(b) can be well reproduced
mainly by tailoring the In content in SRL and QD rather
than by In content in SRL or by QD geometry, which most
probably have lower impact. Similarly, in the experiment, the
QDs with both X− binding energy higher and lower than the
XX binding energy were observed, as shown in Fig. 6(b),
evidencing that we are in the regime of their intercrossing.
Comparison with theoretical calculations [Fig. 11(b)] proves
that these effects are governed and rather sensitive to the
average In composition in the QD. It would not be possible to
reproduce the experimental trends in binding energies either
by the QD size or In composition of the SRL. Furthermore,
we observe that smaller QDs with higher In content would
be beneficial for the single-photon emitter applications (well-
isolated optical transitions at the telecom wavelengths) and
would allow one to reach binding energies of the positive trion
of up to −1.0 meV while keeping the emission wavelength
within the second telecommunication band.

V. CONCLUSIONS

In this work, we examine experimentally and theoreti-
cally the electronic structure and optical properties of single-
strain-engineered InGaAs/GaAs QDs emitting in the telecom

O-band at 1.3 µm. The investigated structures exhibit neutral
exciton fine-structure splitting of 65 µeV on average and
biexciton binding energies similar to common InGaAs/GaAs
QDs emitting below 1 µm on the level of −3.5 meV. All
excitonic complexes have a binding character, with the bind-
ing energy of the positive trion in the range of −1 meV
and that of the negative one around −3.6 meV. Both the
higher-energy excitonic spectrum (s-p splitting of 75 meV)
as well as the binding energies of excitonic complexes are
well reproduced by the eight-band k.p calculations combined
with the configuration interaction method. Good quantitative
agreement between the results of the experiment and the
calculations has been obtained by using a realistic, strongly
inhomogeneous In distribution within the QD following the
structural data. Additionally, the number of electron and hole
basis states constituting the input for configuration interac-
tion calculations has been varied, proving the importance
of correlation effects in the investigated system — the best
results are obtained when 40 electron and 40 hole states are
included. Whereas the In composition in both the QD and
the strain-reducing layer has a strong impact on the exciton
ground-state transition energy and leads to the energy redshift
towards the telecom range, neither the exact QD size nor the
composition of the strain-reducing layer (in the realistic range
of changes) are able to reproduce properly the experimentally
obtained trends in dependence of binding energies of the
excitonic complexes vs the exciton emission energy. These,
however, can be well reflected by slight differences in the
In content of the QD itself, and with its increase the order-
ing of the excitonic complexes changes substantially in the
emission spectra: the positive trion becomes less bound than
the negative one, which makes the negative trion bound even
stronger than the biexciton. As a result, the In composition in
QD mainly determines the properties of excitonic complexes
in these MOCVD-grown InGaAs/GaAs QDs, but the balance
between the parameters of the QD and strain-reducing layer is
important to maintain the ground-state emission energy in the
telecom O-band.
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