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Interaction of low-energy muons with defect profiles in proton-irradiated Si and 4H-SiC
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Muon spin rotation (μSR) with low-energy muons is a powerful nuclear method where electrical and magnetic
properties of thin films can be investigated in a depth-resolved manner. Here, we present a study on proton-
irradiated Si and 4H-SiC where the formation of the hydrogen-like muonium (Mu) is analyzed as a function of
the proton dose. While the Mu formation is strongly suppressed in the highly defective region of the shallow
proton stopping profile, the Mu signal quickly recovers for higher muon energies where the muons reach the
untreated semiconductor bulk. A lower sensitivity limit of low-energy μSR to crystal defects of around 1017 to
1018 cm−3 is estimated. Our results demonstrate the high potential of this technique to nondestructively probe
near-surface regions without the need for electronic device fabrication and to provide valuable complementary
information when investigating defects in semiconductors.
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I. INTRODUCTION

The muon spin rotation spectroscopy technique (μSR)
usually uses positive muons as a local magnetic probe to
investigate electronic and magnetic properties of materials.
Nearly 100% spin-polarized beams of typically MeV energies
are implanted in matter, where the muons rapidly thermalize
(≈10 ps) without loss of polarization. The muon is an unstable
elementary particle with a lifetime of 2.2μs. The evolution
of the muon spin polarization can be measured by detecting
the anisotropically emitted decay positrons, from which lo-
cal information about electronic and magnetic properties is
obtained.

In metals, the positive charge of the muon is collectively
screened by a cloud of conduction electrons and the muon
spin precesses like a free muon at its Larmor frequency in
an applied magnetic field. In insulators, semiconductors or
molecular compounds, on the other hand, the muon will
usually pick up one electron and form muonium (Mu =
μ+e−) with the size of the Bohr radius and reduced mass
and ionization potential very similar to a hydrogen atom
[1,2]. Because of the hyperfine coupling of the muon with
the electron in Mu, the muon precession frequencies differ
significantly from the muon Larmor frequency. This allows us
to determine spectroscopically the fraction of muons forming
Mu in a sample.

The probability of an implanted μ+ to form Mu0 changes
in highly defective host materials, as was shown, for example,
for neutron-irradiated GaAs [1]. Neutrons with energies of 0.8
to 1.6 MeV and doses up to 8 × 1015 cm−3 were used to create
antisite defects (As replacing Ga) and Ga-ion vacancies on
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the order of 1.5 × 1017 cm−3. After the irradiation, the signal
of paramagnetic muonium at the tetrahedral interstitial site
(Mu0

T ) remained almost unchanged, while the donorlike bond-
centered muonium (Mu0

BC) fraction was transferred to the
diamagnetic Mu+. Schwab et al. concluded that the formation
of Mu0

BC is inhibited by a shortage of electrons (which are
trapped by the double-donor antisites), while the low mobility
of Mu0

T in GaAs permits trapping at the defects. In contrast,
early experiments performed on neutron-irradiated Si with
defect concentrations up to 2 × 1018 cm−3 showed that the
Mu0

T signal was lost in the damaged samples while the Mu0
BC

signal seemed unaffected [3]. This was explained by assuming
that the Mu0

T gets dephased by trapping at the defects while
the immobile Mu0

BC is less affected by the radiation damage.
Similar results were also reported for electron-irradiated Si
samples with doses up to 6 × 1017 cm−2. Again, no Mu0

T
was formed directly after the irradiation, whereas the Mu0

BC
signal did not change. Upon annealing at higher tempera-
tures, causing a reduction of the irradiation-induced vacancy
defects, the Mu0

T signal could be recovered [4,5]. Finally,
also the extreme case of an amorphous Si host material has
been studied and pronounced differences in the Mu formation
process compared to poly-crystalline Si were observed [6,7].

So far, most of the μSR studies on crystal defects in
semiconductors, formed either during the growth itself or as a
result of irradiation- or implantation-induced lattice damage,
were looking at large probing volumes ranging from tens to
hundreds of microns. For many device applications, however,
optical or electrical properties of the material are modified
by actively introducing defects into a shallow region below
the surface. In order to control and optimize such processes,
methods for the characterization of the thin defective layers
are thus required. Low-energy muons (LE-μ+) with implan-
tation energies below 30 keV provide a valuable extension to
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TABLE I. Overview of samples used in this study.

Material Type Orientation Doping ND (cm−3)

Si n-type (100) ≈5 × 1011

4H-SiC n-type (0001) 2.8 × 1015

conventional bulk μSR techniques, allowing depth-resolved
studies of thin films and multilayered structures in the range
from a few nm up to ≈300 nm [8,9].

Here, we present depth-resolved low-energy μSR (LE-
μSR) measurements on proton-irradiated Si and 4H-SiC with
irradiation doses ranging from 1 × 1014 to 1 × 1016 cm−2,
generating shallow defect profiles near the surface with defect
concentrations of up to ≈1 × 1019 cm−3. By varying the
muon energy between 3 and 25 keV, the Mu formation process
is studied as function of proton irradiation dose and distance
from the semiconductor surface.

II. EXPERIMENTAL DETAILS

For this experiment, two sets of low-doped semiconductor
samples, one Si set and one 4H-SiC set, were irradiated
with hydrogen (Table I). The implantations were performed
at the 350-kV ion implanter at the Ion Technology Centre
(ITC), Uppsala University, Uppsala, Sweden. The energy used
for the irradiation was 10 keV, resulting in a fairly uniform
defect region and a pronounced proton stopping peak located
≈130 nm (≈100 nm in the case of SiC) below the surface.
With a maximal implantation depth of the low-energy muons
of about 200 nm, the whole defect profile caused by the proton
irradiation can be probed. Three different doses, ranging
from 1 × 1014 cm−1 to 1 × 1016 cm−1, were chosen for this
specific experiment. The lateral defect distribution caused
by the proton irradiation is expected to be homogeneous
across the 25 × 25 mm large sample area [10]. After the irra-
diation, the three 4H-SiC samples were annealed at 1150 ◦C
for 3.5h. The proton stopping profiles for Si and 4H-SiC
together with the muon stopping ranges are illustrated in
Fig. 1. For both sample sets, also a reference sample without
any proton irradiation process was analyzed.

Proton-implantation in Si at lower doses is known to
produce various defects like vacancy-oxygen (VO) centers,
divacancies with several charge states, as well as hydrogen-
related centers near the midgap [13,14]. At higher doses,
similar to the ones used here, more extended defects such as
dislocations, voids, and even amorphous regions are expected
[15–17].

For SiC, the high-temperature process will anneal most
of the produced point defects apart from the carbon vacancy
(VC) [18–20] and, for high irradiation doses, the divacancy
pair VSiVC [21–23]. A rapid out diffusion of hydrogen dur-
ing the high-temperature anneal is also expected [24–26].
Considering the different defect creation mechanisms and
in comparison with positron-annihilation spectroscopy (PAS)
and deep-level-transient spectroscopy studies, a defect density
of 1 × 1016 to 1 × 1017 cm−3 is assumed for the lowest im-
plantation dose of 1 × 1014 cm−2 for Si and 4H-SiC [17,27].
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FIG. 1. Muon implantation profiles for energies between 5 and
21 keV (shaded areas) and proton stopping profile (circles), calcu-
lated with Trim.SP [11,12] for silicon (a) and silicon carbide (b).

With increasing irradiation dose, the number of defects are
assumed to increase more or less linearly as well, yielding a
defect density of 1 × 1018 to 1 × 1019 cm−3 for the samples
with the highest dose. Even with such a high irradiation
dose, an amorphization of the semiconductor bulk is not
expected [28].

All measurements were performed at the low-energy muon
(LEM) beamline at the Swiss Muon Source (SμS) [9,29].
The samples were glued with silver paste on a Ni-coated Al
plate and mounted onto a cryostat placed perpendicular to the
muon beam. The final kinetic energy of the μ+ implanted into
the sample was varied between 3 and 24 keV by applying an
accelerating or decelerating potential of up to ±12 keV to the
sample. The spot size of the muon beam was 12 mm (FWHM)
and the positrons from the muon decay were detected by a set
of scintillator detectors placed above, below, left, and right of
the beam axis. For all measurements, a magnetic field between
0.5 and 0.15 T was applied parallel to the beam axis normal
and transverse to the initial muon spin direction.

III. RESULTS

With μSR, contributions from a diamagnetic (Mu+, Mu−)
or paramagnetic (Mu0) environment can be distinguished. The
hyperfine coupling between μ+ and the electron spin leads to
a ≈103 times larger muon precession frequency in isotropic
Mu at low fields (<1 mT) compared to the muon Larmor
frequency. The dia- and paramagnetic decay asymmetries AD

and AMu are determined by the amplitudes of the correspond-
ing precession signals and are proportional to the fraction of
muons in the particular state. For materials where no Mu0 is
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formed and all μ+ decay as free muons, the diamagnetic frac-
tion FD (the ratio of AD and the total observable asymmetry
Atot), is 1. In semiconductors and insulators, smaller values
indicate the formation of Mu0.

A. Silicon samples

In crystalline silicon, two paramagnetic centers can be dis-
tinguished at low temperatures (<150 K): “normal” muonium
Mu0

T at a tetrahedral interstitial site and the axially symmetric,
bond-centered muonium Mu0

BC . Mu0
T has a large isotropic

hyperfine coupling of 2006 MHz and the broadened linewidth
suggests a trapping of the rapidly diffusing center at intrinsic
defects. The isotropy of normal Mu0 suggests the tetrahedral
site with its cubic symmetry as the only possible location
inside the crystal. Mu0

BC , on the other hand, has a smaller,
anisotropic coupling of 16.8 MHz (A‖) and 92.59 MHz (A⊥),
respectively. Here, A‖ is the coupling constant along the Mu0

BC
symmetry axis, the 〈111〉 bond direction between two Si
atoms, and A⊥ is the coupling perpendicular to this direction.
In low-doped Si crystals and at low temperatures, around 50%
of the μ+ are expected to form Mu0

T while roughly 40% will
form Mu0

BC [1].

1. Temperature and doping dependence

With increasing temperature (>130 K), Mu0
BC is beginning

to ionize, resulting in an increased fraction of AD and hence
an increase in FD. Mu0

T , on the other hand, only starts to
ionize at temperatures >400 K. Temperature scans from 50 to
160 K performed at three different muon implantation depths
are presented in Fig. 2. For all three implantation depths, we
see a clear offset of FD for the different proton irradiation
doses, suggesting a partially suppressed Mu0 formation. The
difference between the nonirradiated reference sample and the
sample with the lowest irradiation dose (1 × 1014 cm−2) is
minimal, indicating that the Mu formation process is barely
affected by the irradiation-induced defect density at this dose.
Apart from the 1 × 1016 cm−2 sample, a pronounced increase
of FD appears at higher temperatures, reflecting the thermally
induced ionization of Mu0

BC and its transition to Mu+. For
the 1 × 1016 cm−2 sample, no Mu0

BC is formed anymore and
FD is almost temperature independent. A similar behavior has
been reported earlier on amorphous Si [7], suggesting that
for the sample with the highest proton dose, the crystal is
already strongly damaged. Mu0

T , on the other hand, should
be less defect sensitive; however, at 250 K we still observe
a dose dependence of FD which can only be explained by a
transition from Mu0

T to Mu+ triggered by an increased defect
concentration.

Figures 2(a) and 2(b) show nearly identical behavior at 5
and 13 keV for each of the four samples suggesting a uniform
defect profile for the 100 nm closest to the surface. For a muon
energy of 19 keV [Fig. 2(c)], where also the unmodified bulk
behind the defective region is partially probed, the change of
FD for different proton doses is less pronounced. Samples with
low and medium doses are overlapping with the diamagnetic
signal of the nonirradiated sample, while the sample with the
highest dose is nearly identical to the diamagnetic signal of
the 1 × 1015 cm−2 sample in Figs. 2(a) and 2(b).

0

0.2

0.4

0.6

50 100 150 200 250
0

0.2

0.4

0.6

0

0.2

0.4

0.6

(b)

(c)

F D
F D

F D

Si
5 keV

(a)

1016 cm-2

1015 cm-2

1014 cm-2

non-irradiated

Si
19 keV

Temperature (K)

Si
13 keV

FIG. 2. Temperature scans performed on the Si samples at B =
10 mT for three different muon implantation depths. While muons
at (a) 5 keV and (b) 13 keV probe only regions within the proton-
irradiated region, muons at 19 keV are implanted deep enough to
also partially probe the area behind this damaged region (c).

2. Delayed Mu0
BC formation

In addition to the observed temperature and doping depen-
dence, the formation of Mu0

BC is also affected by the implanta-
tion energy of the muon itself: When the μ+ is implanted into
the material, electron-hole pairs (around 103 for the energies
used in a LEM experiment [30]) are generated and while
some of them quickly recombine, there is a non-negligible
probability that some of them may combine with the stopped
μ+ to form Mu0

BC . For Si and various insulators it was previ-
ously shown that Mu0

BC is formed via this so-called delayed
formation process and that a sufficiently large amount of
excess electrons generated in the ionization track is required
[31,32]. (In contrast, Mu0

T is formed during slowing down in
charge-exchange cycles and a subsequent thermalization of
the muonium due to elastic collisions).

The energy scans in Fig. 3(a) illustrate this point more
clearly: The decrease of FD with increasing muon energy
reflects the onset of a delayed Mu0

BC formation with the
increasing availability of excess electrons [32]. For a shallow
μ+ implantation depth, the number of e−-h pairs is not
sufficient to saturate the Mu0

BC formation probability, resulting
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FIG. 3. (a) Diamagnetic fraction of the Si samples as a function
of implantation energy for different proton-irradiation doses. B =
10 mT, T = 50 K. (b) Change of FD compared to the nonirradiated
sample.

in a larger Mu+ fraction in the target material and hence an
increased value of FD. It is only at energies >15 keV where FD

saturates at its bulk value of ≈0.1. To remove this “surface”
effect on the depth dependence of FD in the irradiated samples,
the differences of FD between the irradiated samples and the
reference sample are displayed in Fig. 3(b). For the lowest
proton dose, the difference to the nonirradiated Si is minimal,
whereas for the two other samples, the diamagnetic signal
increases for an increasing defect density. In accordance with
the temperature scans in Fig. 2, FD is almost constant in
the region before the implanted H+ peak, suggesting again
a nearly uniform crystal damage in this region. For muon
energies >17 keV (around 130 nm below the surface), an
increasing fraction of the undamaged region behind the end-
of-range proton peak is probed and FD converges to the same
low values as for the nonirradiated sample.

3. High- and low-field measurements

In order to study the dia- and paramagnetic decay asymme-
tries in more detail, additional energy scans at different mag-
netic fields were acquired. With the limited time resolution
and statistics of the setup, only Mu precession frequencies
<60 MHz can be resolved, which is sufficient for a direct
observation of the Mu0

BC transitions at an applied field of
0.15 T. The transition frequencies between the triplet states
of Mu0

T at this field, however, are too high to be resolved
with the experimental time resolution of about 10 ns FWHM,
and a low field of 0.5 mT is used to observe the Mu0

T pre-
cession frequency. (Note that at this low field, the Mu0

BC
transitions frequencies are too heavily damped to be observed
[32]). Figures 4(a) and 4(b) show AD and AMuBC measured at
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FIG. 4. (a) Diamagnetic and (b) Mu0
BC asymmetries as a func-

tion of the muon implantation energy for the nonirradiated and
two proton-irradiated Si samples with doses of 1 × 1015 cm−2 and
1 × 1016 cm−2, taken at B = 0.15 T. (c) Low-field measurement of
AD and AMuT for the nonirradiated Si sample with B = 0.5 mT. All
measurements were performed at T = 50 K.

B = 0.15 T and T = 50 K for two proton-irradiated samples
and the nonirradiated reference. While for the nonirradiated
and the medium-dose sample, the change of AD can be ex-
plained by a proportional increase of AMuBC , the sample with
the highest proton dose (1 × 1016 cm−2) exhibits a signifi-
cantly increased diamagnetic asymmetry with only slightly
reduced AMuBC values. This discrepancy can be explained
by a suppression of Mu0

T formation in the highly defective
region (<130 nm) which was also observed in the temperature
scans in Figs. 2(a) and 2(b). Measurements performed at low
magnetic field (B = 0.5 mT) revealed a strongly damped Mu0

T
signal and AMuT could only be measured for the nonirradiated
sample [Fig. 4(c)]. The reason for larger AD values obtained in
the low-field measurements in Fig. 4(c) compared to the anal-
ysis at high field [Fig. 4(a)] is the finite time resolution of the
LEM setup, causing a reduction of the observable asymmetry
at 0.15 T to about 60% of its value at 0.5 mT [Fig. 4(c)].

B. 4H-SiC samples

The results obtained for 4H-SiC show similarities with
the measurements performed on Si, even though the Mu
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formation is quite different for the two semiconductors. In 4H-
SiC, also two paramagnetic centers are observed, commonly
referred to as Mu0

1 and Mu0
2. Unlike Si, however, there is

no evidence of a bond-centered Mu0 state with small and
highly anisotropic hyperfine interactions and Mu0

1 and Mu0
2

show both relatively large and almost isotropic hyperfine
characteristics. Lichti et al. assign Mu0

1 with its acceptor-like
properties to locations with tetrahedral local symmetry and Si
as nearest neighbors [33]. For the donor-like Mu0

2, either an
antibonding to a carbon atom (ABC) or a Si atom (ABSi) are
suggested [34].

Energy scans for all four 4H-SiC samples measured at
5 and 200 K are presented in Fig. 5. Again, an increase
in FD—at the expense of Mu0—is clearly observable for
increasing defect densities. For muon energies >15 keV, the
diamagnetic fraction slowly drops for all proton-irradiated
samples, indicating the transition to the nondamaged crystal
behind the irradiated region.

Unlike suggested in earlier studies on n-type 4H-SiC
[33–35], almost no temperature dependence is observed for
SiC in this temperature range and the energy scans in Fig. 5
are very similar despite the temperature difference of almost
200 K. This discrepancy appears to be related to the con-
siderably lower doping level of our 4H-SiC samples (ND =
2.8 × 1015 cm−3) compared to previous studies on 4H-SiC
samples, resulting in an inefficient transition from neutral
Mu0 to diamagnetic Mu− and hence a reduced temperature
dependence.

As discussed above for Si, Mu0
BC is only formed when

the muons are implanted with a sufficiently high energy of
several keV . For 4H-SiC on the other hand, such a delayed
Mu0 formation process has not been reported so far and as
expected, FD in Fig. 5 is nearly constant at shallow probing
depths for the proton-irradiated samples. In the case of the
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FIG. 6. (a) Diamagnetic and (b) Mu fractions of the 4H-SiC
samples, measured at 0.5 mT and 200 K. A stronger transition of
Mu0

T to Mu+ for increasing defect densities is again observed. The
missing fraction is around 40%.

reference sample, however, a pronounced increase of FD for
the first few keV is observed, suggesting either an increased
defect concentration close to the surface or a delayed Mu
formation. Since all four samples were cut from the same
wafer and processed in parallel, a surface contamination or an
inhomogeneous doping of the epitaxy in the reference sample
seems unlikely. Another difference is that the nonirradiated
sample did not undergo a high-temperature annealing step,
though we do not expect that this could explain the differences
of FD at low muon implantation depths.

A delayed Mu0 formation is therefore the most likely
mechanism to explain the observed energy dependence. This
assumption is further supported by the asymmetry data of
the reference sample in Fig. 6. As expected for delayed Mu0

formation, an increasing diamagnetic signal [Fig. 6(a)] when
lowering the implantation energy below ≈15 keV is observed,
while the Mu0 asymmetry AMu is decreasing [Fig. 6(b)]. In
the proton-irradiated samples, both FD and AMu are almost
constant as a function of energy, and no transfer from Mu0

to Mu+ is observed.
In addition, there are clear indications of a delayed forma-

tion of the diamagnetic signal in the proton-irradiated 4H-SiC
samples. In the low-field measurements at 0.5 mT and 200 K
[Fig. 6(a)], the diamagnetic fraction of the nonirradiated sam-
ple is about the same as the results at 10 mT. In contrast, FD of
the proton-irradiated samples is reduced at 10 mT and 200 K
[Fig. 5(a)]. This field dependence indicates the presence of a
neutral precursor state which transforms within a time shorter
than the neutral precursor hyperfine period into a diamagnetic
state. With increasing magnetic field, the muon spins in the
neutral precursor state lose the phase coherence, resulting
in a decrease of observable diamagnetic fraction [34,36].
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Interestingly, at 5 K the diamagnetic fractions of the 1014 and
1015 cm−2 samples are larger compared to 200 K, indicating a
faster transfer of the neutral precursor to the diamagnetic state
at lower temperature.

IV. DISCUSSION

A. Comparison to other techniques

Besides theoretical calculations, there exist a variety of
experimental methods for the investigation of defects and
crystal damage in semiconductors and all of them come
with their own benefits and limitations. Electrical and optical
defect spectroscopy can give valuable information on basic
semiconductor properties such as resistivity, carrier mobility,
or optical transitions between the valence and conduction
bands. A widely employed technique is deep-level transient
spectroscopy (DLTS), which can be used for moderate defect
concentrations in the range of Ndefect/ND < 10−4 [37]. DLTS
also allows for a depth-resolved analysis although probing
very thin layers, especially close to the surface as in the
samples investigated here, may prove unreliable. Magnetic
resonance techniques such as electron spin resonance (ESR)
are often employed to study the total number of active centers
in a semiconductor. One limitation of ESR is that only para-
magnetic ionized states can be probed and difficulties arise
again in the case of thin films and highly doped materials.
There also exist a variety of particle beam methods which use
ion beams for the acquisition of defect profiles. Although most
of them are destructive techniques, there also exist some non-
destructive methods such as Rutherford backscattering spec-
trometry [38] or positron annihilation spectroscopy (PAS).
The latter is sensitive to vacancy-like defect concentrations
in the range from 1015 to 1019 cm−3 [39]. By varying the
energy of a slow positron beam, defect profiles up to a few
microns depth can be extracted. While low-energy PAS works
well for defective regions close to the surface, the positron
implantation profile broadens with increasing positron energy
and its FWHM quickly becomes comparable to the mean
implantation depth [40].

LE-μSR is particularly attractive for its high depth res-
olution and the ability to also probe thin layers close to
the sample surface. In terms of the technique’s sensitivity
to point defects, our experimental results suggest slightly
different limits for Si and 4H-SiC: While hardly any change
in the μSR signal was observed for the Si sample with the
lowest proton irradiation dose, we already see a pronounced
effect in the case of 4H-SiC. From the TrimSP simulations
of the investigated samples, a defect concentration of around
1 × 1018 cm−3 was derived for the lowest proton irradiation
dose assuming that every proton generates between 2.5 and
5 vacancies per 10 keV proton and only around 5% survived
dynamic annealing [18]. Similar defect densities were also
reported in PAS studies on proton- or electron-irradiated
Si and 4H-SiC, where defect concentrations between 5 ×
1016 and 1 × 1020 cm−3 for implantation doses ranging from
1 × 1014 to 1 × 1016 cm−3 were measured [17,24,26,41,42].
Therefore, we estimate a lower sensitivity limit of about 1017

to 1018 cm−3 for Si although the strong temperature and field
dependence of the Mu signal in 4H-SiC may allow to probe
even lower defect densities. Compared to DLTS or PAS,

this sensitivity is at least two orders of magnitude higher;
nevertheless, the ability to also probe strongly damaged as
well as very thin semiconductor layers makes LE-μSR an
appealing complementary analysis tool.

B. Damage profiles as detected by μSR

Both for Si and 4H-SiC, the concentration of defects which
modify the Mu formation process is almost constant until the
μ+ reach approximately the peak position of the stopping
distribution; from this depth on, the diamagnetic fraction
seems to quickly recover to the bulk value, implying a rapid
drop of the defect concentration after the peak. This is in
accordance with SRIM simulations [43], where a uniform va-
cancy distribution before the H+ stopping peak was extracted.

C. Delayed Mu formation

Finally, we want to comment the formation of delayed Mu
in the presence of different defect levels: In Si and insulators,
excess electrons from the ionization track at a distance of
50–100 nm to the stopped muon can contribute to the delayed
Mu formation [31,32]. We begin to observe a reduction of
delayed Mu formation at a defect concentration of about
1 × 1018 cm−3, corresponding to a mean distance between
defects of 10 nm. This implies that at this average distance
of defects, the excess electrons from the ionization track are
likely to be trapped at one of the defects before being captured
by the positive muon. Larger distances between defects, i.e.,
lower defect concentrations, do not seem to affect the delayed
muonium formation process. For 4H-SiC, a delayed Mu for-
mation is only observed for the nonirradiated sample.

V. CONCLUSIONS

In conclusion, the potential of LE-μ+SR for a depth-
resolved analysis of defect profiles in semiconductors was
successfully demonstrated. For both materials studied in this
work, it was shown that the changes of diamagnetic fractions
could be explained by a suppression of Mu formation and that
this trend was more pronounced for increasing proton irradia-
tion densities. A nearly uniform damage profile for the entire
proton-irradiated region without a pronounced sensitivity to
the proton stopping peak at the end of the irradiation range
was observed. In the case of the annealed 4H-SiC samples,
the dose-dependent variations in FD may be directly linked to
the VC concentration in the material.

Despite a rather low estimated sensitivity for crystal
defects of about 1017 to 1018 cm−3, the possibility of a
nondestructive probing of near-surface regions without the
need of fabricating an electronic device can give valuable
complementary information when investigating defects in
semiconductors.
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