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Proximity induced superconducting states in the surface of magnetically doped topological insulators can host
chiral Majorana modes. We consider a Josephson junction in that system with changing the chemical potential,
which drives a topological phase transition in the induced superconducting states as well as a metal-insulator
transition in the surface states. The local density of states and the Josephson current are analytically calculated
by McMillan’s Green’s function method in terms of the Andreev reflection coefficient. We show that although
the magnitude of the Josephson current is greatly enhanced when the surface state changes from insulating to
metallic, its temperature dependence drastically changes at the topological phase transition point, reflecting the
appearance of the chiral Majorana modes.
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I. INTRODUCTION

It is known that the surface state of a topological insu-
lator (TI) is expressed by the massless Dirac electron with
spin-momentum locking [1]. This state is protected by time-
reversal symmetry and can be gapped by magnetization. Also,
if we put a superconductor on the surface of a TI, the energy
gap opens due to the induced pair potential in this surface
state [2]. It has been predicted that chiral Majorana modes
are generated at the boundary between the ferromagnetic
insulator (FI) and the superconductor (SC) in FI/SC junctions
on the surface of TIs [3]. Then, the tunneling effect and
the Josephson effect via chiral Majorana modes in FI/SC
junctions have been theoretically studied [4–8]. There are also
several theoretical works about charge transport in supercon-
ducting junctions on a TI [9–14]. Besides these researches,
odd-frequency pairings have been predicted to emerge in such
systems [15–19].

Up to now, Josephson junctions on the surface of TIs
[20–27] have been reported, where Bi2Se3, doped Bi2Se3,
Bi2Te3, and strained HgTe were used as the TIs. The observed
nonsinusoidal current-phase relation of the Josephson current
is consistent with the existence of helical edge modes which
is a Kramers pair of Majorana modes [25]. However, it is
still difficult to simultaneously stack a ferromagnet and a
superconductor on a TI, and FI/SC junctions on the surface
of TIs, which supports chiral edge modes, have not been
experimentally realized yet.

A possible alternative to the FI/SC junction is a super-
conducting junction on a magnetically doped TI. There are
several theoretical works on systems with coexisting magneti-
zation and superconducting pairing in the same spatial region
[16,28–31]. Chiral Majorana modes are predicted to appear
in such systems. In this paper, we consider the simplest con-
figuration created just by fabricating superconducting islands
on a magnetically doped TI as shown in Fig. 1, and discuss
how the existence of the chiral Majorana modes affects the
Josephson current. Recently, there is a report on the exper-
imental realization of Josephson junctions on magnetically
doped TIs [32,33]. In magnetically doped TIs, the energy

dispersion of the surface Dirac electron has a gap opening
when the direction of the magnetization is perpendicular to
the surface and its magnitude is larger than the chemical
potential of the surface Dirac electron μ. In other words, by
tuning the chemical potential, a metallic (insulating) surface
state is realized for μ > |mz| (|mz| > μ) for μ > 0 where |mz|
is the magnitude of the out-of-plane magnetization. At the
same time, if we put a superconductor with pair potential �

on the magnetically doped TI, a topological superconducting
state is generated for |mz| <

√
μ2 + �2 [34]. Our focus is on

the case realized for μ < |mz| <
√

μ2 + �2 where the chiral
Majorana mode is localized at the edge of the superconducting
region on the TI. It is a challenging issue to clarify how
the Josephson current flows via chiral Majorana modes in
this regime since it is in the insulating phase in the normal
state.

Returning to the history of the investigation of the Joseph-
son current [35], the Josephson current shows a clear de-
pendence on the presence or absence of zero energy surface
Andreev bound states (ZESABSs) [36,37]. In the junctions
with low transmittance at the interface, the temperature de-
pendence of the Josephson current obeys the Ambegaokar-
Baratoff relation in the absence of ZESABSs [38]. The max-
imum Josephson current Ic saturates with the decrease of
temperature T , and it is inversely proportional to RN , where
RN is the resistance in the normal state [38]. On the other
hand, in the presence of ZESABSs like in the case of d-wave
superconductor junctions, Ic is proportional to 1/T in an
intermediate temperature regime and proportional to 1/

√
RN

at low temperature [39–41]. In superconducting junctions on
magnetically doped TIs, one can create or annihilate Majorana
modes by tuning the chemical potential on the surface of the
TI. Then, we expect a drastic change of the magnitude and
the temperature dependence of the Josephson current at the
topological phase transition point since Majorana modes are
nothing but ZESABSs appearing at the edge of the supercon-
ducting regions. It is also reported that there are spontaneous
supercurrent and φ0 phase shift with magnetism parallel to the
junction in TI/SC systems [42].
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FIG. 1. Schematic illustration of the system. The surface state
of a magnetically doped topological insulator (TI) is coupled to
two conventional superconductors (SCs) which are placed with an
interval of length L. The system preserves the translational symmetry
parallel to the junction (along the y direction).

There has been a recent development of a theoretical
methodology to calculate the Josephson current on a TI
based on the Green’s function of the two-dimensional (2D)
Dirac electron system [43]. This formulation is an extension
of McMillan’s formulation originally developed for the free
electron model with parabolic dispersion [44]. In this for-
malism, the Josephson current is expressed by an Andreev
reflection coefficient like the Furusaki-Tsukada formula [45],
which has been developed for s-wave superconductor junc-
tions. By an analytic continuation of the Andreev reflection
coefficient obtained in the regime of metallic normal state
(|mz| < μ), it is possible to calculate the Josephson current
even when the normal state is insulating (|mz| > μ). Thus,
it is timely to calculate the Josephson current using this
formulation in superconducting junctions on magnetically
doped TIs.

In this paper, we consider a Josephson junction on the sur-
face of a magnetically doped TI. We analytically calculate the
Green’s function on the surface of the TI available for various
values of the chemical potential, which drives a topological
phase transition in the induced superconducting states and
a metal-insulator transition in the surface states. Depending
on the relative magnitude of mz to μ, there are three phases:
(I) trivial superconductivity and insulating in the normal state
for |mz| >

√
μ2 + �2 , (II) topological superconductivity and

insulating in the normal state for
√

μ2 + �2 > |mz| > μ, and
(III) topological superconductivity and metallic in the normal
state for μ > |mz| (see Fig. 2). As expected, the magnitude

of the Josephson current in phase (III) is much larger than
those in phases (I) and (II) since the normal state is metallic
(insulating) for the former (latter). Besides, we find that the
temperature dependence of the Josephson current drastically
changes at the phase boundary between phases (I) and (II),
namely, at the topological phase transition point. We focus on
the enhancement of the Josephson current at low temperature
and evaluate it by the ratio Ic(T = 0)/Ic(T = 0.2Tc), where Ic

is the maximum Josephson current as a function of tempera-
ture T and Tc is the superconducting transition temperature.
The ratio is almost unity in phase (I), shows rapid increase
in phase (II), and remains large in phase (III). We attribute
the enhancement of the ratio to the chiral Majorana modes
appearing in phases (II) and (III).

The organization of this paper is as follows. In Sec. II, we
introduce the model and formulation. In Sec. III, we show the
local density of states. In Sec. IV, we show the current-phase
relation and temperature dependence of the Josephson current.
In Sec. V, we summarize our results.

II. MODEL AND FORMULATION

We consider a Josephson junction of two spin-singlet s-
wave superconductors deposited on the surface of a magneti-
cally doped TI shown in Fig. 1. The superconductors provide
pair potential in the surface state of the TI via proximity effect
while the magnetic moment produces the Zeeman coupling
through exchange interaction. Therefore, the Hamiltonian of
our interest can read

H (x, ∂x) =
(

h(∂x) + M iσy�̄(x)

−iσy�̄(x) −h∗(∂x) − M∗

)
, (1)

where h(∂x) = vF(−i∂yσx + i∂xσy) − μ in the diagonal part is
the surface Dirac Hamiltonian with the Fermi velocity vF, the
vector differential operator ∂x = (∂x, ∂y) = (∂/∂x, ∂/∂y), and
the chemical potential μ. M = m · σ is the Zeeman coupling
with σ being the Pauli matrix vector acting on the spin space.
The magnetic moments are finite and fixed in all the regions,
and we assume it points perpendicular to the surface, i.e.,
m = (0, 0, mz ). Without loss of generality, we assume mz > 0.
The off-diagonal part in Eq. (1) is the proximity induced
pair potential of the spin-singlet s-wave form. To consider
the junction system depicted in Fig. 1 we employ �̄(x) =
�[�(−x) + e−iϕ�(x − L)] with the interval of the junction

Topological

Trivial

Metal

Insulator

(a) (b) (c)

(III)(II)(I)

FIG. 2. Phase diagrams of the surface state (a), proximity induced superconducting state (b), and their superposition (c). In (a), the surface
of the topological insulator in the normal state becomes insulating when the magnetic gap is larger than the chemical potential. The induced
superconducting state becomes topologically nontrivial provided |mz| <

√
�2 + μ2 as shown in (b). Then, there are three different phases;

μ <
√

m2
z − �2,

√
m2

z − �2 < μ < |mz|, and |mz| < μ, named phases (I), (II), and (III), respectively.
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L and the phase difference between two superconductors ϕ.
Although, in general, the induced pair potential depends on
the detail of the hybridization and states which the supercon-
ductor couples to, we approximate the pair potential has a
step-function profile �(x) with a constant magnitude �. We
choose � = (ck,↑, ck,↓, c†

−k,↑, c†
−k,↓)T as the basis.

Figure 2 illustrates the phase diagram of the system. The
Zeeman term produces a magnetic gap in the surface state.
Phases in the normal state or in the region uncovered with the
superconductors are shown in Fig. 2(a). It becomes metallic
when the Fermi energy lies above the magnetic gap and
becomes insulating otherwise. Figure 2(b) represents a trivial-
topological phase transition in the region covered with the
superconductor. According to Ref. [2], topologically nontriv-
ial superconducting states, which are equivalent to a spin-
less p + ip superconductor, are induced on the surface state
coupled to a superconductor. When 0 < mz <

√
�2 + μ2,

the induced pair potential mediates time-reversal-broken p-
wave superconductivity [34]. The bulk gap closes along the
solid line in the figure, and in the trivial regime, the gap is
dominated by the time-reversal-breaking Zeeman coupling.
We superimpose these two diagrams and obtain Fig. 2(c). It
consists of three phases. Along the arrow in the figure: (I)
Josephson junction of topologically trivial superconducting
states with an insulating interval; (II) Josephson junction of
topological superconductors with an insulating interval; and
(III) Josephson junction of topological superconductors with
a metallic interval. In general, topological states host gapless
edge modes at their boundary. In the present case, phases (II)
and (III) support Majorana edge modes. Since time-reversal
symmetry is explicitly broken by the Zeeman coupling, the
edge modes are chiral, i.e., a chiral Majorana mode appears
at each edge of the two superconductors facing each other
across the junction. However, since the interval of the junction
is metallic in phase (III), the Majorana modes cannot be local-
ized at the edge of the superconductors, and, instead, spread
into the interval area. There are also a number of propagating
modes in the interval which can mediate the current across
the junction. In this case, the contribution from Majorana
modes to the current becomes less emphasized. The signature
of the presence of Majorana modes is strongly manifested
in phase (II). These are explicitly shown in the following
sections.

We will follow McMillan’s formula [36,44] for construct-
ing a Green’s function to calculate the density of states and
the Josephson current. The calculation is performed along
Ref. [43], where they discuss a similar problem but with-
out magnetization in the superconducting regions. We here
briefly summarize the strategy. In general, a Green’s function
satisfying

[E − H (x, ∂x)]G(x, x′) = δ(x − x′) (2)

is constructed by the outer product of a solution of the
homogeneous differential equation [E − H (x, ∂x)]ψ̂ (x) = 0
and that for the conjugate equation [E − H̃ (x′, ∂x′ )] ˆ̃ψ (x′) =
0, where H̃ (x, ∂x) ≡ HT(x,−∂x) is the adjoint operator of
H (x, ∂x) with T denoting the matrix transpose. In the present
case with the translational symmetry along the y direc-
tion, the Fourier transform of G(x, x′) with respect to y is

given by

G(x, x′, ky ) =
{

ψ̂−(x) ˆ̃ψT
+(x′) for x < x′

ψ̂+(x) ˆ̃ψT
−(x′) for x > x′,

(3)

where ψ̂±(x) [ ˆ̃ψ±(x′)] is the eigenstate of H |∂y=iky (H̃ |∂y=−iky )
that satisfies the boundary condition at x = ±∞. For the
retarded (advanced) Green’s function GR(A)(x, x′, ky), we im-
pose the outgoing (incoming) boundary condition on Eq. (3),
i.e., we adopt the right-going (left-going) electron solution
and the left-going (right-going) hole solution at x = +∞ and
the left-going (right-going) electron solution and the right-
going (left-going) hole solution at x = −∞. When there are
several independent solutions for each of ψ̂±(x) and ˆ̃ψ±(x),
the Green’s function is written as a linear combination of
the outer products of all possible pairs of eigenstates. The
coefficients of the outer products will be determined so as
to satisfy the boundary condition at x = x′. This boundary
condition ensures that the obtained Green’s function satisfies
Eq. (2). For the case of a Josephson junction, by expressing
ψ̂±(x) and ˆ̃ψ±(x′) using the Andreev-reflection amplitude, we
analytically obtain the Green’s function and the resulting local
density of states and the Josephson current in terms of these
parameters.

Now we move to the concrete calculation for our system
given by Eq. (1). To obtain ψ̂±(x), we first solve the eigensolu-
tion of H |∂y=iky . There are four propagating modes with energy
E ; right-going (in the x direction) electron mode Â1eik1x+ikyy,
right-going hole mode Â2e−ik2x+ikyy, left-going electron mode
Â3e−ik1x+ikyy, and left-going hole mode Â4eik2x+ikyy. The ex-
plicit form of the eigenstates of Eq. (1) in the x < 0 region are
given as

Â1 =

⎛
⎜⎜⎜⎜⎝

i

ζ1eiθ1

−ζ1eiθ1γ−
iγ+

⎞
⎟⎟⎟⎟⎠, Â2 =

⎛
⎜⎜⎜⎜⎝

iζ2eiθ2γ−
−γ+

1

iζ2eiθ2

⎞
⎟⎟⎟⎟⎠,

Â3 =

⎛
⎜⎜⎜⎜⎝

ieiθ1

−ζ1

ζ1γ−
ieiθ1γ+

⎞
⎟⎟⎟⎟⎠, Â4 =

⎛
⎜⎜⎜⎜⎝

iζ2γ−
eiθ2γ+
−eiθ2

iζ2

⎞
⎟⎟⎟⎟⎠, (4)

where ζ j , θ j ( j = 1, 2), and γ± are defined by

ζ j =
√

Zj+
Zj−

,

e±iθ j = k j ± iky√
k2

j + k2
y

,

γ± = μ ∓ mz

μ(μ ± mz )

�

E + �z
,
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with

Zj± = μ2 − m2
z − (−1) jμ�z + (−1) jEmz

μ ± mz
,

�z =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

if μ > mz√
E2 − �2

z (E > �z )

i
√

�2
z − E2 (−�z � E � �z )

−√
E2 − �2

z (E < −�z )

otherwise√
E2 − �2

z (E > 0)

−√
E2 − �2

z (E < 0)

�z = �

√
1 − m2

z

μ2
, k j =

√
Zj+Zj− − (vFky)2

vF
.

To obtain normalizable wave functions, we need to take
Imk1 � 0 and Imk2 � 0. �z is introduced for the short no-

tation, and it also gives an effective gap in the quasiparti-
cle spectrum when mz < μ2/

√
�2 + μ2. The lowest unoc-

cupied band in the spectrum has double-minima at kmin =
±√

μ2 − m2
z (1 + �2/μ2) with the gap size �z. By increas-

ing mz, two minima approach each other, and at mz =
μ2/

√
�2 + μ2 they join up at k = 0. Then the energy gap

becomes (m2
z + �2 + μ2 − 2mz

√
�2 + μ2)1/2, which finally

closes at mz =
√

�2 + μ2 [this is the topological phase tran-
sition point in Fig. 2(b)]. At mz > μ, �z becomes pure imag-
inary, i.e., �2

z < 0 in the definition of �z.
By solving the scattering problem with the Josephson

junction, we obtain two independent solutions that sat-
isfy the outgoing boundary condition at x = +∞. Their
analytic forms for x < 0 are given by ψ̂1(x) = Â1eik1x +
a1Â4eik2x + b1Â3e−ik1x and ψ̂2(x) = Â2e−ik2x + a2Â3e−ik1x +
b2Â4eik2x, where a1(2) and b1(2) are the Andreev-reflection and
normal-reflection amplitudes for the electron (hole), respec-
tively. In a similar manner, we calculate two independent
solutions for each of ψ̂−(x), ˆ̃ψ+(x′), and ˆ̃ψ−(x′), obtaining
the retarded Green’s function for x, x′ < 0 as

GR(x, x′, ky) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

g1
[
Â1B̂T

3 eik1(x−x′ ) + a1Â4B̂T
3 eik2x−ik1x′ + b1Â3B̂T

3 e−ik1(x+x′ )
]

+g4
[
Â2B̂T

4 e−ik2(x−x′ ) + a2Â3B̂T
4 e−ik1x+ik2x′ + b2Â4B̂T

4 eik2(x+x′ )
]

(x > x′)

g1
[
Â3B̂T

1 e−ik1(x−x′ ) + ã1Â3B̂T
4 e−ik1x+ik2x′ + b̃1Â3B̂T

3 e−ik1(x+x′ )
]

+g4
[
Â4B̂T

2 eik2(x−x′ ) + ã2Â4B̂T
3 eik2x−ik1x′ + b̃2Â4B̂T

4 eik2(x+x′ )
]

(x < x′)

(5)

with those coefficients given in Eq. (4). Here, B̂i(i =
1, 2, 3, 4), ã1,2, and b̃1,2 are the counterparts of Âi, a1,2,
and b1,2, respectively, in the conjugate process described by
H̃ |∂y=−iky . More details are given in Appendix A. In the
derivation of Eq. (5), we have used the boundary condition
at x = x′:

GR(x, x + 0, ky) − GR(x, x − 0, ky) = iv−1
F

(
σy 0
0 −σy

)
,

(6)

obtained by integrating Eq. (2) over x′ in the section
[x − 0, x + 0], and g1 and g4 are given by

g1 = i

2vFζ1 cos θ1(1 − γ+γ−)
,

g4 = i

2vFζ2 cos θ1(1 − γ+γ−)
.

III. LOCAL DENSITY OF STATES

The local density of states (LDOS) is calculated by

ρ(x, E ) =
∫

dky

2π
ρ(x, ky, E )

= − 1

π

∫
dky

2π
Im

[
GR

11(x, x, ky, E ) + GR
22(x, x, ky, E )

]
.

The LDOS at the edge of the left superconductor resolved
with ky, ρ(x = 0, ky, E ), gives the dispersion of modes. The
normal and Andreev coefficients appearing in the Green’s
function in Eq. (5) are numerically obtained. They are plotted
in Fig. 3 for several sets of mz and the length of the interval
L. The phase difference between two superconductors and
the chemical potential are set to ϕ = π and μ/� = 5.0,
respectively. In Fig. 3, the panels belong to phases (I), (II),
and (III) from left to right. There are no states observed at zero
energy in Figs. 3(a) and 3(d), whereas there exist modes with
linear dispersion at the low-energy regime in Figs. 3(b), 3(c)
and 3(e). The presence of in-gap states is the consequence of
the topological property. From Fig. 3(b), it seems two modes
propagate to the +y and −y directions. This is because we
have two edges of superconductors at x = 0 and x = L, and at
each edge one mode is localized. The tail of the wave function
of the mode at x = L is still large enough at x = 0 when the
length of the interval is comparable with or less than the co-
herence length ξ . This point is explicitly confirmed by looking
at the LDOS in a superconductor-normal metal (SN) junction
shown in Figs. 3(d)–3(f), which is equivalent to taking L →
∞ in our setting. Now, only the mode propagating to the +y
direction remains and the other part disappears [Fig. 3(e)],
which means we have one chiral Majorana mode localized at
x = 0 [2,6]. The LDOS of the SN junction also reveals a clear
distinction between phases (II) and (III). When the junction is
metallic, there are a number of modes at the Fermi energy [see
Fig. 3(f)]. The chiral Majorana modes potentially localized
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Phase (I) Phase (II) Phase (III)

(a) (b) (c)

(e) (f)(d)

FIG. 3. ky resolved local density of states. Parameters are chosen so that the system is in phase (I) [(a),(d)], (II) [(b),(e)], and (III) [(c),(f)].
The top row is with a narrow interval L/ξ = 0.5 while the bottom row is with a wider interval L/ξ = ∞, i.e., the result for a superconductor-
normal metal junction. They show gapped surface states in (a) and (d), chiral Majorana mode(s) in (b) and (e), and chiral Majorana modes
covered with continuous modes in the interval area of the junction in (c) and (f).

at the edges are no longer distinguishable. It is hybridized
with continuous modes in the junction area and spreads into
there.

IV. JOSEPHSON CURRENT

We move on to the Josephson current in equilibrium. The
analytic continuation E + iδ → iωn transforms the retarded
Green’s function to the Matsubara Green’s function, where
ωn is given by ωn = 2πkBT (n + 1/2) with an integer n.
The observables are expressed in the sum over the Mat-
subara frequency. The Josephson current is derived to be
I = 〈 j〉 + ∫ x

0 dx〈S〉 with the current operator j = ievF(c†
↓c↑ −

c†
↑c↓) and the source term operator S = ie�(c↓c↑ − c†

↑c†
↓ −

c↑c↓ + c†
↓c†

↑), where c†
s (cs) is the Fourier transform of the

creation (annihilation) operator ck,s of an electron with spin
s =↑,↓ with respect to x. They can be calculated with
respect to the Green’s function in the superconductor in
x < 0 as

〈 j〉 = ievFkBT

2

∑
ky,iωn

[G12 − G21 + G34 − G43],

〈S〉 = ie�kBT
∑

ky,iωn

[G14 − G23 + G32 − G41].

After the calculation represented in Appendix B, the Joseph-
son current is shown to be

I = evFkBT
∑

ky,iωn

�(k1 + k2)(eiθ1ζ2 + eiθ2ζ1)

4μ
√

ω2
n + �2

z

×
(

e−iθ1

ζ1 cos θ1
a1 − e−iθ2

ζ2 cos θ2
a2

)

= evFkBT
∑

ky,iωn

�(eiθ1ζ2 + eiθ2ζ1)

k1 − k2

×
(

e−iθ1

ζ1 cos θ1
a1 − e−iθ2

ζ2 cos θ2
a2

)
, (7)

where we use k2
1 − k2

2 = 4iμ
√

ω2
n + �2

z to get the second
equation. In the latter expression, it is obvious that there is no
singularity even in the case with �z being a complex number
since Imk1 > 0 and Imk2 < 0 as we mentioned.

When the chemical potential is the dominating energy
scale, μ 
 |E |,�, mz, so that the quasiclassical approxi-
mation is valid, Eq. (7) can be approximated in a simple
form of

I = ekBT
∑

ky,iωn

�z√
ω2

n + �2
z

(a1 − a2). (8)

104518-5



TOKI, NAKOSAI, TANAKA, AND KAWAGUCHI PHYSICAL REVIEW B 100, 104518 (2019)

-0.25

-0.2

-0.15

-0.1

-0.05

 0

 0.05

 0.1

 0.15

 0.2

 0.25

(c)

-1 -0.5  0  0.5  1
-0.015

-0.01

-0.005

 0

 0.005

 0.01

 0.015

-1 -0.5  0  0.5  1

(b)

-0.006

-0.004

-0.002

 0

 0.002

 0.004

 0.006

-1 -0.5  0  0.5  1

(a)

FIG. 4. Current-phase relation in phase (I) (a), phase (II) (b), and phase (III) (c). They are plotted with varying temperature and the
current is measured in units of �0/eRN0 where RN0 is a resistivity in the normal state without magnetization and �0 is the pair amplitude
at absolute zero. (a) With the insulating junction in the absence of chiral Majorana modes, the relation is in sinusoidal form and has no
temperature dependence below T/Tc < 0.1, being consistent with the Ambegaokar-Baratoff behavior. (b) With the insulating junction in the
presence of chiral Majorana modes, the relation has similar form to Ambegaokar-Baratoff, though, the critical current keeps growing at low
temperature, and it saturates around T/Tc ∼ 0.01. (c) With the metallic junction, the relation and its temperature dependence are the same as
the Kulik-Omelyanchuk relation.

This is an extension of the Furusaki-Tsukada formula applied
for the Josephson current on magnetically doped topological
insulators.

The current-phase relation calculated from Eq. (7) is shown
in Fig. 4. The temperature dependence of the pair potential is
assumed to be �(T ) = �0 tanh[1.74

√
Tc/T − 1]. The current

is normalized by �0/eRN0 where RN0 is the resistivity of the
junction without magnetization in the normal state. (We can-
not use the resistivity of the junction at T > Tc for the normal-
ization, because the normal state is insulating at mz > μ.) The
current-phase relation in phase (I) has an ordinary sinusoidal
form and little temperature dependence below T/Tc < 0.1
[Fig. 4(a)]. This is consistent with the Ambegaokar-Baratoff
relation, sin ϕ tanh[�(T )/2kBT ], obtained in a junction with
low transmittance [38]. In phase (II) [Fig. 4(b)], the behavior
of the current-phase relation is nearly in the form of a sinu-
soidal function. When the temperature goes down, however,
the maximum Josephson current grows and its position is
slightly away from ϕ = π/2. These properties are differ-
ent from the naively expected Ambegaokar-Baratoff relation.
Based on the result of LDOS [Fig. 3(b)], these behaviors can
be attributed to the chiral Majorana modes arising in the super-
conducting gap. On the other hand, in phase (III) [Fig. 4(c)],
the maximum current flows when the phase difference is
close to π . The behavior is similar to superconductor–short
normal metal–superconductor junctions with fully transparent
interface, known as the Kulik-Omelyanchuk relation [46],
or unconventional superconductor-short junctions with low
transmission in the presence of ZESABSs [39,40]. Figure 5
shows the temperature dependence of the maximum value of
the Josephson current Ic. The maximum current saturates near
zero temperature in all cases. It should be noted again that
the surface state without superconductor attached is insulating
in phases (I) and (II). It is then natural that the saturated
value in phase (III) is much larger than those in phases (I)
and (II). If we closely look at the temperature dependence,
however, we notice that the saturation occurs at a relatively
higher temperature when the superconducting state is trivial,

whereas the maximum current keeps getting larger until close
to zero temperature when the superconducting state becomes
topological.

To extract these increases at low temperature, we take the
ratio between the current at zero temperature and at a refer-
ence temperature, which we choose as T = 0.2Tc. Figure 6
shows the ratio as a function of the chemical potential. By
increasing the chemical potential, the system goes through
two transition points around μ/�0 = 1.75 and 2.0. When
the surface state is insulating, i.e., with small μ, the current
shows saturation below the reference temperature. The ra-
tio significantly increases when the superconducting regions
become topological and chiral Majorana modes appear. It
keeps increasing until the system is in the metallic phase and
then decreases converging to a constant. To emphasize the
contribution of Majorana modes, we also calculate the ratio
in the one-dimensional space, which is illustrated in Fig. 7.

FIG. 5. Maximum value of the Josephson current as a function
of temperature. In the main panel, those with an insulating junction
are plotted; the yellow dashed line for phase (I) and the green solid
line for phase (II). The inset shows that with a metallic junction, i.e.,
in phase (III). We set L/ξ = 0.5.
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FIG. 6. Ratio of the maximum current at zero temperature to that
at T = 0.2Tc. It is nearly a constant close to unity in phase (I) and
increases in phases (II) and (III).

This case corresponds to taking only the contribution from
ky = 0 in the 2D case. Now the peak locates in phase (II),
which indicates that the increase of the Josephson current is
mostly attributed to the presence of Majorana modes not to
continuous modes in metallic surface states. The shift of the
peak in 2D space can be understood as follows. As shown in
Figs. 3(b) and 3(e), the energy spectrum of the chiral Majorana
mode exhibits linear dispersion with respect to the wave
number parallel to the junction. Therefore, at low temperature
comparable to the finite energy of chiral Majorana modes,
the contribution of Majorana modes to the Josephson cur-
rent is overwhelmed by the contribution from the continuous
modes.

Lastly, we briefly estimate the magnitude of the Josephson
current in our setup. Based on Ref. [21], the critical current
going through a superconducting junction on top of a magneti-
cally undoped topological insulator is IcRN = 30.6 μV, which
should be of order �/e. The critical current we calculated
with setting m = 0.0 and L ∼ ξ is of order 1 in the unit of
�0/e as it should be. From this observation, we can conclude
that a typical value of the critical current is in the order of

 0

 4

 8

 12

 16

 1  1.5  2  2.5  3

(I) (II) (III)

FIG. 7. Same quantity as in Fig. 6 but in one dimension.

IcRN = 10 nV, 100 nV and 1 μV for phases (I), (II), and (III),
respectively.

V. SUMMARY

In this paper, we have studied charge transport of the
Josephson junction on the surface of magnetically doped TIs.
We have analytically obtained the Green’s function on the
surface of TIs available for the various chemical potential,
which drives a topological phase transition in the induced
superconducting states and a metal-insulator transition in the
surface states of 2D Dirac electrons. There are three parameter
regions: (I) trivial superconductivity with insulating normal
state for |mz| >

√
μ2 + �2, (II) topological superconductivity

with insulating normal state for
√

μ2 + �2 > |mz| > μ, and
(III) topological superconductivity with metallic normal state
for μ > |mz|. It is remarkable that nonzero Josephson current
is obtained even for (I) and (II) though it is rather small.
By focusing on the ratio Ic(T = 0)/Ic(T = 0.2Tc), we have
distinguished three regions clearly. This ratio is almost unity
in phase (I), suddenly increases in phase (II), and remains
enhanced in phase (III). Figure 6 shows that the existence of
chiral Majorana states can be detected by an experimental
observation of a prominent increase in the Josephson current
at low temperature in the insulating phase [phase (II)]. The
current available experimental technique would allow us to
tune the chemical potential widely enough to go across these
phase boundaries. Thus, the observation of the temperature
dependence of the Josephson current provides detection of
Majorana modes.

We have calculated Josephson current in the ballistic
regime. In the actual surface state of TIs, the impurity
scattering effect also influences the charge transport. It is
interesting to clarify the possible odd-frequency spin-triplet
s-wave pairing which is robust against the impurity scattering
[47–52]. In addition to this point, one of the remarkable
findings of this paper is the presence of Josephson current in
the regime where the electronic property of surface state of
TIs in the normal state is insulating. There are several studies
on charge transport in superconducting quantum anomalous
Hall systems where the normal state is insulating. One can
see our model as the proximity induced superconducting state
in an anomalous quantum Hall state. The magnetic gap in the
surface Dirac state of a TI provides a half quantized Chern
number σ = 1/2, which has been intensively investigated
both in theories [53–57] and experiments [58]. For realizing
the 1D analog of our system one can utilize the interface
between a 2D TI and an FI with a superconducting junction
deposited on it, or the same configuration at hinge states in
higher order TIs [59].

ACKNOWLEDGMENTS

The authors would like to thank R. Yano, S. Kashiwaya,
B. Lu, and P. Burset for fruitful discussion. This work was
supported by JST CREST Grant No. JPMJCR16F2, and JSPS
KAKENHI Grants No. JP15H05851, No. JP15H05853, No.
JP15K17726, No. JP18H01176, and No. JP19H01824.

104518-7



TOKI, NAKOSAI, TANAKA, AND KAWAGUCHI PHYSICAL REVIEW B 100, 104518 (2019)

APPENDIX A: McMILLAN’S GREEN’S FUNCTION METHOD

Here we give all the details of the calculation for constructing McMillan’s Green’s function.

1. Scattering solutions

Solving the scattering problem with the Josephson junction results in the following four independent wave functions in the
x < 0 region [16]:

ψ̂1(x) = Â1eik1x + a1Â4eik2x + b1Â3e−ik1x,

ψ̂2(x) = Â2e−ik2x + a2Â3e−ik1x + b2Â4eik2x,

ψ̂3(x) = c3Â3e−ik1x + d3Â4eik2x,

ψ̂4(x) = c4Â4eik2x + d4Â3e−ik1x.

The former (latter) two satisfy the outgoing boundary condition at x = +∞ (x = −∞). c3 (d4) and d3 (c4) are the transmission
coefficients for the electron and hole, respectively, when the electron (hole) is injected from the right. On the other hand, the
eigenstates of the conjugate processes obtained by solving

H̃ (x′, ∂x′ ) =
(

h(∂x′ ,−∂y′ ) + M∗ iσy�(x′)
−iσy�(x′) −h∗(∂x′,−∂y′ ) − M

)

are in the form of B̂1eik1x′−ikyy′
, B̂2e−ik2x′−ikyy′

, B̂3e−ik1x′−ikyy′
, and B̂4eik2x′−ikyy′

with

B̂1 =

⎛
⎜⎝

ie−iθ1

ζ1

−ζ1γ−
ie−iθ1γ+

⎞
⎟⎠; B̂2 =

⎛
⎜⎝

iζ2γ−
−e−iθ2γ+

e−iθ2

iζ2

⎞
⎟⎠; B̂3 =

⎛
⎜⎝

i
−ζ1e−iθ1

ζ1e−iθ1γ−
iγ+

⎞
⎟⎠; B̂4 =

⎛
⎜⎝

iζ2e−iθ2γ−
γ+
−1

iζ2e−iθ2

⎞
⎟⎠.

The scattering solutions satisfying the outgoing boundary condition at x = +∞ (x = −∞), denoted by ˆ̃ψ1(x′) and ˆ̃ψ2(x′) [ ˆ̃ψ3(x′)
and ˆ̃ψ4(x′)], are given in the x′ < 0 region as

ˆ̃ψ1(x′) = B̂1eik1x′ + ã1B̂4eik2x′ + b̃1B̂3e−ik1x′
,

ˆ̃ψ2(x′) = B̂2e−ik2x′ + ã2B̂3e−ik1x′ + b̃2B̂4eik2x′
,

ˆ̃ψ3(x′) = c̃3B̂3e−ik1x′ + d̃3B̂4eik2x′
,

ˆ̃ψ4(x′) = c̃4B̂4eik2x′ + d̃4B̂3e−ik1x′
,

where c̃3 (d̃4) and d̃3 (c̃4) are the transmission coefficients for the electron and hole, respectively, when the electron (hole) is
injected from the right.

2. Determining the coefficients

The Green’s function is constructed by making the linear combination of the outer products of the above obtained solutions,
resulting in [43,44]

GR(x, x′) =
{

α1ψ̂1(x) ˆ̃ψT
3 (x′) + α2ψ̂1(x) ˆ̃ψT

4 (x′) + α3ψ̂2(x) ˆ̃ψT
3 (x′) + α4ψ̂2(x) ˆ̃ψT

4 (x′) (x > x′)

β1ψ̂3(x) ˆ̃ψT
1 (x′) + β2ψ̂4(x) ˆ̃ψT

1 (x′) + β3ψ̂3(x) ˆ̃ψT
2 (x′) + β4ψ̂4(x) ˆ̃ψT

2 (x′) (x < x′).

The boundary condition of the Green’s function at x = x′ [Eq. (6)] gives following set of equations:

α1c̃3 + α2d̃4 = β1c3 + β2d4 = i

2vFζ1 cos θ1(1 − γ+γ−)
,

α3d̃3 + α4c̃4 = β3d3 + β4c4 = i

2vFζ2 cos θ2(1 − γ+γ−)
,

α3c̃3 + α4d̃4 = α3c̃3 + α4d̃4 = β1d3 + β2c4 = β3c3 + β4d4 = 0,

(α1c̃3 + α2d̃4)a1 = (β3d3 + β4c4)ã2,

(α3d̃3 + α4c̃4)a2 = (β1c3 + β2d4)ã1,

(α1c̃3 + α2d̃4)b1 = (β1c3 + β2d4)b̃1,

(α3d̃3 + α4c̃4)b2 = (β3d3 + β4c4)b̃2.
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The first two equations give the definitions for g1 and g4 in the main text, respectively. Combining these equations, the Green’s
function is derived in the form of Eq. (5).

APPENDIX B: JOSEPHSON CURRENT

The calculation of Josephson current is done with evaluating the following quantities by using the Green’s function defined
in the left superconducting region (x < 0). The current satisfies the continuity equation

∂

∂t
ρ + ∂

∂x
j + S = 0,

where ρ, j, and S are the charge density, the current, and the source term operators, respectively. They are defined as

ρ = −e(c†
↑c↑ + c†

↓c↓),

j = ievF(c†
↓c↑ − c†

↑c↓),

S = ie�0(c↓c↑ − c†
↑c†

↓ − c↑c↓ + c†
↓c†

↑).

As we defined in the main text, c†
s (cs) is the Fourier transform of the creation (annihilation) operator ck,s of an electron with spin

s =↑,↓ with respect to x. The expectation values of them at x are evaluated in terms of the Green’s function with the summation
over Matsubara frequency and the wave number along the y direction:

〈 j〉ωn>0 = 1

β

∑
ky, ωn>0

Jn

Jn = ievF

2
[G12(x, x, ky, iωn) − G21(x, x, ky, iωn) + G34(x, x, ky, iωn) − G43(x, x, ky, iωn)]

= e
(
γ+ei(θ1+θ2 ) + ζ1ζ2γ−

)( ie−iθ1

2ζ1 cos θ1(1 − γ+γ−)
a1 − ie−iθ2

2ζ2 cos θ2(1 − γ+γ−)
a2

)
ei(k2−k1 )x

= ie
γ+ei(θ1+θ2 ) + ζ1ζ2γ−

2(1 − γ+γ−)

(
e−iθ1

ζ1 cos θ1
a1 − e−iθ2

ζ2 cos θ2
a2

)
ei(k2−k1 )x

= e�

4
√

ω2
n + �2

z

{(
1 − mz

μ

)
ei(θ1+θ2 ) +

(
1 + mz

μ

)
ζ1ζ2

}(
e−iθ1

ζ1 cos θ1
a1 − e−iθ2

ζ2 cos θ2
a2

)
ei(k2−k1 )x

= evF�(k1 + k2)(eiθ1ζ2 + eiθ2ζ1)

8μ
√

ω2
n + �2

z

(
e−iθ1

ζ1 cos θ1
a1 − e−iθ2

ζ2 cos θ2
a2

)
ei(k2−k1 )x,

〈S〉ωn>0 = 1

β

∑
ky, ωn>0

Sn,

Sn = ie�[G14(x, x, ky, iωn) − G23(x, x, ky, iωn) + G32(x, x, ky, iωn) − G41(x, x, ky, iωn)]

= ie�

[
a1

i

2vFζ1 cos θ1

(
ei(θ2−θ1 )ζ1 + ζ2

) − a2
i

2vFζ2 cos θ2
(ei(θ1−θ2 )ζ2 + ζ1)

]
ei(k2−k1 )x

= − e�

2vF
(eiθ1ζ2 + eiθ2ζ1)

(
e−iθ1

ζ1 cos θ1
a1 − e−iθ2

ζ2 cos θ2
a2

)
ei(k2−k1 )x,

and ∫ x

0
〈Sn〉ωn>0dx = −e�(eiθ1ζ2 + eiθ2ζ1)

2ivF(k2 − k1)

(
e−iθ1

ζ1 cos θ1
a1 − e−iθ2

ζ2 cos θ2
a2

)
(ei(k2−k1 )x − 1)

= evF�(k1 + k2)(eiθ1ζ2 + eiθ2ζ1)

8μ
√

ω2
n + �2

z

(
e−iθ1

ζ1 cos θ1
a1 − e−iθ2

ζ2 cos θ2
a2

)
(1 − ei(k2−k1 )x ),

obtaining

Iωn>0 = 〈 j〉ωn>0 +
∫ x

0
〈S〉ωn>0dx

= 1

β

∑
ωn>0

evF�(k1 + k2)(eiθ1ζ2 + eiθ2ζ1)

8μ
√

ω2
n + �2

z

(
e−iθ1

ζ1 cos θ1
a1 − e−iθ2

ζ2 cos θ2
a2

)
.

104518-9



TOKI, NAKOSAI, TANAKA, AND KAWAGUCHI PHYSICAL REVIEW B 100, 104518 (2019)

The same calculation with the advanced Green’s function should be performed for the summation ωn < 0 and it turns out to be
the same as the above equation. Therefore, the Josephson current is obtained as Eq. (7) in the main text. In the quasiclassical
limit, the variables appearing in the eigenstates are approximated as

Z1(2)± � μ ∓ mz ≡ Z±,

ζ1(2) �
√

Z+
Z−

≡ ζ ,

k1(2) � kF cos θ ± μ�z

v2
FkF cos θ

, kF ≡
√

μ2 − m2
z

vF
,

θ1 � θ2 � θ,

resulting in Eq. (8) in the main text.

[1] M. Z. Hasan and C. L. Kane, Rev. Mod. Phys. 82, 3045
(2010).

[2] L. Fu and C. L. Kane, Phys. Rev. Lett. 100, 096407 (2008).
[3] L. Fu and C. L. Kane, Phys. Rev. Lett. 102, 216403 (2009).
[4] A. R. Akhmerov, J. Nilsson, and C. W. J. Beenakker, Phys. Rev.

Lett. 102, 216404 (2009).
[5] J. Linder, Y. Tanaka, T. Yokoyama, A. Sudbø, and N. Nagaosa,

Phys. Rev. Lett. 104, 067001 (2010).
[6] Y. Tanaka, T. Yokoyama, and N. Nagaosa, Phys. Rev. Lett. 103,

107002 (2009).
[7] J. Linder, Y. Tanaka, T. Yokoyama, A. Sudbø, and N. Nagaosa,

Phys. Rev. B 81, 184525 (2010).
[8] B. Lu, K. Yada, A. A. Golubov, and Y. Tanaka, Phys. Rev. B 92,

100503(R) (2015).
[9] G. Tkachov and E. M. Hankiewicz, Phys. Rev. B 88, 075401

(2013).
[10] A. C. Potter and L. Fu, Phys. Rev. B 88, 121109(R) (2013).
[11] R. Vali and H. Khouzestani, Physica E 68, 107 (2015).
[12] A. S. Vasenko, A. A. Golubov, V. M. Silkin, and E. V. Chulkov,

JETP Lett. 105, 497 (2017).
[13] C. Triola, E. Rossi, and A. V. Balatsky, Phys. Rev. B 89, 165309

(2014).
[14] T. Yokoyama, Phys. Rev. B 86, 075410 (2012).
[15] A. M. Black-Schaffer and A. V. Balatsky, Phys. Rev. B 87,

220506(R) (2013).
[16] P. Burset, B. Lu, G. Tkachov, Y. Tanaka, E. M. Hankiewicz, and

B. Trauzettel, Phys. Rev. B 92, 205424 (2015).
[17] J. Cayao and A. M. Black-Schaffer, Phys. Rev. B 96, 155426

(2017).
[18] A. S. Vasenko, A. A. Golubov, V. M. Silkin, and E. V. Chulkov,

J. Phys.: Condens. Matter 29, 295502 (2017).
[19] I. V. Bobkova, A. M. Bobkov, A. A. Zyuzin, and M. Alidoust,

Phys. Rev. B 94, 134506 (2016).
[20] M. Veldhorst, M. Snelder, M. Hoek, T. Gang, V. K. Guduru,

X. L. Wang, U. Zeitler, W. G. van der Wiel, A. A. Golubov,
H. Hilgenkamp, and A. Brinkman, Nat. Mater. 11, 417
(2012).

[21] J. R. Williams, A. J. Bestwick, P. Gallagher, S. S. Hong, Y. Cui,
A. S. Bleich, J. G. Analytis, I. R. Fisher, and D. Goldhaber-
Gordon, Phys. Rev. Lett. 109, 056803 (2012).

[22] B. Sacépé, J. B. Oostinga, J. Li, A. Ubaldini, N. J. Couto, E.
Giannini, and A. F. Morpurgo, Nat. Commun. 2, 575 (2011).

[23] S. Cho, B. Dellabetta, A. Yang, J. Schneeloch, Z. Xu, T. Valla,
G. Gu, M. J. Gilbert, and N. Mason, Nat. Commun. 4, 1689
(2013).

[24] L. Galletti, S. Charpentier, M. Iavarone, P. Lucignano, D.
Massarotti, R. Arpaia, Y. Suzuki, K. Kadowaki, T. Bauch, A.
Tagliacozzo, F. Tafuri, and F. Lombardi, Phys. Rev. B 89,
134512 (2014).

[25] I. Sochnikov, L. Maier, C. A. Watson, J. R. Kirtley, C. Gould,
G. Tkachov, E. M. Hankiewicz, C. Brüne, H. Buhmann, L. W.
Molenkamp, and K. A. Moler, Phys. Rev. Lett. 114, 066801
(2015).

[26] C. G. Molenaar, D. P. Leusink, X. L. Wang, and A. Brinkman,
Supercond. Sci. Technol. 27, 104003 (2014).

[27] S. Charpentier, L. Galletti, G. Kunakova, R. Arpaia, Y. Song,
R. Baghdadi, S. M. Wang, A. Kalaboukhov, E. Olsson, F.
Tafuri, D. Golubev, J. Linder, T. Bauch, and F. Lombardi, Nat.
Commun. 8, 2019 (2017).

[28] H. Goudarzi, M. Khezerlou, and S. Asgarifar, Physica E 87, 155
(2017).

[29] M. Khezerlou, H. Goudarzi, and S. Asgarifar, Eur. Phys. J. B
90, 44 (2017).

[30] M. Khezerlou, H. Goudarzi, and S. Asgarifar, Phys. Lett. A 382,
351 (2018).

[31] J. Wang, Phys. Rev. B 98, 024519 (2018).
[32] R. Yano, H. T. Hirose, K. Tsumura, S. Yamamoto, M. Koyanagi,

M. Kanou, H. Kashiwaya, T. Sasagawa, and S. Kashiwaya,
Condensed Matter 4, 9 (2019).

[33] R. Yano, M. Koyanagi, H. Kashiwaya, K. Tsumura,
H. T. Hirose, T. Sasagawa, Y. Asano, and S. Kashiwaya,
arXiv:1805.10435.

[34] J. Alicea, Rep. Prog. Phys. 75, 076501 (2012).
[35] A. A. Golubov, M. Y. Kupriyanov, and E. Il’ichev, Rev. Mod.

Phys. 76, 411 (2004).
[36] S. Kashiwaya and Y. Tanaka, Rep. Prog. Phys. 63, 1641 (2000).
[37] T. Löfwander, V. S. Shumeiko, and G. Wendin, Supercond. Sci.

Technol. 14, R53 (2001).
[38] V. Ambegaokar and A. Baratoff, Phys. Rev. Lett. 10, 486

(1963).
[39] Y. Tanaka and S. Kashiwaya, Phys. Rev. B 53, R11957 (1996).
[40] Y. Tanaka and S. Kashiwaya, Phys. Rev. B 56, 892 (1997).
[41] Y. S. Barash, H. Burkhardt, and D. Rainer, Phys. Rev. Lett. 77,

4070 (1996).

104518-10

https://doi.org/10.1103/RevModPhys.82.3045
https://doi.org/10.1103/RevModPhys.82.3045
https://doi.org/10.1103/RevModPhys.82.3045
https://doi.org/10.1103/RevModPhys.82.3045
https://doi.org/10.1103/PhysRevLett.100.096407
https://doi.org/10.1103/PhysRevLett.100.096407
https://doi.org/10.1103/PhysRevLett.100.096407
https://doi.org/10.1103/PhysRevLett.100.096407
https://doi.org/10.1103/PhysRevLett.102.216403
https://doi.org/10.1103/PhysRevLett.102.216403
https://doi.org/10.1103/PhysRevLett.102.216403
https://doi.org/10.1103/PhysRevLett.102.216403
https://doi.org/10.1103/PhysRevLett.102.216404
https://doi.org/10.1103/PhysRevLett.102.216404
https://doi.org/10.1103/PhysRevLett.102.216404
https://doi.org/10.1103/PhysRevLett.102.216404
https://doi.org/10.1103/PhysRevLett.104.067001
https://doi.org/10.1103/PhysRevLett.104.067001
https://doi.org/10.1103/PhysRevLett.104.067001
https://doi.org/10.1103/PhysRevLett.104.067001
https://doi.org/10.1103/PhysRevLett.103.107002
https://doi.org/10.1103/PhysRevLett.103.107002
https://doi.org/10.1103/PhysRevLett.103.107002
https://doi.org/10.1103/PhysRevLett.103.107002
https://doi.org/10.1103/PhysRevB.81.184525
https://doi.org/10.1103/PhysRevB.81.184525
https://doi.org/10.1103/PhysRevB.81.184525
https://doi.org/10.1103/PhysRevB.81.184525
https://doi.org/10.1103/PhysRevB.92.100503
https://doi.org/10.1103/PhysRevB.92.100503
https://doi.org/10.1103/PhysRevB.92.100503
https://doi.org/10.1103/PhysRevB.92.100503
https://doi.org/10.1103/PhysRevB.88.075401
https://doi.org/10.1103/PhysRevB.88.075401
https://doi.org/10.1103/PhysRevB.88.075401
https://doi.org/10.1103/PhysRevB.88.075401
https://doi.org/10.1103/PhysRevB.88.121109
https://doi.org/10.1103/PhysRevB.88.121109
https://doi.org/10.1103/PhysRevB.88.121109
https://doi.org/10.1103/PhysRevB.88.121109
https://doi.org/10.1016/j.physe.2014.12.018
https://doi.org/10.1016/j.physe.2014.12.018
https://doi.org/10.1016/j.physe.2014.12.018
https://doi.org/10.1016/j.physe.2014.12.018
https://doi.org/10.1134/S0021364017080082
https://doi.org/10.1134/S0021364017080082
https://doi.org/10.1134/S0021364017080082
https://doi.org/10.1134/S0021364017080082
https://doi.org/10.1103/PhysRevB.89.165309
https://doi.org/10.1103/PhysRevB.89.165309
https://doi.org/10.1103/PhysRevB.89.165309
https://doi.org/10.1103/PhysRevB.89.165309
https://doi.org/10.1103/PhysRevB.86.075410
https://doi.org/10.1103/PhysRevB.86.075410
https://doi.org/10.1103/PhysRevB.86.075410
https://doi.org/10.1103/PhysRevB.86.075410
https://doi.org/10.1103/PhysRevB.87.220506
https://doi.org/10.1103/PhysRevB.87.220506
https://doi.org/10.1103/PhysRevB.87.220506
https://doi.org/10.1103/PhysRevB.87.220506
https://doi.org/10.1103/PhysRevB.92.205424
https://doi.org/10.1103/PhysRevB.92.205424
https://doi.org/10.1103/PhysRevB.92.205424
https://doi.org/10.1103/PhysRevB.92.205424
https://doi.org/10.1103/PhysRevB.96.155426
https://doi.org/10.1103/PhysRevB.96.155426
https://doi.org/10.1103/PhysRevB.96.155426
https://doi.org/10.1103/PhysRevB.96.155426
https://doi.org/10.1088/1361-648X/aa75c3
https://doi.org/10.1088/1361-648X/aa75c3
https://doi.org/10.1088/1361-648X/aa75c3
https://doi.org/10.1088/1361-648X/aa75c3
https://doi.org/10.1103/PhysRevB.94.134506
https://doi.org/10.1103/PhysRevB.94.134506
https://doi.org/10.1103/PhysRevB.94.134506
https://doi.org/10.1103/PhysRevB.94.134506
https://doi.org/10.1038/nmat3255
https://doi.org/10.1038/nmat3255
https://doi.org/10.1038/nmat3255
https://doi.org/10.1038/nmat3255
https://doi.org/10.1103/PhysRevLett.109.056803
https://doi.org/10.1103/PhysRevLett.109.056803
https://doi.org/10.1103/PhysRevLett.109.056803
https://doi.org/10.1103/PhysRevLett.109.056803
https://doi.org/10.1038/ncomms1586
https://doi.org/10.1038/ncomms1586
https://doi.org/10.1038/ncomms1586
https://doi.org/10.1038/ncomms1586
https://doi.org/10.1038/ncomms2701
https://doi.org/10.1038/ncomms2701
https://doi.org/10.1038/ncomms2701
https://doi.org/10.1038/ncomms2701
https://doi.org/10.1103/PhysRevB.89.134512
https://doi.org/10.1103/PhysRevB.89.134512
https://doi.org/10.1103/PhysRevB.89.134512
https://doi.org/10.1103/PhysRevB.89.134512
https://doi.org/10.1103/PhysRevLett.114.066801
https://doi.org/10.1103/PhysRevLett.114.066801
https://doi.org/10.1103/PhysRevLett.114.066801
https://doi.org/10.1103/PhysRevLett.114.066801
https://doi.org/10.1088/0953-2048/27/10/104003
https://doi.org/10.1088/0953-2048/27/10/104003
https://doi.org/10.1088/0953-2048/27/10/104003
https://doi.org/10.1088/0953-2048/27/10/104003
https://doi.org/10.1038/s41467-017-02069-z
https://doi.org/10.1038/s41467-017-02069-z
https://doi.org/10.1038/s41467-017-02069-z
https://doi.org/10.1038/s41467-017-02069-z
https://doi.org/10.1016/j.physe.2016.12.002
https://doi.org/10.1016/j.physe.2016.12.002
https://doi.org/10.1016/j.physe.2016.12.002
https://doi.org/10.1016/j.physe.2016.12.002
https://doi.org/10.1140/epjb/e2017-70596-7
https://doi.org/10.1140/epjb/e2017-70596-7
https://doi.org/10.1140/epjb/e2017-70596-7
https://doi.org/10.1140/epjb/e2017-70596-7
https://doi.org/10.1016/j.physleta.2017.11.035
https://doi.org/10.1016/j.physleta.2017.11.035
https://doi.org/10.1016/j.physleta.2017.11.035
https://doi.org/10.1016/j.physleta.2017.11.035
https://doi.org/10.1103/PhysRevB.98.024519
https://doi.org/10.1103/PhysRevB.98.024519
https://doi.org/10.1103/PhysRevB.98.024519
https://doi.org/10.1103/PhysRevB.98.024519
https://doi.org/10.3390/condmat4010009
https://doi.org/10.3390/condmat4010009
https://doi.org/10.3390/condmat4010009
https://doi.org/10.3390/condmat4010009
http://arxiv.org/abs/arXiv:1805.10435
https://doi.org/10.1088/0034-4885/75/7/076501
https://doi.org/10.1088/0034-4885/75/7/076501
https://doi.org/10.1088/0034-4885/75/7/076501
https://doi.org/10.1088/0034-4885/75/7/076501
https://doi.org/10.1103/RevModPhys.76.411
https://doi.org/10.1103/RevModPhys.76.411
https://doi.org/10.1103/RevModPhys.76.411
https://doi.org/10.1103/RevModPhys.76.411
https://doi.org/10.1088/0034-4885/63/10/202
https://doi.org/10.1088/0034-4885/63/10/202
https://doi.org/10.1088/0034-4885/63/10/202
https://doi.org/10.1088/0034-4885/63/10/202
https://doi.org/10.1088/0953-2048/14/5/201
https://doi.org/10.1088/0953-2048/14/5/201
https://doi.org/10.1088/0953-2048/14/5/201
https://doi.org/10.1088/0953-2048/14/5/201
https://doi.org/10.1103/PhysRevLett.10.486
https://doi.org/10.1103/PhysRevLett.10.486
https://doi.org/10.1103/PhysRevLett.10.486
https://doi.org/10.1103/PhysRevLett.10.486
https://doi.org/10.1103/PhysRevB.53.R11957
https://doi.org/10.1103/PhysRevB.53.R11957
https://doi.org/10.1103/PhysRevB.53.R11957
https://doi.org/10.1103/PhysRevB.53.R11957
https://doi.org/10.1103/PhysRevB.56.892
https://doi.org/10.1103/PhysRevB.56.892
https://doi.org/10.1103/PhysRevB.56.892
https://doi.org/10.1103/PhysRevB.56.892
https://doi.org/10.1103/PhysRevLett.77.4070
https://doi.org/10.1103/PhysRevLett.77.4070
https://doi.org/10.1103/PhysRevLett.77.4070
https://doi.org/10.1103/PhysRevLett.77.4070


THEORY OF THE JOSEPHSON CURRENT ON A … PHYSICAL REVIEW B 100, 104518 (2019)

[42] M. Alidoust and H. Hamzehpour, Phys. Rev. B 96, 165422
(2017).

[43] B. Lu and Y. Tanaka, Philos. Trans. R. Soc. A 376, 20150246
(2018).

[44] W. L. McMillan, Phys. Rev. 175, 559 (1968).
[45] A. Furusaki and M. Tsukada, Solid State Commun. 78, 299

(1991).
[46] I. Kulik and A. Omelyanchuk, Fiz. Nizk. Temp. 4, 296 (1978).
[47] Y. Tanaka and A. A. Golubov, Phys. Rev. Lett. 98, 037003

(2007).
[48] Y. Tanaka, M. Sato, and N. Nagaosa, J. Phys. Soc. Jpn. 81,

011013 (2012).
[49] J. Linder, T. Yokoyama, A. Sudbø, and M. Eschrig, Phys. Rev.

Lett. 102, 107008 (2009).
[50] J. Linder, A. Sudbø, T. Yokoyama, R. Grein, and M. Eschrig,

Phys. Rev. B 81, 214504 (2010).
[51] C. Fleckenstein, N. Traverso Ziani, and B. Trauzettel, Phys.

Rev. B 97, 134523 (2018).

[52] F. Crepin, P. Burset, and B. Trauzettel, Phys. Rev. B 92,
100507(R) (2015).

[53] X.-L. Qi, T. L. Hughes, and S.-C. Zhang, Phys. Rev. B 82,
184516 (2010).

[54] A. Ii, K. Yada, M. Sato, and Y. Tanaka, Phys. Rev. B 83, 224524
(2011).

[55] A. Ii, A. Yamakage, K. Yada, M. Sato, and Y. Tanaka, Phys.
Rev. B 86, 174512 (2012).

[56] A. Yamakage and M. Sato, Physica E 55, 13 (2014).
[57] J. J. He, J. Wu, T.-P. Choy, X.-J. Liu, Y. Tanaka, and K. T. Law,

Nat. Commun. 5, 3232 (2014).
[58] Q. L. He, L. Pan, A. L. Stern, E. C. Burks, X. Che,

G. Yin, J. Wang, B. Lian, Q. Zhou, E. S. Choi, K.
Murata, X. Kou, Z. Chen, T. Nie, Q. Shao, Y. Fan, S.-C.
Zhang, K. Liu, J. Xia, and K. L. Wang, Science 357, 294
(2017).

[59] W. A. Benalcazar, B. A. Bernevig, and T. L. Hughes, Science
357, 61 (2017).

104518-11

https://doi.org/10.1103/PhysRevB.96.165422
https://doi.org/10.1103/PhysRevB.96.165422
https://doi.org/10.1103/PhysRevB.96.165422
https://doi.org/10.1103/PhysRevB.96.165422
https://doi.org/10.1098/rsta.2015.0246
https://doi.org/10.1098/rsta.2015.0246
https://doi.org/10.1098/rsta.2015.0246
https://doi.org/10.1098/rsta.2015.0246
https://doi.org/10.1103/PhysRev.175.559
https://doi.org/10.1103/PhysRev.175.559
https://doi.org/10.1103/PhysRev.175.559
https://doi.org/10.1103/PhysRev.175.559
https://doi.org/10.1016/0038-1098(91)90201-6
https://doi.org/10.1016/0038-1098(91)90201-6
https://doi.org/10.1016/0038-1098(91)90201-6
https://doi.org/10.1016/0038-1098(91)90201-6
https://doi.org/10.1103/PhysRevLett.98.037003
https://doi.org/10.1103/PhysRevLett.98.037003
https://doi.org/10.1103/PhysRevLett.98.037003
https://doi.org/10.1103/PhysRevLett.98.037003
https://doi.org/10.1143/JPSJ.81.011013
https://doi.org/10.1143/JPSJ.81.011013
https://doi.org/10.1143/JPSJ.81.011013
https://doi.org/10.1143/JPSJ.81.011013
https://doi.org/10.1103/PhysRevLett.102.107008
https://doi.org/10.1103/PhysRevLett.102.107008
https://doi.org/10.1103/PhysRevLett.102.107008
https://doi.org/10.1103/PhysRevLett.102.107008
https://doi.org/10.1103/PhysRevB.81.214504
https://doi.org/10.1103/PhysRevB.81.214504
https://doi.org/10.1103/PhysRevB.81.214504
https://doi.org/10.1103/PhysRevB.81.214504
https://doi.org/10.1103/PhysRevB.97.134523
https://doi.org/10.1103/PhysRevB.97.134523
https://doi.org/10.1103/PhysRevB.97.134523
https://doi.org/10.1103/PhysRevB.97.134523
https://doi.org/10.1103/PhysRevB.92.100507
https://doi.org/10.1103/PhysRevB.92.100507
https://doi.org/10.1103/PhysRevB.92.100507
https://doi.org/10.1103/PhysRevB.92.100507
https://doi.org/10.1103/PhysRevB.82.184516
https://doi.org/10.1103/PhysRevB.82.184516
https://doi.org/10.1103/PhysRevB.82.184516
https://doi.org/10.1103/PhysRevB.82.184516
https://doi.org/10.1103/PhysRevB.83.224524
https://doi.org/10.1103/PhysRevB.83.224524
https://doi.org/10.1103/PhysRevB.83.224524
https://doi.org/10.1103/PhysRevB.83.224524
https://doi.org/10.1103/PhysRevB.86.174512
https://doi.org/10.1103/PhysRevB.86.174512
https://doi.org/10.1103/PhysRevB.86.174512
https://doi.org/10.1103/PhysRevB.86.174512
https://doi.org/10.1016/j.physe.2013.08.030
https://doi.org/10.1016/j.physe.2013.08.030
https://doi.org/10.1016/j.physe.2013.08.030
https://doi.org/10.1016/j.physe.2013.08.030
https://doi.org/10.1038/ncomms4232
https://doi.org/10.1038/ncomms4232
https://doi.org/10.1038/ncomms4232
https://doi.org/10.1038/ncomms4232
https://doi.org/10.1126/science.aag2792
https://doi.org/10.1126/science.aag2792
https://doi.org/10.1126/science.aag2792
https://doi.org/10.1126/science.aag2792
https://doi.org/10.1126/science.aah6442
https://doi.org/10.1126/science.aah6442
https://doi.org/10.1126/science.aah6442
https://doi.org/10.1126/science.aah6442

