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Evolution of the free energy of the GaN(0001) surface based on first-principles phonon calculations
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In this paper, we present systematic improvements to a method that allows us to determine the surface phase
diagrams based on ab initio calculations and atomistic thermodynamics. In particular, we include a contribution
derived from thermal vibrations of the surface, which is usually omitted in such analysis. On the basis of
first-principles phonon calculations, we determine a zero-point vibrational energy and thermal dependencies
of vibrational entropy and free energy for atoms and molecules adsorbed on the surface. A series of polar
GaN(0001) surfaces are examined. Significant changes are observed in the surface phase diagrams compared
to the diagrams obtained by standard density-functional theory calculations without phononic contributions.
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I. INTRODUCTION

Gallium nitride (GaN) is one of the most promising
materials that is applied in next-generation high-power elec-
tronic devices because of its excellent high-voltage and high-
current capacity combined with high thermal conductivity.
GaN power transistors can realize high-speed switching along
with the simultaneous increase in the miniaturization of elec-
tronic devices. Recent studies have mainly focused on the
development of vertical GaN power devices for use in electric
vehicles [1-3]. For further development of these devices, it is
necessary to obtain high-purity materials and methods to in-
troduce intentional dopants. In epitaxial methods, dopants and
impurities are incorporated at various concentrations depend-
ing on the direction of growth of the crystals. Unfortunately,
some information about phenomena occurring at the surface
of the crystal is not straightforwardly accessible in typical
growth experiments. Therefore, theoretical studies on the
surface properties and point defects in the subsurface layers
are still needed to improve our knowledge and also the quan-
titative model. A recent study has shown that the change in
surface reconstruction significantly affects the subsurface bar-
riers, thereby limiting the incorporation of carbon into the
layers of GaN [4]. Thus, understanding the surface thermody-
namics is very important from the experimental point of view.

The conventional thermodynamic analysis for growth of
crystals by vapor phase epitaxy assumes a gas-solid equilib-
rium. In 2001, Kangawa et al. developed an ab initio-based
approach in which the free energy of the vapor phase was in-
cluded [5]. The primary idea of this method is based on a com-
parison of the values of the chemical potential of gas (5% with
adsorption energy E,q determined by density-functional the-
ory (DFT) calculations to consider the adsorption/desorption
behavior of adatoms or molecules. Within this approximation,
thermal dependencies were considered only for the gas phase
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because the DFT method describes the system at tempera-
ture T = 0K. This concept was efficiently used for polar,
nonpolar, and semipolar nitride surfaces [6—10]. Some of
the most popular articles on GaN(0001) surface phase di-
agrams were published by Van de Walle and Neugebauer
[11,12]. They determined the most stable surface structures by
comparing their formation energy AE/. This parameter was
defined as the energy difference between the reconstructed
and the reference (clean) surface using the following formula:

AEf = Er]e)fT - (EFIZET + Zl’l,‘/l,,‘)
i

= AEPT = iy )
1

where n; is the number of atoms with specified chemical
potentials w; added to the reference clean surface from the
reservoir. The AEPFT symbol denotes a simple difference
in the total energy of two systems representing surfaces and
determined by DFT calculations. It is clearly evident that in
this formula there are no terms related to the entropy, neither
configurational nor vibrational, of the surface. Justification of
this is based on two statements. First, solid phase entropy
is much lower compared to entropy of gas phase. Second,
entropies of different surface terminations of the same solid
are of similar order of magnitude and are comparable to
entropy of bulk. The last assumption can be applied especially
in case of clean surfaces and errors in such approach should be
very small. However, it is known that the energy of an atom
shifted from the bulk to the surface changes a little due to a
different number of existing bonds. From the point of view of
computational analysis, this surface energy can be relatively
easily determined using a slab model with two identical
symmetrical surfaces. In the case of polar GaN surfaces, such
a procedure is not possible directly because there are two dif-
ferent surfaces: Ga-terminated and N-terminated. One needs
to build an auxiliary system, for example, wedge-shaped ge-
ometry, that helps to determine the energy of at least one of the
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surfaces [13]. Therefore, a different approach is often used in
which the reference system is not bulk but a selected surface,
usually a clean surface, as given in Eq. (1). Recently, Kusaba
et al. proposed an improved method which incorporates sur-
face energies obtained by DFT calculations [14]. They set
the bulk as a reference system and included an extra term
AEgfacebuik to calculate the Gibbs energy of the surfaces.
It is noteworthy and extremely important that the location
and environment of surface atoms are also associated with a
change of vibrational entropy in relation to that in the bulk.
The local change of the strength of atomic bonds at the surface
causes shifting of the frequency of the atomic vibration. That
18, reconstructed surface structure influences the vibrational
entropy of the system. Particles on the surface can also diffuse
more easily than in the bulk, allowing for more frequent
configurational changes. In turn, considering the transition of
the particle from a gaseous state to an adsorbed state on the
surface, most of the translational and rotational entropy of
the particle would be lost due to the reduction of degree of
freedom. Various scenarios should be considered for the vi-
brational part, depending on whether the adsorbate is an atom
or a molecule. In case of a monatomic molecule, translational
entropy would be lost (not whole, because the adatom can
move on the surface), but its thermal oscillations in the crystal
lattice contribute to vibrational entropy. A molecule that has
adsorbed in an unchanged molecular form largely retains the
spectrum of internal vibrations, while during dissociative ad-
sorption this spectrum is transformed. In the case of surfaces
with a very complex adsorbate consisting of foreign atoms,
vibrational entropy of the adsorbate can reach a significant
value because the frequencies of vibrations can be completely
different than in the crystals.

Unfortunately, changes of the free energy related to ther-
mal vibrations were very often omitted, which could cause
serious errors in the quantitative description. There were only
a few studies where the vibrations were also considered.
For example, Grabow et al. studied the removal of oxygen
from the GaN surface by annealing in ammonia atmosphere
and Lymperakis et al. studied hydrogen adsorption on a
nonpolar GaN(1-100) surface [15,16]. Recently, we included
vibrational properties to analyze the adsorption of H on
GaN(0001) and AIN(0001) surfaces [17,18]. The primary
reason why phononic calculations were often skipped is their
time-consuming nature. Therefore, they were chiefly used
in small bulk systems. Current development of computing
power enables also including this factor for surface analysis.
In this paper, we aimed to introduce this phononic factor and
show how it improves the accuracy of theoretical models.
First-principles phonon calculations allow us to determine
various thermal properties for the solid phase and to model
the hot surfaces existing during growth processes. We are
particularly interested in epitaxial growth methods such as
metal organic vapor phase epitaxy (MOVPE) and hydride
vapor phase epitaxy (HVPE).

II. CALCULATION METHODS

A. Total energies and structures

The aforementioned studies used SIESTA software and
associated tools for the calculations [19-21]. Energies of

systems and force constant matrices were determined within
the framework of DFT by using general gradient approxima-
tion to the exchange-correlation (XC) functional. We used a
version of Perdew-Burke-Ernzerholf potential with parame-
ters B, u, and « fixed by the jellium surface (Js), jellium
response (Jr), and Lieb-Oxford bound criteria, respectively
[22,23]. SIESTA uses numerical atomic orbitals as a basis
set and norm-conserving pseudopotentials. Cutoff radii of the
pseudopotentials and the size and range of the basis were
optimized to obtain a good accuracy of thermochemical pa-
rameters such as the enthalpy of formation. The following size
of the basis was used: N—quadruple zeta plus polarization, H
and pseudo-H—quintuple zeta plus double polarization, Ga—
triple zeta for s, p channel and double zeta for 3d electrons. A
real-space grid was generated using an equivalent plane wave
cutoff equal to 360 Ry. The following lattice constants were
obtained for bulk GaN: @ = b =3.208 A and ¢ =5.222 A
with the u parameter equal to 0.3767. They are compatible
with @ = b =3.189 A and ¢ = 5.185 A measured by x-ray
diffraction by Leszczynski et al. [24].

In the first step, the surface structure was relaxed based on
a 2 x 2 slab model with the thickness of eight GaN layers.
The geometries of the considered reconstructed GaN(0001)
surfaces are shown in Fig. 1. The pseudohydrogen atoms with
an atomic number of 0.75 were used to saturate the dangling
bonds of nitrogen at the bottom of the slab [26]. To compen-
sate the artificial electric field in the vacuum created by the
dipole moment of the system, a slab dipole correction was
used [27]. For these systems, the Brillouin zone was sampled
with a 5 x 5 x 1 Monkhorst-Pack k-point mesh. During a
geometric optimization, all atoms in the slab were relaxed
until the atomic forces descended below 0.0001 eV/A.

B. Lattice dynamics

To investigate the thermal properties, phononic calcula-
tions were performed using a direct method in harmonic
approximation. The ground state of the vibration can be
approximated reasonably well by a harmonic potential. This
means that the phonon frequencies are treated as volume
independent, and the thermal expansion coefficient is zero
at all temperatures. Deviations from the harmonic expression
are only really significant at high temperatures and also in
phonon transport theories. Anharmonicity mainly affects the
thermal conductivity, but we do not investigate this prop-
erty here so we can apply the standard harmonic model.
Introducing a quasiharmonic or an anharmonic approximation
would improve the description even more, but at this stage
this is not necessary. For the phononic calculations, larger
supercells were built by multiplying the previous structures
by a factor of 3 x 3, resulting in systems consisting of 610—
730 atoms. These large systems were used to calculate the
force constantmatrices by finite displacement method. Only
I'-point sampling was used in this step of the calculations.
A displacement of 0.02 Bohr (0.011 A) in each direction
(—x, +x, =y, +y, —z, +z) was applied for every atom in a
centrally located cell. In the harmonic approximation, the ob-
tained force constant matrix is transformed into the dynamical
matrix D, and the frequency of the vibrations of atoms is
determined by solving an eigenvalue problem of matrix D.
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FIG. 1. Geometric configurations of selected reconstructed GaN(0001) surfaces. The graphics were generated by the XCRYSDEN package

[25].

More information on the phonon calculation technique can be
found elsewhere [28-30].

Based on the vibrational spectra, several properties, such
as the zero-point vibrational energy EZ?, vibrational energy
EV®, constant volume heat capacity CY'®, entropy S*'°, and free
energy F® can be determined as functions of temperature T':

hiw;
E?? =) 2
Z > )
E™(T)=kgT y ——L
(1) = ks Zexp(x])—l
where x; = @ 3)
I kT
. x2exp(x;
CV“’<T>=kBZ J P 4)

[exp(x;) — 117’
NV kBZ{— ln[l—exp(—xj)]}, 5
(xj)—1

FY™(T) = kT Y In[1 — exp(—x;)], (©6)
J

where /i, kg, and w; are the reduced Planck constant, the
Boltzmann constant, and the angular frequency of each jth
mode of vibration, respectively. Equations (2)-(6) have a
universal form but, in the case of crystals, the dependence
on the wave vector should be included, that is, w; — j(l_é).
Therefore, it is necessary to perform integrals over the first
Brillouin zone or summation over special k-points [31,32].
In the present study, the sampling of k-space was done on a
45 x 45 x 3 grid equivalent to 6075 points.

C. Free energy of solids and surfaces

Assuming that our considerations are limited to nonex-
treme pressure, we can neglect the impact of pressure on the
solid and focus only on temperature dependencies. Our task
is to shift from the absolute zero temperature to any given

temperature 7. We can define the Gibbs free energy of a slab
via enthalpy H and entropy S:

G (T) = H(T) — TS(T),

T
where H(T)=EP'T + E?Y 4+ / cdrydr ()
0

and S(T) = S§V(T) + s,

whereby C"® should formally be the heat capacity at constant
pressure C,, but in the case of the solid, one can approximate
it by the constant volume heat capacity Cy from Eq. (4).
At low-temperature range, these two parameters are almost
identical. The discrepancy appears at high temperatures, but
we can treat it as a systematic error that will disappear if we
work on the differences in parameters between the systems.
The S term is the configurational entropy of the surface
which is related to the position of its constituent particles. We
can treat each surface in Fig. | as a separate macrostate where
a series of microstates with the same energy is implemented
by changing the arrangement of particles in the surface
nodes. According to the statistical definition of the Boltzmann
entropy, S is defined as the logarithm of the number of
possible independent configurations W that can realize a given
system:

S — kg In W. (8)
The number of available microstates for N surface sites filled
with n particles of i species can be counted using an ideal
mixing rule:

N!
W = W, where Zni = N. (9)
iMi: -

For a large number of particles, the Stirling approximation
InN!~ NInN — N can be applied, which leads to a simple
formula:

seont — g Z x; Inx;, (10)
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where x; = n;/N denotes the fraction of ith surface sites.
Depending on the case, there are several coverage coefficients
x; related to different species in the adsorbate, i.e., xN, XGas X,
XNH> XNH,» and xnp;,. It is obvious that the more components
are mixed, the higher is the entropy.

We can convert Eq. (1) taking into account the full form
of Gibbs energy for the system representing the surface in
contact with the gas phase. Please keep in mind that the
influence of pressure on the solid and its surface (the pAV
term) is treated here as negligibly small [17]. Then, the Gibbs
free energy difference AG/ for surface formation can be
written as follows:

AG/(p, T) = AEP™ = " mipwi(pi, T)

1

T
+ AE?? 4 / ACY®™(TYdT
0

—TASY®(T) — T AS™, (11)

where A means the difference between the reconstructed
and the reference surface. Next, we can transform Eq. (11)
into a more concise form introducing Helmholtz free energy
AF = AE —TAS:

AG/(p,T) = AEPFT — Zﬂiﬂi(l?i, T)

1

+ AE?P 4 AFY®(T) — TAS™™. (12)

D. Chemical potential of gas phase

Formerly, the thermodynamic formalism, Eq. (1), was
commonly used to determine the equilibrium state of the
surface as a function of composition [34]. In the case of
GaN epitaxy, (g, varies over the thermodynamically allowed
range: Gapuk) + AHY[GaN] < [4Ga < UGapuk), the upper
limit corresponds to Ga-rich conditions, the lower limit to
N-rich ones (un = unp,)) [11]. The GaN formation en-
thalpy, AH/[GaN], has been estimated to be —1.17eV [35].
Therefore, the allowable range of Apgs = tGa — UGa[bulk]
can be expressed as —1.17eV < Aug, < 0eV. In the actual
experiments, however, it is difficult for an operator to link
the value of Aug, with experimental parameters, i.e., input
partial pressure of a particle 7, p;, and growth temperature, 7.
To compare experimental results with theoretical ones, it is
necessary to clarify the correlation between p; and epitaxial
growth parameters (p;, T). Moreover, from the theoretical
point of view, u; should be given as a function of p; and T
because the vapor phase and the surface are close enough
to thermal equilibrium under typical MOCVD and HVPE
conditions. By considering gaseous reservoirs in the growth
system, we can link u; with p; and 7. In the following
paragraph, we briefly present two basic ways to link the
value of u; with the gas phase at a given pressure p; and
temperature 7.

We would like to comment on the parameters relating to the
vapor phase, which can be treated as a reservoir of particles
in Egs. (1), (11), and (12). The chemical potential w;, partial
molar Gibbs free energy of the ith species, is defined as a
sum of DFT total energy of an isolated particle, its zero-point
vibrational energy, and the term dependent on the pressure and

temperature of the gas phase:
wipi, T) = EP™T + EFY + i (pi, T). (13)

The ideal gas approximation (there are no interactions among
the atoms or molecules) can be applied to determine the
properties of gas. Usually, the range of application of this
approach should not exceed the pressure of several kilobars
[10].

The formula derived from statistical mechanics, based on
the partition functions ¢ of an ideal gas including transla-
tional, rotational, and vibrational motions as well as the degree
of degeneracy of the electron’s energy level g, is useful for
calculating the value of chemical potential [33]:

MgaS(P, T) = _kBT In (g é‘trané‘roté‘vib kBT/p)' (14)

The classical expression for the partition functions are the

following:
2mksT \*'*
Ciran = < 2 A ) , (15)
«/ﬂIAIBIC SﬂszT 312
Crot = ps n2 s (16)
rot

1
{wb - l_[ 1— exp(—hvj/kBT)’ (17)
where m is the mass of a particle; 4 is the Planck’s constant;
Iy, Iy, and I¢ are the principal moments of inertia; oy is the
rotational symmetry number; and v; is the frequency of jth
vibrational mode.

The second way is to use the data from standard thermo-
chemical tables; for example, the NIST Chemistry WebBook
database [36]. It should be noted that the properties are usually
specified there in relation to standard conditions of tempera-
ture 7° = 298.15K and pressure p° = 1 bar. Therefore, we
have to consider the transition between these conditions and
the reference state of zero that exists in the DFT calculations.
Then, the expression for the chemical potential of gas phase
at given T and p takes the following form:

T
WES(p, T) = [H° — H°] + / C,(T. p°)dT
TQ
o P
_TS(T, p°) + ks T In L, (18)
po

where H° = H(T®°, p°) is the standard enthalpy, the
[H° — H°] term defines the change of standard enthalpy be-
tween 298.15 K and 0 K, both the constant pressure heat
capacity C, and the entropy S are specified at pressure p° =
1 bar. More details about the origin of Eq. (18) can be found,
for example, in the paper by Jackson and Walsh [37].

II1I. RESULTS AND DISCUSSION
A. Bulk properties

First, we would like to present the obtained phonon band
structure and phonon density of states for bulk GaN [see
Fig. 2(a)]. Our results look essentially the same as those
calculated by other authors and close to experimental [39—41].
The comparison of some calculated I'-point phonon frequen-
cies versus the experimental frequencies measured by Raman
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FIG. 2. (a) Phonon dispersion relation and phonon density of
states calculated for bulk GaN. (b) Molar heat capacity at a constant
volume for GaN; black open circles—data from the measurements on
hydride vapor phase epitaxy (HVPE) GaN samples by Bockowski
et al. [38]; red curve—Debye model fitting with 7, = 817K; blue
curve—present DFT phonon calculations.

spectroscopy is presented in Table I [40]. In the case of
longitudinal A1(LO) and E1(LO) modes, there are large dis-
crepancies between DFT-predicted and experimental values.
This is a very known inconsistency of the direct method for
polar materials, discussed in the literature [29,42]. Because
it is a systematic error present in every considered system,
the relative differences of values between the systems will
be less prone to this error. Next, we show that, based on

TABLE I. Calculated and experimental frequencies (in cm™") of
some phonons in GaN at the center of the Brillouin zone.

Mode type DFT calculations Raman [40]
E,(LO) 571.3 746.6

A (LO) 567.4 739.3

B, 692.1

E, 570.6 569.2
E(TO) 567.0 560.0
A(TO) 547.6 5335

B, 341.7

E, 134.9 144.2

these dependencies, we can correctly determine the material
properties. For this purpose, we show in Fig. 2(b) the molar
specific heat at constant volume of GaN. Our theoretical curve
is in good agreement with the measurements of HVPE-GaN
samples by the hyperflash method published by Bockowski
et al. [38]. Since the measurements were performed under
constant pressure conditions, it is also proof that in the range
of lower and medium temperatures there is no significant
difference between the heat capacity C, and Cy .

B. Thermodynamic properties of surfaces

The primary results are focused on the calculation of
thermal properties of a number of GaN(0001) surfaces with
various reconstructions and adsorbates. Figure 1 shows the ge-
ometry of systems considered by us. We limited our analysis
to surfaces with a 2 x 2 periodicity as one of the most often
reported [43]. In general, for a more detailed discussion a
larger periodicity should be also considered, for example 4 x
4,5x5,6 x4, or \/§ X \/§ which were observed in some
experiments [43]. A clean surface with a 2 x 1 reconstruction
was taken as a reference system due to its lower energy, as
reported previously [44]. In the case of a flat 1 x 1 surface, we
observed the existence of a soft mode (negative frequencies)
in the phonon’s band structure, which confirms the instability
of this structure.

Molecules and atoms adsorbed on the surface introduce
additional vibrational modes to the phonon spectra. These
modes are often very different in frequency from the vibra-
tions of atoms in the volume material, as shown in Fig. 3.
The spectra in the top panel contain high-frequency modes
from vibrations of H adatoms, NH; admolecules, and amino
radicals attached to the GaN(0001) surface. The presence of
nondispersive modes confirms that some adsorbed molecules
and radicals retain their molecular nature. The frequencies of
these vibrations are consistent with previously reported data
[15]. Simultaneously, the vibrational modes of atoms that are
bonded with the adsorbate are also shifted because of the local
change in the bond strength between the atoms. Therefore,
for surfaces with various adsorbates, different dependencies
of the free energy as a function of temperature should be
expected. In some temperature ranges, the corrections orig-
inating from the thermal vibrations of the system are fairly
large, which should be included in the thermodynamic calcu-
lations. In the case of a low temperature range, the crucial
factor is the zero-point vibrational energy, whereas in the
case of high temperature range the entropy contribution is
dominant. In a certain intermediate temperature, both these
terms can delete each other, so even standard DFT calcu-
lations without phononic contribution can give the correct
result.

In this paper, we calculated changes in the zero-point
vibrational energy and in the vibrational free energy for a few
selected surfaces presented previously in Fig. 1. Figures 4(a)
and 4(b) show some examples of behavior of AF vib in relation
to the temperature, and it is easy to see different slopes
of curves related to the different surfaces. For the surfaces
with complex adsorbates, the energy differences originating
from vibrations can reach significant values, which can be
seen primarily for NH3 and NH, admolecules. This type of

085304-5



PAWEL KEMPISTY AND YOSHIHIRO KANGAWA

PHYSICAL REVIEW B 100, 085304 (2019)

Clean 2x1 Gag4) NHT 3H NH;+3NH,
3500 - 3500 - 3500 - 3500 - 3500 -
T 3000 E 3000 = 3000 = 3000 = 3000 -
5 S S S S :
5 2500 — - 2500 - 2500 - 2500 - 2500 -
'g ] r ] r ] r ] r ] r
2 2000 - E 2000 - 2000 = 2000 - 2000 -
= ] E ] E ] : ] E ] E
B 1500 - 1500 - 1500 - 1500 - 1500 o -
1000 -} - 1000 - 1000 - 1000 - 1000 -
1000 1000 1000 1000 1000
800 - 800 800 - 800 - - 800
- |
g
= 600 600 600 600 600
[}
S i
g
=400 TS 400 400 400 400
2 i
=
200 200 200 200 200
0 +—Y . 0 0 0 0
r

FIG. 3. Phonon dispersion relations for 2 x 2 slabs representing GaN(0001) surfaces with different adsorbate. Spectra in the top panel
contain high-frequency modes from vibrations of H adatoms, NH; admolecules, and amino radicals, as well as the pseudo-H atoms of
termination of the (000-1) side of the slab (approximately 3200 cm~!). The bands in the range between 850 and 950 cm™' are related to

N atoms near slab termination.

adsorbed species mostly has typical high-frequency molecular
vibrations; therefore, discrepancies in relation to the clean
rigid surface increases. The vibrational part of the chemical
potential of the molecule in the gas phase and of that adsorbed
on the surface can be comparable.

According to Fig. 4(a), there is a relatively small thermal
change of AF"" between surfaces called Ga';”, NH®» + H
and 3H [see Figs. 1(b), 1(d) and 1(f)]. However, there is also a
component derived from zero-point vibrational energy, which
brings an additional offset between these curves, as shown in
Figs. 4(b) and 4(d). In most cases, the total correction due
to AE?? and AFY®(T) gives a contribution which increases
the Gibbs free energy of surfaces and therefore it acts as a
destabilizing factor. The exceptions are the surfaces covered
with Ga adatoms and also the NH™® + NH, surface where
the AEZ + AFV(T) term is negative in the high tempera-
ture range. It is worth noting the intersection of curves for
NH™ + Hand NH®® 4 NH, surfaces may shift the relative
point of mutual stability of these surfaces. For even higher
temperatures (beyond the scale in Fig. 4), it seems that all
curves will reach negative values. We do not present these
data because they can be flawed due to the approximation
of ground state of DFT and harmonic potential for phonons.
Additionally, GaN becomes thermodynamically unstable at
high temperature.

For the sake of convenience, we made a simple
parametrization of the free-energy change as a function of
temperature by fitting it to the following expression:

. b
AFY™(T) = akgT In [1 —exp (—kB—Tﬂ (19)

where kp is expressed in [eV/K] and the relevant fitting
parameters a and b are presented in Table II. These data should
be used as thermal corrections for the solid phase in models
determining the stability of the GaN(0001) surface based on
Eq. (12). This is only a relative change in comparison to the
clean surface with a 2 x 1 reconstruction, attributable to an
area equal to 2 x 2 surface cells. According to the results, at a
temperature of 1300 K, typical for GaN growth by MOVPE or
HVPE, surfaces with Ga adatoms gain an additional energy-
lowering factor of approximately 0.24 eV for the case of
single Ga and 0.82 eV for the Ga-Ga dimer. Such energies
can be transformed into a change in gallium vapor pressure
by one and over three orders of magnitude, respectively. This
means that the partial pressure of gallium needed to cover the
surface with Ga adatoms will actually be much lower than that
estimated by the model without lattice vibrations.
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FIG. 4. Changes in the vibrational free energy versus temperature for the GaN(0001) surface covered with different adsorbates, determined
in relation to clean surface with 2 x 1 reconstruction; (a), (b) AF"®(T") dependence; (c), (d) AF"®(T") dependence including zero-point AEZ"
offset. Graphs (a) and (c) show energies of the entire 2 x 2 surface cell, while graphs (b) and (d) show the average energy per atom.

C. Surface phase diagrams

Figure 5 shows the impact of the proposed thermal im-
provements on the surface phase diagrams for GaN(0001).
These diagrams were prepared by selecting the lowest Gibbs
free energies determined from Eq. (12). For simplicity, we ap-
plied the commonly used convention of plotting the diagram
in the coordinates of the chemical potential of hydrogen uy

and nitrogen puy (or gallium pg,) proposed previously in Ref.
[11]. This method assumes equilibrium conditions defined as
follows:

MGaN = UGa + UN. (20

Therefore, it is enough to use the potential of only one
component, either N or Ga. This is a special case, because

TABLE II. Zero-point vibrational energy AEZ® and parametrization of the changes of vibrational free energy AF"® [parameters a and b in
Eq. (19)] of selected reconstructed GaN(0001) surfaces. The reference system is a clean surface with a 2 x 1 reconstruction. The last column
contains the sum of corrections AE?" 4 AF"® for temperature 7 = 1300 K (close to typical GaN growth conditions in MOVPE or HVPE).

Properties are expressed for 2 x 2 surface cells.

GaN(0001) surface AE?? Parameters of Eq. (19) AE? + AFV®
[2 x 2 cells] [eV] a [arb.u] b [eV] (T =1300K) [eV]
Gal¥ 0.076 3.275 6.257 x 1072 —0.235
N 0.136 63.171 6.164 x 107! 0.107
NH®™+H 0.623 12.157 1.673 x 107! 0.277
NH™+NH, 1.094 10.553 5.060 x 1072 ~0.103
3H 0.631 10.978 1.621 x 107" 0.301
NH;+3H 1.647 15.689 7.981 x 1072 0.462
Vaa —0.002 -3.194 1.653 x 1072 0.709
Ga(y"+Gay 0.105 5.903 3.180 x 102 —0.819
NH™+2H 1.151 15.791 1.362 x 107! 0.529
NH” +H+NH, 1.632 16.268 7.908 x 1072 0.392
NH;+NH,+2H 2.149 20.826 8.445 x 1072 0.665
NH;+2NH,+H 2.682 24.334 7.619 x 1072 0.756
NH;+3NH, 3.221 28.355 7.406 x 1072 0.914
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FIG. 5. Comparison of phase diagrams for the GaN(0001) surface obtained from DFT calculations: (a) Standard method based only on
total energy, (b) including vibrational free energy at 7 = 1300 K, (c) including vibrational free energy at 7 = 1300 K, and configurational
entropy. Diagrams were prepared assuming the global equilibrium conditions. Reference chemical potential levels are defined by conditions

T° =298.15K and p° = 1 bar.

in general the value of uga.n can be lower than the sum of
UGa + UN, so a wider range of chemical potential of N (or
Ga) should also be considered. The diagram in Fig. 5(a) was
prepared in a standard way, so it is almost the same as those
presented previously by other authors [7,11]. Small visual
differences result from the use of different XC potentials, a
larger number of considered surfaces, and due to shifting of
the reference level of chemical potentials to standard state
conditions (7° = 298.15K, p° = 1 bar) instead of 0 K. Such
a form of diagram was treated as universal, that is, the change
of u on both axes can be induced by temperature or/and
pressure, but the color-coded map will always remain the
same. The diagram in Fig. 5(b) includes the effects related
to the thermal vibrations of the surface at 7 = 1300 K. Then,
we should be aware that changes of uy and puy have to be
considered as caused only by pressure or using other sources
of considered species. This is a real physical situation when
we conduct the epitaxial growth process at a constant tempera-
ture and we change the partial pressure of the reactants and/or
the type of these reactants (another chemical compound of the
same element). In this approach, a different diagram should
be drawn for each temperature because the free energy of
surface is a function of 7. The primary difference between
Figs. 5(b) and Fig. 5(a) is that the space of NH®® 4+ NH,
surface is significantly enlarged at the expense of reducing
the NH® 1 H area. This is due to a larger contribution of
the vibrational entropy of the NH, radical than that of the
H adatom. The second important fact is the emergence of
the clean surface region between the surface covered by N
and Ga adatoms. Figure 5(c) shows an additional factor of
surface configurational entropy. Therefore, the phase space of
the adsorbate with a larger number of components is more
extensive. A clean surface is virtually inaccessible because it
has the lowest entropy.

In the actual experiments, an operator does not use uy and
uy as crystal growth parameters. He sets the flow rates of gal-
lium source gas, nitrogen source gas, and carrier gas, as well
as the total chamber pressure, p, and substrate temperature,
T, to control the ambient in the growth reactor. Therefore,
it is useful for the experimentalists to know the relationship

between the chemical potentials and crystal growth condi-
tions, i.e., V/III ratio, p and T, to understand the meaning
of the surface phase diagram. The information is useful to
discuss the most probable surface reconstruction under the
actual growth conditions. In the following paragraphs, we
explain how to draw a typical MOCVD condition range in the
un—py surface phase diagram (see Fig. 6 and related descrip-
tions). Then, V/III-T surface phase diagrams are shown to
discuss elementary growth processes under typical MOCVD
experimental conditions (see Fig. 7 and related descriptions).

It is worth noting that there were some difficulties in
accurately determining the value of chemical potential under
growth conditions in epitaxial methods such as MOVPE or
HVPE. In fact, the system is far from the equilibrium because
there is forced flow of a mixture of injected gases. Fortunately,
there is a steady state, so the quasiequilibrium approach can
be applied. Various levels of the chemical potential might be
considered for the same species. For example, un and uy can

0 -025 —05
uy [eV]

-0.75 -1

FIG. 6. Phase diagrams for the GaN(0001) surface at T =
1253 K. Shaded region corresponds to the expected range of the
chemical potentials estimated for the typical MOVPE process at
pressure p = 150 mbar and total flow of 8 slm with input molar
fraction of ammonia 0.045, and H; or N, carrier gas.
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FIG. 7. Phase diagrams for the GaN(0001) surface obtained from DFT calculations for experimental set of low-pressure (p = 26.7 mbar)
MOCYVD process with (a) nitrogen carrier gas, (c) nitrogen with 2% of H, carrier gas, (b) hydrogen carrier gas.

be determined by the molecular form of N, and H, gases:

MUN = O-SMNZ and MUH = O«SMH2~ (21)

as well as by the NH3 vapor:

UN = uNH, — 1.5u1n,,

(22)
= (N, — 0.5uN,)/3,

In contrast to the equilibrium state, the chemical potential
of individual components taken from Egs. (21) and (22) are
not equal. In particular, the values of u for N ant H atoms
originated from NH3 molecules are higher than from N, and
H, molecules. Therefore, ammonia is an effective source of N
and H atoms settling on the surface. On the other hand, these
atoms can fall away from the surface by forming their more
stable molecular forms of nitrogen and hydrogen. Addition-
ally, in the gas phase a partial decomposition of ammonia may
also occur, so the effective available amount of this species
will be reduced according to the formula

NH; — (1 — «)NH; + 0.5aN; + 1.5¢Hs,  (23)

where « is the decomposition factor that can vary over a wide
range depending on temperature, pressure, type of carrier
gas, reactor geometry, and flow rate. Similar dilemmas are
in the case of the gallium source, where one can consider
the dissociation of trimethylgallium or triethylgallium (TEG)
and the existence of either atomic gallium or the form of
various chemical compounds [45]. For all these reasons, the
diagrams in Fig. 5 are not suitable for an accurate analysis
of surface conditions during epitaxial growth. Nevertheless,
these diagrams allow to estimate roughly the sequence of the
surface arrangement and narrow the search area.

To illustrate the extent of the problem, we marked the
thermodynamically accessible conditions for the MOVPE
method in the phase diagram in Fig. 6. The parameters of
a typical process were assumed, i.e., temperature 1253 K,
total pressure 150 mbar, total flow of 8 slm (standard liter per
minute) with input molar fraction of ammonia 0.045 and H,
or N, carrier gas [46]. The shaded region shows the expected
range of chemical potentials pux and g estimated by taking
their extreme values according to Egs. (21) and (22). Only
the higher level of uyn corresponding to nitrogen originating

from ammonia is considered. Moving from left to right side
denotes the case when diluent gas is changed from nitrogen
to hydrogen. Two different values of NH3 decomposition
factor &« = 0.15 for N, diluent and « = 0.05 for H, diluent
in Eq. (23) were assumed. The origin of these values will
be discussed later. The top and bottom border correspond to
the puy values obtained at the transition from the ammonia
source to the molecular H, source, respectively. It is easy to
see that the range of chemical potential change is very large
and combining the diagrams with appropriate experimental
conditions is very problematic. In our opinion, due to the
multiplicity of parameters, it is conceptually difficult to create
universal diagrams, but rather individual or more narrowed
cases should be considered.

In the context of crystal growth, diagrams presented in
Figs. 5 and 6 have a serious disadvantage. As mentioned, they
were prepared assuming equilibrium conditions. Meanwhile,
the growth process could take place if any supersaturation
exists; in other words, if there is a deviation from the equi-
librium state. The supersaturation can be expressed as a
difference of input partial pressure p'" of the process limiting
reactant and its equilibrium pressure p®? obtained from the
governing chemical reaction. In the case of the MOVPE
process considered here, gallium is the limiting species and
a simple chemical reaction that regulates growth of GaN is
recommended [47-49]:

Ga(g) + NH; — GaN + 1.5H,. (24)

The supersaturation can be defined as
in eq,GaN
GaN _ PGa — Pg
UG: = . eq,GaI?T (25)
Ga
On the other hand, one should be careful about the supersat-
uration associated with the equilibrium vapor pressure over
liquid gallium:

eq.liq

in
liq _ PGa — PGa
0Ga = eq,liq : (26)

Ga
A positive supersaturation value in Eq. (26) means that
condensation of liquid gallium may occur in the system. The
values of metal vapor pressure p®*!4 can be found in the
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TABLE III. Atomic configurations of reconstructed surfaces and
reference molecular configurations in the gas phase. It was assumed
that each particle on the surface always comes from a source with a
higher chemical potential and escapes to a state with lower chemical

potential.

Surface Gas
T4

Gall¥ Ga

NH3) NH; — 1.5H,
NH®)+H NH; — 0.5H,
NH® 4 NH, 2NH; — 1.5H,
3H NH; — 0.5N,
NH;+3H 2NH; — 0.5N,
V(‘,a —Ga
GalV+Galy 2Ga
NH{"+2H 2NH; — 0.5N, — H,
NH{”+H+NH, 2NH; — 0.5H,
NH;+NH,+2H 3NH; — 0.5N, — H,
NH;+2NH,+H 3NH; — 0.5H,
NH;+3NH, 4NH; — 1.5H,

literature [50]. The issue of supersaturation is discussed in
greater detail in the articles by the group of Z. Sitar [48,49,51].
Considering the above, the influence of gallium vapor pressure
should be carefully analyzed and the chemical potential of
this species should be explicitly calculated instead of using
the generalized value of g, = (gan — un derived from the
equilibrium condition defined by Eq. (20). In addition, the
effective levels of chemical potentials of nitrogen and hy-
drogen should be also considered to express the incoming
flux of active molecules with high values of u, balanced
by the escape of atoms to the state with lower w. For each
configuration of considered reconstructed surface, a reference
state was defined with the assumption of a local gas—surface
equilibrium. These systems are summarized in Table III. All
aspects and parameters listed above were applied to determine
the constraints of thermodynamically accessible conditions
during epitaxial growth of GaN.

For the needs of the analysis, we adopted the experi-
mental conditions described in Refs. [49,51]. They presented
growth of GaN via metalorganic chemical vapor deposition
(MOCVD) at temperature 1050°C with varying V/III ra-
tios and diluent gases. The total flow and pressure were set
constant at 7.5 slm and 26.7 mbar, respectively. The V/III
ratio was varied from 100 to 2000 by changing the NHj
flow rate while the TEG flow rate of 280 sccm was kept
constant. To obtain a very high V/III ratio, the ammonia flow
was set constant at 5.9 slm and the TEG flow was changed
accordingly. Based on this data and our first-principles calcu-
lations, we have created surface diagrams of GaN(0001) as
a function of temperature and V/III ratio. These parameters
are more convenient from the experimental point of view than
the chemical potential. The nominal values of the input V/III
ratio were changed by the ammonia decomposition factor «
equal to 0.05 for H, diluent gas and 0.15 for N,. Such values
of o were adopted after analyzing the logarithmic derivative
of ammonia supersaturation (1+ong,) as a function of the
concentration ratio N, /NH3 and H, /NHj3. The values beyond
the inflection points were chosen so the changes in driving

force were relatively smooth. In turn, the gallium supersat-
uration from Eqgs. (25) and (26) was served for the control
of GaN thermodynamic stability. The results are presented in
Fig. 7. We considered three cases of carrier gas: pure nitrogen,
nitrogen with the addition of 2% of H,, and pure hydrogen
[Figs. 7(a)-7(c), respectively]. When nitrogen is used, two
regions related to the V/III ratio can be easily distinguished.
For the low coefficient, going according to the temperature
increase, the surface coverage varies from the gallium dimers,
through the NH and NH, radicals, to N adatoms. For a high
V/III ratio, 75% of the surface nodes are hydrogenated. If
even a small amount of additional H, is added to the carrier
gas, it causes large changes on the surface, as shown in
Fig. 7(b). Hydrogen displaces amino radicals, and for the
very low V/III ratio single Ga adatoms can appear. It is
predicted that H adatoms (0.75 monolayer) will be dominant
on the surface if a hydrogen carrier gas is used. Gallium
coverage is also possible at lower temperatures and low
V/III.

The presented diagrams and the transformation sequence
of the surface coverage at a low V/III ratio fit well into the
concepts of the existence of an additional surface barrier for
incorporation of some dopants. We have reported the depth
profiles of formation energy of carbon substituting nitrogen,
Cn [4]. The results implied that there was a potential barrier
for carbon incorporating from the growth surface into the
crystal. The following statements were made basing on the-
oretical calculations: (i) change in the surface reconstruction
causes the Fermi level pinning and accompanying surface
band bending, (ii) change in the surface band bending varies
the potential barrier for carbon incorporation, and (iii) change
in the potential barrier influences the carbon concentration in
the grown films. The proposed model has a universal character
and can be adapted to other dopants, impurities, and materials.
The discussions presented above indicate that a prediction of
reconstructed structures on the growth surface is necessary
to estimate impurity and/or dopant concentrations in the
films. Controlling impurity and/or dopant concentrations is
crucial to improve optical and electronic device properties.
Figure 7 shows that the potential barrier may be related to
the NH™ + NH, reconstruction case of nitrogen carrier gas
and to 3H reconstruction in case of hydrogen carrier gas.
The potential barrier in the former surface reconstruction is
higher than that in the latter ones. This suggests that carbon
incorporation under nitrogen carrier gas is lower than that
under hydrogen carrier gas. This theoretical finding is in good
agreement with experimental results [51]. More details about
impurity and/or dopant incorporation into thin films will be
discussed elsewhere [52].

Predictions about the boundaries of these areas on the
phase diagram are still semiquantitative. It is due to the diffi-
culty in simultaneously correctly determining the enthalpy of
formation of GaN and NH3 based on the GGA approximation.
Therefore, we recommend further improvements by calculat-
ing the total energy of systems in hybrid approximations and
including the thermal properties of surface determined in our
phononic calculations. Accuracy can also be improved using
a kinetic-thermodynamic or nonequilibrium model; for exam-
ple, using steepest-entropy-ascent quantum thermodynamics
[53-55].
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IV. CONCLUSION

In conclusion, this paper presents systematic improve-
ments in atomistic thermodynamics for II-nitride surfaces by
including first-principles phonon calculations. This method
allows us to better describe the state of hot surfaces ex-
isting during growth by epitaxial methods. We determined
vibrational contributions to the free energies for the selected
reconstructed polar GaN(0001) surfaces. The results confirm
that there are significant discrepancies in the temperature
dependencies between some surfaces, especially in the pres-
ence of molecules and radicals that retain their molecular
nature. We also presented a simple parametrization of ther-
mal dependence of the surface free energy which can be
included in the thermodynamic models to more accurately

determine the surface state. Using this data, we prepared an
improved surface phase diagram of GaN(0001) for the con-
ditions corresponding to the low-pressure MOCVD growth
process.
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