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Disentangling spin-orbit coupling and local magnetism in a quasi-two-dimensional electron system
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Quantum interference between time-reversed electron paths in two dimensions (2D) leads to the well-known
weak localization correction to resistance. If spin-orbit coupling is present, the resistance correction is negative,
termed weak antilocalization (WAL). Here, we report the observation of WAL coexisting with exchange cou-
pling between itinerant electrons and localized magnetic moments. We use low-temperature magnetotransport
measurements to investigate the quasi-two-dimensional, high-electron-density interface formed between SrTiO3

and the antiferromagnetic Mott insulator NdTiO3. As the magnetic field angle is gradually tilted away from
the sample normal, the data reveal the interplay between strong k-cubic Rashba-type spin-orbit coupling and
a substantial magnetic exchange interaction from local magnetic regions. The resulting quantum corrections to
the conduction are in excellent agreement with existing models and allow sensitive determination of the small
magnetic moments (22 μB on average), their magnetic anisotropy, and mutual coupling strength. This effect is
expected to arise in other 2D magnetic materials systems.
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Quantum interference of time-reversed electron paths in
a diffusive conductor gives rise to weak localization (WL)
corrections to the conductance. In the presence of spin-orbit
coupling (SOC), the interference becomes destructive, re-
sulting in enhanced conductance near zero magnetic field
and hence positive magnetoresistance (MR), known as weak
antilocalization (WAL), which can be analyzed to extract
SOC parameters [1–3]. Conventional WAL occurs in two-
dimensional (2D) samples with no intrinsic magnetism, sub-
ject to a weak perpendicular magnetic field. In contrast, here
we investigate experimentally a distinct effect, the interplay
between SOC and strong magnetic exchange, and show that
WAL can provide a sensitive quantitative probe not only of
SOC, but also of local magnetic properties.

Our experimental system consists of metallic interfaces
between SrTiO3 (STO) and NdTiO3 (NTO) [4–6]. Interfaces
between two complex oxides [4,7–9] can host a quasi-two-
dimensional conducting electron gas which exhibits a rich
variety of phenomena [10], ranging from superconductivity
[11–13] to strong spin-orbit coupling[14–16] and magnetism
[16–24]. NTO is an antiferromagnetic (AF) Mott-Hubbard
insulator, featuring long-range magnetic ordering on the Ti3+

sublattice with a Néel temperature of ∼90 K [25,26]. The
NTO/STO interfaces in this study are grown using the hy-
brid molecular beam epitaxy technique (hMBE) [27] that
ensures excellent control over stoichiometry for the growth
of complex oxide thin films [4]. The quasi-two-dimensional
electron gas (q2DEG) resides on the STO side of the interface
and has ultrahigh carrier densities that can, for reference, be
one or two orders of magnitude higher than typically seen
in LaAlO3 (LAO)/STO [5]. Here, we focus on a heteroint-
erface with layer thicknesses STO(8 u.c.)/NTO(2 u.c.)/STO
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(8 u.c.)/(La,Sr)(Al,Ta)O3 (LSAT)(001) (substrate). The extra
STO capping layer is grown to protect NTO from degradation
due to oxygen absorption in the air [6]. We note that the
electrons which accumulate at the STO-on-NTO type inter-
faces tend to have a very low electron mobility and exhibit
insulating behavior at low temperatures [5,24]. Our measure-
ment and data analysis in this Rapid Communication treat the
sample as a single quasi-2D electron system consistently and
show no effects arising from parallel conduction at the top
interface.

To facilitate magnetotransport measurements and analysis,
10 × 20 and 10 × 40 μm2 Hall-bar devices are etched by Ar
ion milling [right panel in Fig. 1(a)]. Temperature and mag-
netic field are controlled in a 9-T Quantum Design physical
property measurement system (PPMS) at T down to 2 K. A
rotational sample holder is used to apply fields at various an-
gles with respect to the sample plane. Four-terminal resistance
is measured using DC currents �0.5 μA. The temperature
dependence of electron density n and mobility μ of the
heterointerface, obtained from the longitudinal resistance and
Hall effect data, are presented in Fig. 1(b). The heterointerface
is metallic and shows a logarithmiclike increase in resistance
with decreasing temperature below 20 K [Fig. 1(c)]. The sam-
ple magnetoresistance (MR) as a function of perpendicular
field B⊥ is measured at various temperatures within the log-T
regime; as shown in Fig. 1(d), sharp positive MR is clearly
seen around zero field for 2 K, which we attribute to quantum
interference in the presence of SOC (WAL).

The magnetoconductance correction �σ (B⊥) due to WAL
has the following form [3,28],

σ (B⊥) − σ (0) = σ0

[
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FIG. 1. (a) Left: A schematic of the capped STO(8 u.c.)/NTO
(2 u.c.)/STO(8 u.c.)/LSAT(001) heterostructure. The directions of
applied fields are indicated with respect to the heterointerface. Right:
False-color optical image of a typical Hall-bar sample prepared on
the heterostructure. The etched regions are indicated in blue. (b) The
temperature dependence of carrier density n and Hall mobility μ.
(c) The sheet resistance Rs as a function of temperature in a logarith-
mic scale. The insets are the corresponding Rs measured up to the
room temperature. (d) Magnetoresistance at various temperatures,
MR% = Rs−Rs,B=0

Rs,B=0
× 100%.

where σ0 = e2/πh, and Bφ and Bso are the effective fields
characterizing the phase and spin relaxation of the electrons,
respectively. The function Ft describes the positive contribu-
tion from the interfering electron waves in the triplet state
with a total spin of J = 1, while the singlet state (J = 0)
contributes a negative correction, described by −Fs. For 2D
structures with inversion symmetry breaking, the specific
expressions for the functions were derived by Iordanskii,
Lyanda-Geller, and Pikus (ILP), and incorporate the mecha-
nisms of spin relaxation arising from both the k-linear and
k-cubic spin-orbit splitting of electron spectra [3]. Impor-
tantly, the appearance of a local maximum in the WAL MR in
2D structures, as shown in Fig. 1(d), is an indication that the
dominant mechanism of spin relaxation is the Dyakonov-Perel
type, arising from spin splitting, rather than the Elliott-Yafet
mechanism due to spin-flip scattering by impurities [29].

In order to obtain quantitative information about the SOC
we next analyze the magnetotransport data for perpendic-
ular applied fields. Fig. 2(a) shows the measured �σ (B⊥)
in units of σ0, obtained by subtracting a classical positive
B2

⊥ background (�σ ≈ − 1
Rs

[�Rs
Rs

− (μB⊥)2]). We fit the �σ

curves to the ILP model using Bφ and Bso as the variables
[3,30]. The fits are restricted to the low-field regime in the
diffusive approximation for B⊥ < Be = h̄/2el2

e (≈2 T in the
present system). In many systems, the k-linear Rashba term is
dominant. Interestingly however, as can be seen in Fig. 2(a),
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FIG. 2. (a) Conductance correction �σ (dots) in units of e2/πh,
derived from the MR measurements by subtracting the B2

⊥ back-
ground. Theoretical fits to the ILP theory including only the k-linear
spin splitting (dashed line) or k-cubic spin splitting (solid line). The
data are accurately described only by the k-cubic model. (b) The
extracted phase coherence length lφ and the spin precession length
lso for the k-cubic case, plotted alongside the mean free path le, as a
function of temperature.

our data are well reproduced by considering the k-cubic
splitting only, and deviate significantly from the model with
only k-linear splitting. We note that the crystal structures of
epitaxially grown STO and NTO are both centrosymmetric
[27,31], leading to no Dresselhaus terms. The fitting results
indicate that the dominant form of SOC is likely cubic Rashba,
allowed by the interfacial asymmetry of the q2DEG and
possibly associated with the Ti 3d orbitals in STO [32].

Additional information about the transport properties of
the interface can be obtained from these data. The phase
coherence length lφ and the spin-orbit length lso obtained
from the fits to the k-cubic model are plotted as a func-
tion of temperature in Fig. 2(b), derived using the relation
Bi = h̄/4el2

i , i = so, φ. lso is relatively independent of T , as
expected, and remains around 20 nm, corresponding to a large
spin-orbit field, Bso ∼ 0.4 T. To estimate the spin relaxation
rate τ−1

so and the spin splitting �, we apply the relations
lso = √

Dτso, Bso = �2τe/2eDh̄, D = v2
F τe/2, vF = h̄kF /m∗,

and τe = μm∗/e, where D is the diffusion constant, vF the
Fermi velocity, τe is the elastic scattering time, and kF =√

2πn is the Fermi wave vector. Taking the effective mass to
be m∗ = 0.8me [33], we have τ−1

so ∼ 11 (ps)−1 and a large
Rashba spin splitting, � ∼ 0.012 eV. Figure 2(b) also shows
the mean free path le obtained from Hall measurements. The
localization theory is applicable at temperatures no higher
than ∼20 K for lφ > le. This boundary is consistent with the
onset temperature at which the log-T increase in resistance
emerges [Fig. 1(c)].

We next move beyond the standard WAL analysis to in-
vestigate the influence of a magnetic field parallel to the
sample plane B|| on the quantum interference of electrons.
The magnetoconductance correction �σ as a function of B||
is presented in Fig. 3(a). Intriguingly, we observe pronounced
negative �σ (B||) for the entire temperature range, with a
sharp drop at low B|| and a gradual decrease as B|| is fur-
ther increased. Decreasing T enhances the overall magnitude
of �σ .

It is known that a parallel field can lead to negative �σ due
to the Zeeman interaction in the presence of SOC [34–36].
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FIG. 3. (a) Conductance correction �σ in units of e2/πh as
a function of the parallel field B||: Experimental data (dots) and
theoretical fits incorporating the exchange field (solid lines). The
contribution of the Zeeman effect due to the bare applied field only,
excluding the exchange field, is shown by dashed lines at the top.
gm∗/me = 1.5 is assumed for the theoretical fits. (b) Exchange field
BE

|| as a function of B|| derived from the �σ (B||) data using Eq. (4)
(dots) and from theoretical fits to the Langevin function (solid lines).
(c) The saturation exchange field μ0λMs extracted from the fits.
(d) The inverse of the apparent local moment 1/μm as function of
1/T . Inset: Extracted values of μm vs T .

The effect of the Zeeman interaction is to further suppress the
singlet state of the interfering electrons, resulting in additional
dephasing. This additional singlet dephasing contribution �φ

is described by [28,35]

�φ (B||) = (gμBB||)2

(4eD)2Bso
. (2)

�σ (B||) has the following form based on the ILP theory
[28,30],

σ (B||) − σ (0) = −σ0

2
ln

(
1 + �φ

Bφ

)
. (3)

Bso and Bφ are the low-field values extracted from the �σ (B⊥)
fits for k-cubic spin splitting (Fig. 2). An estimation of the
Zeeman effect is shown by the dashed curves in Fig. 3(a),
assuming reasonable values of m∗ and g based on the analysis
below. As can be seen from the plot, the Zeeman effect due to
the applied field alone is far too weak to account for the data.

In a quasi-2D system, the parallel field may also influence
the localization correction via the nonvanishing orbital motion
in the z direction. Previous work on this effect includes studies
of the role of microroughness in 2D structures [37], subband
intermixing [38], and tunneling between parallel quantum
wells [39]. Importantly, unlike the Zeeman interaction, these
mechanisms would affect the phase coherence of the singlet

and triplet states indistinguishably and would lead to an addi-
tional dephasing term (�′

φ) that would depend primarily on B2
||

for each of the two spin states. As a result, such mechanisms
would result in a further positive correction to �σ due to
the triplet contribution, which would be of opposite sign to
the observed �σ and to the Zeeman correction. Therefore,
based on the ILP model, the overall �σ in the presence of
both orbital and Zeeman effects would be weakly negative
at low fields and turning positive at high fields [28,30]. Such
nonmonotonic B|| dependence of �σ is not seen in the data
at any temperature, indicating that the orbital effects of B|| are
insignificant.

Having excluded orbital effects and the role of the bare ap-
plied field, we propose that the unusual observed �σ (B||) be-
havior is associated with the magnetic structure of the sample,
specifically the effect of the magnetic exchange interaction
on conduction electron spins at the interface. The exchange
interaction can be represented by an effective exchange field
BE , which couples only to electron spins but, importantly,
has no direct effect on the orbital motion [40]. It affects
�σ through the Zeeman term in similar fashion as a large
magnetic field, leading to quick dephasing of the singlet state
[41]. Therefore, to better examine the role of the exchange
interaction, we utilize Eqs. (2) and (3), replacing the applied
B|| by a total effective field in the plane, Bt

|| = B|| + BE
|| .

Equation (2) becomes

�φ (B||) = (gμB)2(B|| + BE
|| )2

(4eD)2Bso
. (4)

The value of �φ depends on the product of g and m∗. We
examine the slope of

√
�φ vs B|| in the high-B|| region of

the 2-K data, where we assume BE
|| has reached saturation,

and obtain an estimation of gm∗/me ∼ 1.5. Accordingly, BE
||

as a function of B|| is derived from the �σ (B||) data for
all temperatures and plotted in Fig. 3(b). Importantly, the
B|| dependence of BE

|| is well described by the Langevin
function L(x), characteristic for an ensemble of superpara-
magnets. Each nanoscale superparamagnetic region consists
of a group of spins with local ferromagnetic order, which
collectively behave as a large classical paramagnetic moment
[40], as previously established in NTO/STO interfaces [24].
The magnetism within each nanoregion is possibly associated
with canted spins of the antiferromagnetic NTO adjacent to
the interface, due to the Dzyaloshinskii-Moriya interaction
[24,26].

To quantitatively analyze the magnetic properties of the
interface, we apply the standard relation BE = μ0λM =
μ0λMsL(x)(μmB/kBT ), where λ is the coefficient characteriz-
ing the effective exchange interaction between electrons and
local moments, Ms is the saturation magnetization, and μm

is the moment of a single magnetic region. We note that the
localization theory is not valid at very high B|| when the
combined exchange and Zeeman interaction is large enough
to mix the singlet and the triplet states. As a result, the above
analysis is limited to the condition gμBBt

|| < h̄/τso [35], that
is, �φ < Bso. This condition is found to hold for the data
in the entire measurement range shown in Fig. 3(a). Using
μ0λMs and μm as two variables, the �σ (B||) and BE

|| data are
very well reproduced by the fits incorporating the Langevin
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FIG. 4. (a) Conductance correction �σ in units of e2/πh as a
function of the applied field B at an angle θ from the interface
plane, obtained by subtracting the [μB sin(θ )]2 background from the
MR data. Inset: Hall resistance Rxy as a function of θ at B = 9 T.
(b) Calculated �φ as a function of B. Inset: Schematics showing the
exchange field lying in the easy plane at small B (left) and developing
an out-of-plane component at larger B (right).

function into Eqs. (3) and (4), as demonstrated in Figs. 3(a)
and 3(b), respectively.

The extracted value of μm shows an artificial decrease
with decreasing temperature [inset in Fig. 3(d)] despite
little change in the value of the saturation magnetization
[Fig. 3(c)]. However, a closer look reveals that the inverse of
the apparent moment 1/μm changes linearly with the inverse
of the temperature [Fig. 3(d)]. This behavior is consistent
with the scenario of weakly interacting superparamagnets,
where the true magnetic moment μ∗

m follows the relation
1/μm = 1/μ∗

m(1 + T ∗/T ) and T ∗ characterizes the energy
scale of the dipole-dipole interaction [42]. From the linear
fit in Fig. 3(d), we obtain the average magnetic moment of
a single nanoscale magnetic region to be μ∗

m = 22 μB, and
T ∗ = 4.1 K, corresponding to an rms dipolar energy kBT ∗ ∼
0.35 meV.

The exchange field BE in the above analysis is an averaged
effect for short-range coupling of conduction electrons to the
nanoscale magnetic regions. Above the blocking temperature,
the local exchange field of each nanoscale region jumps
among different stable orientations as a result of thermally in-
duced superparamagnetic fluctuations, and these fluctuations
gradually become polarized in the direction of the parallel
applied field as its magnitude is increased. Many such mag-
netic regions, each of which has a randomly oriented exchange
field, are present in the system and overlap with the closed
time-reversed paths of the electrons that lead to WL/WAL.
The net effect of the superparamagnetic fluctuations on
all the time-reversed electron paths is an effective exchange
field that is well fitted by the Langevin function [Fig. 3(b)].
Since an exchange field acts only on electron spins, it has
no effect on the orbital motion and thus does not lead to
conventional WL/WAL.

Next, we investigate the angular dependence of the quan-
tum interference and the anisotropy of the magnetic exchange.
To this end, we measure the MR when the applied field
B forms a tilt angle θ with respect to the sample plane
[Fig. 4(a)]. The Hall effect shows a perfect sin(θ ) dependence,
as expected [inset in Fig. 4(a)]. The parallel component of B
adds an additional dephasing term �φ for the singlet state and

therefore Eq. (1) becomes

σ (B⊥, B||) − σ (0, B||)

= σ0

[
Ft

(
Bφ

B⊥
,

Bso

B⊥

)
− Fs

(
Bφ + �φ

B⊥

)]
. (5)

Thus, the total magnetoconductance correction
�σ (B⊥, B||) = σ (B⊥, B||) − σ (0, 0) is described by the
sum of Eqs. (3) and (5). Using these equations, we extract
the dependence of �φ as a function of B for B⊥ < Be, in the
diffusive regime [Fig. 4(b)]. Interestingly, the evolution of
�φ with B supports the scenario that the magnetization has
an easy-plane anisotropy, as expected for a thin magnetic
film. For a fixed angle, the value of �φ is determined by
the in-plane component of the total field [Eq. (4)]. The
magnetization primarily lies in the plane, leading to an
increasing �φ at low fields. At large enough values, the
applied field overcomes the in-plane anisotropy and pulls
the magnetization out of the plane, and therefore the in-plane
component of the exchange field drops, leading to a decrease
of �φ [shown schematically in Fig. 4(b)]. Magnetotransport
behaviors similar to those presented above have been
observed in other Hall-bar devices [30]. Moreover, we see
no dependence on the direction between applied field and
current.

In conclusion, by tilting the magnetic field into the sample
plane, we observed a distinct coherent electron interference
effect due to the interplay between the SOC and the mag-
netic exchange interaction arising from local magnetism. The
presence of interfacial ferromagnetic order within each local
region gives rise to a substantial exchange field (tens of tesla)
that couples to the conduction electron spins. The effective ex-
change field leads to a dramatically enhanced Zeeman effect,
which contributes to the localization in the presence of SOC.
This is qualitatively different from the commonly studied case
of magnetic impurity scattering, which leads to the dephasing
of electron waves and weakens the WAL/WL [1,34]. In that
case, the magnetic impurities are small local paramagnets with
no spin correlations or magnetic order, and therefore allow
the conduction electrons to exchange spin angular momentum
during the scattering process, leading to spin-flip dephasing.

The effect we report here is sensitive to the exchange
field and thus also serves as a probe of the local magnetic
moment, since BE ∝ M. In all, our approach, using closed
time-reversed electron paths, allows a highly sensitive method
for determining magnetic moments as small as ∼22 μB on
average and provides detailed information about their col-
lective anisotropy and mutual couplings. It is a broadly ac-
cessible approach based on magnetotransport measurements
and does not require any magnetometery equipment. It is
also interesting to note that the most common magnetometry
techniques, such as the superconducting quantum interference
device (SQUID) or Kerr effect, typically lack the necessary
sensitivity to detect and quantify such small moments, par-
ticularly in the superparamagnetic regime. While the effect
is observed here at the epitaxial interface between NTO and
STO, it is expected to be relevant for other ferromagnetic and
antiferromagnetic 2D systems.
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