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In order to calculate x-ray emission spectroscopy (XES) spectra, we apply the GW +Bethe-Salpeter equation
(GW + BSE) method on a basis of extended quasiparticle theory, which enables one to treat an arbitrary
excited state as an initial state, because the initial state in the XES process is a highly excited state with a
core hole. Compared to the preexisting experimental data of XES fluorescence photon energy, the calculated
GW + BSE results give values with about 1-eV accuracy, which is comparable to the previous results using
the time-dependent density functional theory with the short-range corrected exchange-correlation functional, the
equation of motion-coupled cluster single and double, and delta self-consistent field methods. Our GW + BSE
results reproduce corresponding experimental XES spectra without missing any peak. The method can assign
the excitonic configuration of each peak in XES spectra with the quasiparticle levels. As a result, the analysis of
excitonic structure for each peak gives obvious interpretation concerning the relation between excitonic states
and valence states.
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I. INTRODUCTION

Recent advances in x-ray sources have led to progress
in spectroscopic techniques in the x-ray region [1]. These
techniques involve an excitation of a core electron, which can
provide an atom specific probe of electronic structures as a
powerful analytical tool used in many research fields [2,3]. As
a new experimental tool, x-ray emission spectroscopy (XES)
has been recognized as a useful technique for chemical analy-
ses which give the information of valence electrons [4,5].

Theoretical calculations can play an important role in the
analysis and interpretation of experimental spectra. Espe-
cially, ab initio calculations are becoming important tools in
x-ray analysis studies [6]. Figure 1 shows the x-ray photo-
processes of x-ray photoelectron spectroscopy (XPS), x-ray
photoabsorption spectroscopy (XAS), and XES, respectively.
While the initial state in both XPS and XAS processes is the
ground state, the initial state in the XES process is the excited
state with one core hole. Thus, the calculation of XES has
a characteristic issue of describing the highly excited initial
state which involves the screening effect with a core hole.
This problem does not exist in XPS and XAS processes. It
is important to perform predictive XES calculations, which
match experimental spectral features and absolute energies.
In recent years, ab initio calculation methods for the XES
process have been developed [7–13].

Here, we will shortly review the previous studies of ab
initio calculations related to the x-ray photoanalysis. Bagus
showed the pioneering simulation of the XPS process by the
Hartree-Fock (HF) method, which introduced the electronic
relaxation of the molecular systems with a core hole [14].
This approach is now called the delta self-consistent field
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(�SCF) method [15]. Using the �SCF(HF) method, Ågren
and Nordgren studied the XES spectra for the first time [16].
In order to obtain the transition energies and the intensities of
XES spectra, Besley and Asmuruf [9] applied �SCF(B3LYP),
time-dependent density functional theory (TD-DFT) [17],
and equation of motion-coupled cluster single and double
(EOM-CCSD) [18] methods, which enable one to calculate
XES spectra in an analogous approach of calculating XAS
spectra. With respect to the x-ray fluorescence photon en-
ergies, the TD-DFT results with BLYP [19–21] and B3LYP
[20,22,23] exchange-correlation functionals showed large de-
viations from the experimental data. The EOM-CCSD and
the �SCF(B3LYP) results gave good agreements with the
experimental data, but there remain some problems about
the spectral information of XES. For example, the number
of peaks in XES spectra is different from the experiment in
the carbon K-edge XES spectrum of the CH3OH molecule in
Ref. [9]. Originally, XES was used as a technique of chemical
analysis for the valence electronic structure. If there is a lack
of peaks in XES spectra, it may give incorrect interpretation
in chemical analysis. In order to avoid this kind of error, it
may be required to treat the initial- and final-state effects
of the XES process appropriately. However, the method is
extremely complicated and the excited-state calculation has to
be performed one by one. Moreover, the �SCF method using
density functional theory (DFT) [24,25] is not guaranteed for
the XES process since DFT cannot be applied to the excited
state having a core hole.

In these situations, an alternative method to give accurate
x-ray fluorescence photon energy and to represent valence
electronic structure of XES spectra is needed. The Green’s-
function approach in many-body perturbation theory [26]
can be a solution to overcome this difficulty of the XES
simulation. There are some favorable properties in many-body
perturbation theory to apply for XES simulations. The first
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FIG. 1. Schematic image of the x-ray photoanalysis process in x-ray photoelectron spectroscopy, x-ray photoabsorption spectroscopy, and
XES.

property is that the excitation spectra such as XPS, XAS, and
XES can be directly treated by solving the Dyson equation
or the Bethe-Salpeter equation (BSE) [27–33] in many-body
perturbation theory. In fact, recent ab initio studies using the
Green’s-function approach showed the accurate prediction of
core electron binding energy in XPS simulations [34–36].
Especially, the GW +Bethe-Salpeter equation (GW + BSE)
method has been widely used for simulating the XAS spectra
in molecule, cluster, and solid systems [37–40]. The success
of the Green’s-function approach in XPS and XAS simula-
tions results from the accurate description of the screening
effect due to the core hole state within the GW approximation
(GWA) [41–44]. The second property is that the Green’s-
function approach can treat an arbitrary excited state as an
initial state, which was recently established as extended quasi-
particle theory [45]. This property allows one to make the
initial state with a core hole the input electronic configura-
tion and offer a powerful justification to apply the Green’s-
function method to XES simulations. There are a few XES
or resonant inelastic x-ray scattering (RIXS) studies using
the Green’s-function method [46–48]. However, they assume
the N electron ground state as the initial state and perform a
simple GW + BSE calculation for the valence excitation only.
They treat the N electron process, not the N − 1 electron pro-
cess. Furthermore, they rely on some empirical parameters,
which become an issue with predictive performance for XES
simulations. In contrast, our initial state is the N − 1 electron
excited state with a deep core hole, where one electron is
emitted from the core level to the vacuum level. Extended
quasiparticle theory allows us to do this. Moreover, we do
not use any empirical parameter at all in our calculation.
In our approach, the initial state of the density functional
theory GW + (DFT + GW) calculations is the core-excited
system. Then we will apply the BSE, which places the excited
electron into the core hole. The reader might be expecting that
DFT + GW is for the ground state and the x-ray BSE creates
a core hole. However, the opposite is true in our method.
Thus, our method, using extended quasiparticle theory, is
apparently different from the previous XES or RIXS studies,
which start with the N electron ground state as the initial
state.

There also remains a problem of basis functions to rep-
resent the wave functions of the initial state in the XES
process. The electronic structure calculations in quantum
chemistry usually use the Gaussian basis functions, which are
not always suited to represent the excited-state wave functions
with screening effect owing to its basis set incompleteness.
To overcome the basis set incompleteness, we apply the all-
electron mixed basis functions [49] for the quasiparticle wave
functions, which have been used successfully in our previous
study [34]. Using this approach, we can keep the accuracy
of the GW + BSE method with the all-electron mixed basis
functions for simulating XES spectra.

The purpose of this paper is to demonstrate that the GW +
BSE method has enough capability to estimate accurate x-
ray fluorescence photon energy in small molecular systems.
Moreover, we will assign excitonic states with our calculated
spectra and discuss the relationship between BSE wave func-
tions and quasiparticle wave functions of valence electrons.

II. METHODS

In this paper, we consistently adopt the GW + BSE method
for XES calculations as a Green’s-function approach in an all-
electron formalism. In this section, we briefly introduce the
GW + BSE method within the Tamm-Dancoff approximation
(TDA) [50] for spin-polarized systems. We use the shorthand
notation 1 = (r1, σ1, t1), which stands for position, spin, and
time.

Within the GWA, �GW = iGW , the one-shot GW method
[51,52] gives the quasiparticle (QP) energy εQP of a state
(n, σ ) as

εQP
n,σ = εKS

n,σ + Zn,σ 〈 n, σ | [�GW
σ

(
r, r′; εKS

n,σ

)
−V KSxc

σ (r)δ(r − r′)
] | n, σ 〉, (1)

where the renormalization factor Zn,σ is defined as

Zn,σ =
[

1 − ��GW
σ

�ε
| ε=εKS

n,σ

]−1

. (2)

εKS
n,σ , and V KSxc

σ represent the Kohn-Sham (KS) eigenvalue of
a state (n, σ ), and the KS exchange-correlation function in
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DFT, respectively [24,25]. In the one-shot GW method, the QP
wave functions are replaced by the KS wave functions, i.e.,
φQP

n,σ � φKS
n,σ = | n, σ 〉. Moreover the QP energy dependency

of the self-energy within the GWA is treated by the linear
extrapolation technique.

The BSE for the two-particle correlation function
L(1, 2; 1′, 2′) is written as

L(1, 2; 1′, 2′) = G1(1, 2′)G1(2, 1′)

+
∫

d (3456)G1(1, 3)G1(4, 1′)�(3, 5; 4, 6)

× L(6, 2; 5, 2′), (3)

where G1 is the one-particle Green’s function and � is the
BSE kernel function representing the interaction between the
single QPs. The BSE kernel function � is given by the
functional derivative as

�(3, 5; 4, 6) = ∂�(3, 4)

∂G1(6, 5)
. (4)

The BSE of Eq. (3) may be regarded as a variant of the
Dyson equation for the two-particle Green’s function. In the
formulation of Eq. (3), the BSE has the electron-electron,
the hole-hole, and the electron-hole channels. The BSE of
the electron-hole channel is transformed into an eigenvalue
problem as discussed by Strinati [29]. In the case of the
GWA and the TDA, the resulting BSE Hamiltonian for spin-
polarized systems is represented as the 2 × 2 block matrix of
the ↑↑ - ↓↓ subspace:(

D↑↑ + X↑↑ X↓↑
X↑↓ D↓↓ + X↓↓

)
·
(

Aλ
↑↑

Aλ
↓↓

)
= �λ

(
Aλ

↑↑
Aλ

↓↓

)
, (5)

where �λ, D, and X mean the transition energy of the exci-
tonic state λ, the direct term, and the exchange term, respec-
tively. The direct and exchange terms of the BSE Hamiltonian
are given by

X σ,σ ′
n1,m1;n2,m2

=
∫

φQP
n1σ

∗
(r1)φQP

m1σ
(r1)v(r1 − r2)

× φ
QP
n2σ ′ (r2)φQP

m2σ ′
∗
(r2)dr1dr2 (6)

and

Dσ,σ
n1,m1;n2,m2

(�λ) = (
εQP

n1σ
− εQP

m1σ

)
δn1,n2δm1,m2 − i

2π

∫
dr1dr2dωφQP

n1σ

∗
(r1)φQP

m1σ
(r1)W (r1, r2, ω)φQP

n2σ
(r2)φQP

m2σ

∗
(r2)

×
[

1

�λ − ω − (
ε

QP
n2σ − ε

QP
m1σ

) + 1

�λ + ω − (
ε

QP
n1σ − ε

QP
m2σ

)
]
, (7)

respectively. The eigenvector of the BSE Aλ
nσ,mσ and the QP

wave function φQP
nσ (r) constitute the exciton wave functions

as

χλ
σ,σ (r1, r2) =

occ∑
n

emp∑
m

Aλ
nσ,mσ φQP

nσ (r2)φQP
mσ

∗
(r1) (8)

in the TDA. Thus, the BSE eigenvector Aλ
nσ,mσ gives the

relationship between the QP state and the excitonic state.
The fluorescence photon emission spectra of XES are given

by the imaginary part of the macroscopic dielectric function
εM [31]. In the TDA, the macroscopic dielectric function is
calculated using the following equation:

εTDA
M (ω) = 1 + lim

q→0
v(q)

×
∑

λ

∣∣∣∣∣
∑

σ

occ∑
n

emp∑
m

〈 nσ | e−iq·r | mσ 〉Aλ
nσ,mσ

∣∣∣∣∣
2

�λ − ω
.

(9)

III. COMPUTATIONAL DETAILS

In this section we will describe computational details for
the XES simulation in the GW + BSE method. In this paper,
we use the all-electron mixed basis program, TOMBO, in
which both plane waves (PWs) and numerical atomic orbitals
(AOs) are used as basis functions [49]. We select CH4, NH3,
H2O, and CH3OH molecules as target systems. Besley and

Asmuruf [9] already calculated the XES spectra for these
molecules using other ab initio methods, e.g., TD-DFT, EOM-
CCSD, and �SCF(B3LYP) methods. These target molecules
have also experimental XES data in previous studies [55–58].
We take the input coordinates of these target molecules from
the PUBCHEM3D data [53].

Since the initial state of XES is excited, we set the elec-
tronic configuration as N − 1 electrons with a core hole.
Our calculation procedure is as follows. First, we perform
the DFT-SCF calculation of the spin-polarized N − 1 system
and determine the KS eigenvalues and wave functions, which
include the screening effect induced by a core hole. Second,
using the resulting KS eigenvalues and wave functions, we
calculate the QP energies using the one-shot GW method.
Finally, the BSE is solved within the TDA.

All our GW + BSE calculations begin with the DFT
calculation in the local-density approximation (LDA). We use
Perdew-Zunger’s exchange-correlation functional [54] for
the DFT-SCF calculation. Furthermore, all our calculations
include semirelativistic effects (mass-velocity and Darwin
terms) in the LDA level for the sake of highly accurate
calculations. In the one-shot GW and the BSE calculations,
the generalized plasmon pole model (GPP) is applied to the
dynamical screened Coulomb interaction in the correlation
term of the GW self-energy [51] and the direct term of the
BSE Hamiltonian [28]. As shown in Eq. (7), the matrix
element of the BSE direct term D depends on the transition
energy �λ. In order to treat this dependency, it is required to
solve the BSE iteratively in the same way as in Ref. [28].
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TABLE I. Molecules, cell parameters (simple cubic), atomic orbitals (AOs), cutoff energies for plane waves E cutoff
PW , exchange E cutoff

x and
correlation E cutoff

c , and the number of levels used in the GW+BSE calculations.

Molecule Cell AO E cutoff
PW E cutoff

x E cutoff
c Number

parameter PW exchange correlation of
(Å) (Ry) (Ry) (Ry) levels

CH4 a = b = c = 12.0 C1s 30.7 155.5 17.3 2000
NH3 a = b = c = 10.0 N1s 69.1 276.4 24.9 2000
H2O a = b = c = 10.0 O1s 63.7 276.4 24.9 2500
CH3OH a = b = c = 14.0 (C,O)1s 47.4 124.6 18.3 3000

Computational conditions such as cell parameters, AOs,
cutoff energies for PWs, the Fock term of the GWA �x, the
correlation term of the GWA �c, and the number of levels for
target molecules are listed in Table I. All calculations in this
paper used periodic boundary conditions. Thus, in order to
treat the isolated systems, we used the spherical cut approach
for the Coulombic interactions [28].

IV. RESULTS AND DISCUSSION

Here, we will show the calculated GW + BSE results and
compare them with the preexisting XES data.

A. X-ray fluorescence photon energy

Table II lists both experimental and calculated XES flu-
orescence photon energies of molecular systems CH4, NH3,
H2O, and CH3OH. Figure 2 shows both experimental and
calculated XES spectra of these molecular systems.

CH4 has one peak in the carbon K-edge spectrum of
XES, where the calculated photon energy is 278.3 eV. Com-
paring with the corresponding experimental photon energy
276.3 eV, the deviation is 2.0 eV for CH4. Our GW + BSE
result of NH3 has two peaks at 391.1 and 396.7 eV in the
nitrogen K-edge spectrum of XES. There are corresponding

experimental photon energies at 388.8 and 395.1 eV. The de-
viations between our GW + BSE results and the experimental
data are 2.3 and 1.6 eV for NH3. Our GW + BSE result for the
H2O molecule has three peaks at 523.0, 526.8, and 529.2 eV.
The corresponding experimental photon energies are 521.0,
525.1, and 527.0 eV. The deviations of the GW + BSE result
from experimental data are 2.0, 1.7, and 2.2 eV. For CH3OH,
our calculated photon energies are 275.7, 278.2, 279.0, 280.8,
and 281.4 eV, while the corresponding experimental data are
274.8, 276.6, 277.4, 279.5, and 281.2 eV. The deviations
between our GW + BSE results and the experimental data are
0.9, 1.6, 1.6, 1.3, and 0.2 eV for CH3OH.

Although there is an overestimation of about 1 eV,
the GW + BSE results give fairly good agreements with
the corresponding experimental photon energies. Concerning
CH3OH, the mean absolute error (MAE) of the calculated
GW + BSE results is 1.1 eV, whereas the MAEs of preexist-
ing TD-DFT data are 10.4, 6.5, and 1.7 eV for BLYP, B3LYP,
and short-range corrected (SRC) [59] exchange-correlation
functionals, respectively. The MAEs of the preexisting EOM-
CCSD and �SCF(B3LYP) results are 0.9 and 0.8 eV, although
two peaks are missing in all these preexisting results for
CH3OH. In terms of the accuracy of XES fluorescence photon
energies, our GW + BSE method clearly outperforms the

TABLE II. Computed x-ray fluorescence photon energies using the GW+BSE with the TDA (in eV) and preexisting TD-DFT, EOM-
CCSD, and �SCF results and experimental data.

Molecule Experimental GW+BSE TD-DFT a EOM-CCSD a �SCF a Expt.

assignment (BLYP) (B3LYP) (Short-range corrected) (B3LYP)

CH4 1t2 → 1a1 278.3 286.4 283.3 279.5 276.2 276.8 276.3 b

NH3 1e → 1a1 391.1 399.5 395.8 390.8 388.0 388.2 388.8 c

2a1 → 1a1 396.7 406.3 403.0 399.0 395.6 395.3 395.1 c

H2O 1b2 → 1a1 523.0 534.3 530.0 524.0 521.0 520.9 521.0 d

3a1 → 1a1 526.8 538.2 534.3 528.9 525.4 525.0 525.1 d

2a1 → 1a1 529.2 540.0 536.2 531.3 527.8 527.2 527.0 d

CH3OH 5a′ → 2a′ 275.7 274.8 e

1a′′ → 2a′ 278.2 276.6 e

6a′ → 2a′ 279.0 287.5 284.1 279.8 276.6 278.0 277.4 e

7a′ → 2a′ 280.8 290.1 286.1 281.5 278.7 280.4 279.5 e

2a′′ → 2a′ 281.4 291.7 287.4 282.0 280.0 282.0 281.2 e

aRef. [9].
bRef. [55].
cRef. [56].
dRef. [57].
eRef. [58].
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FIG. 2. The experimental and calculated XES spectra of CH4, NH3, H2O, and CH3OH molecules and the BSE wave functions calculated
by the GW + BSE method. The experimental spectra are cited from Refs. [55–58].

TD-DFT method with BLYP and B3LYP functions. More-
over, the accuracy of the GW + BSE method is comparable to
the EOM-CCSD and �SCF(B3LYP) methods for the purpose
of predicting the XES photofluorescence energies.

B. Spectral assignment

In what follows, we discuss the excitonic effect and the
structure of the BSE wave function in the case of XES spectra.
We show the calculated and experimental XES spectra with
the BSE wave functions in Fig. 2, and the QP energy diagrams
with the QP wave functions in Fig. 3. In Figs. 2 and 3, the
QP wave functions are real and plotted both positive and
negative values. These BSE wave functions are calculated by
using Eq. (8), in which the hole position rh is fixed at the
center position of an excited atom. In order to understand
the assignment of excitonic states, we investigated the relation
between the QP wave functions and the BSE wave functions.
The GW + BSE method solves the eigenvalues �λ and the
eigenvectors Aλ

vc of the BSE Hamiltonian. The eigenvalues
and eigenvectors correspond to the exciton excitation (deex-
citation) energies and the amplitude for the exciton transi-
tion probabilities. Thus, for each XES deexcitation energy
�λ = �Sn , we can obtain the corresponding exciton transition

probability from each valence electron state φv (re) to the

1s core-hole state of an excited atom φ1s(rh) as |ASn
v,1s|

2
.

Table III shows the valence electron contributions to each
excitonic state Sn in XES spectra. The sum of |ASn

v,1s|
2

over
the valence electron states is unity in every excitonic state.

That is, each valence contribution |ASn
v,1s|

2
means the ratio of

the state hybridization in the excitonic state Sn.
Figure 2(d) shows the carbon K-edge XES spectrum of

CH3OH. Both the preexisting experimental and present cal-
culated spectra have five peaks. We labeled the five peaks
as Sn (n = 1–5), where S1, S2, S3, S4, and S5 correspond to
the deexcitation energies of the GW + BSE results at 275.7,
278.2, 279.0, 280.8, and 281.4 eV, respectively. In Fig. 2(d),
we also show the BSE wave functions corresponding to each
peak Sn. The excitonic state S1 at 275.7eV has the valence
electron contributions 64.8, 29.6, 4.3, and 1.3% from HOMO-
4, HOMO-1, HOMO-5, and HOMO-2, respectively. We ne-
glected some levels the contributions of which are less than
1%. The excitonic state S2 at 278.2 eV has the valence electron
contributions 73.7 and 26.2% from HOMO-3 and HOMO,
respectively. Since both of these orbitals are antisymmetric
around the carbon atom, there is no visible amplitude in the
BSE wave function for S2. The excitonic state S3 at 279.0 eV
has the valence electron contributions 71.0, 23.1, 2.7, and
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FIG. 3. The calculated QP energy diagrams and the QP wave functions of valence electrons.

2.4% from HOMO-2, HOMO-1, HOMO-4, and HOMO-5
states, respectively. The excitonic state S4 at 280.8 eV has
more than 1% contributions 46.8, 28.9, and 24.2% from
HOMO-1, HOMO-4, and HOMO-2 states, respectively. In
this state, also, these orbitals are antisymmetric around the
carbon atom, and no amplitude is seen in the BSE wave
functions. The excitonic state S5 at 281.4 eV has more than
1% contributions 73.7 and 26.2% from HOMO and HOMO-3
states, respectively. The excitonic states S1, S2, S3, S4, and
S5 have the largest contribution from HOMO-4, HOMO-3,
HOMO-2, HOMO-1, and HOMO states, respectively. From
these results, the obtained excitonic states align in the same
order as the QP eigenstates with respect to the excitation
energies. However, the state hybridization affects the relative
peak position of excitons in the XES spectrum.

In Fig. 2(d), five excitonic states can be classified into
two types, i.e., nonsymmetric type and antisymmetric type. S2

and S5 excitonic states are the antisymmetric-type excitons.
From the above analysis of the valence electron contributions,
the QP wave functions of HOMO and HOMO-3 states make
the main contributions to the antisymmetric-type excitons.
Both HOMO and HOMO-3 wave functions are antisym-
metric with respect to a plane containing carbon, oxygen,
and hydrogen atoms. There are only two antisymmetric-
type excitons because of the combination of two QP wave
functions. On the other hand, S1, S3, and S4 excitonic states
are the nonsymmetric-type excitons. The QP wave functions
of HOMO-1, HOMO-2, HOMO-4, HOMO-5, and HOMO-6
states have no symmetry in the CH3OH molecule. In these
five excitonic states, HOMO-6 and HOMO-5 states do not

TABLE III. Valence electron contributions |ASn
vc|2 to each excitonic state Sn.

Excitonic �Sn |ASi
vc|2

Molecule state HOMO-6 HOMO-5 HOMO-4 HOMO-3 HOMO-2 HOMO-1 HOMO Total

CH4 S1 278.3 0.0 0.938 0.0211 0.0412 1
S2 278.3 0.0 0.0438 0.888 0.681 1
S3 278.3 0.0 0.249 0.00548 0.746 1

NH3 S1 391.1 0.0 0.996 0.00431 0.0 1
S2 391.1 0.0 0.00166 0.998 0.0 1
S3 396.7 0.000788 0.0 0.0 0.999 1

H2O S1 522.8 0.0 0.999 0.0 0.0 1
S2 526.6 0.00355 0.0 0.996 0.0 1
S3 528.9 0.0 0.0 0.0 0.999 1

CH3OH S1 275.7 0.0 0.0428 0.648 0.0 0.0132 0.296 0.0 1
S2 278.2 0.0 0.0 0.0 0.737 0.0 0.0 0.262 1
S3 279.0 0.00737 0.0238 0.0272 0.0 0.710 0.231 0.0 1
S4 280.8 0.000117 0.000371 0.289 0.0 0.242 0.468 0.0 1
S5 281.4 0.0 0.0 0.0 0.262 0.0 0.0 0.737 1
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TABLE IV. The BSE transition energies �Sn , the QP energy differences (εcore − εvalence), and the excitonic energy contribution �Sn −
(εcore − εvalence ) (in eV) for each of the XES spectra calculated by the GW+BSE method.

Molecule assignment BSE transition energies QP energy differences Excitonic contributions

CH4 S1(C1s → HOMO − 2) 278.3 263.3 15.0
S2(C1s → HOMO − 1) 278.3 263.3 15.0
S3(C1s → HOMO) 278.3 263.3 15.0

NH3 S1(N1s → HOMO − 2) 391.1 374.0 17.1
S2(N1s → HOMO − 1) 391.1 374.0 17.1
S3(N1s → HOMO) 396.7 378.4 18.3

H2O S1(O1s → HOMO − 2) 523.0 502.1 20.4
S2(O1s → HOMO − 1) 526.8 504.5 22.4
S3(O1s → HOMO) 529.2 506.3 22.9

CH3OH S1(C1s → HOMO − 4) 275.7 264.2 11.5
S2(C1s → HOMO − 3) 278.2 264.7 13.5
S3(C1s → HOMO − 2) 279.0 265.8 13.2
S4(C1s → HOMO − 1) 280.8 269.0 11.8
S5(C1s → HOMO) 281.4 271.3 10.1

make a large contribution to these excitonic states, since these
are forbidden transitions. Therefore, the remaining QP wave
functions of HOMO-1, HOMO-2, and HOMO-4 states make
the main contributions to the nonsymmetric-type excitons,
respectively. In the previous study [9], the carbon K-edge
spectrum of CH3OH has only three peaks in the results of both
TD-DFT(B3LYP) and EOM-CCSD. It is difficult to interpret
the spectral assignment from such results. On the other hand,
our GW + BSE results clearly exhibited five peaks in the XES
spectrum, which agrees with the experimental data [58]. From
these results the GW + BSE has the capability to predict and
interpret the XES spectra more accurately than TD-DFT and
EOM-CCSD approaches.

In Figs. 2(a), 2(b) and 2(c), we show the K-edge XES
spectrum and the BSE wave functions of CH4, NH3, and H2O
molecules. Although CH4, NH3, and H2O have 1, 2, and 3
peaks, respectively, as shown in Figs. 2(a), 2(b) and 2(c), these
molecules have three excitonic states in common. We called
each excitonic state as Sn (n = 1–3) in the same manner as
the CH3OH case. In Fig. 2(a), the XES spectrum of CH4

has threefold degenerate excitonic states at 278.3 eV. These
degenerate excitonic states are originated from the valence
electron states of CH4. As shown in Fig. 3(a), it can be
confirmed that there are triply degenerate QP energy levels at
−24.9 eV. We also listed the valence electron contribution to
the excitonic states S1, S2, and S3 at 278.3 eV in Table III.
The main valence electron contributions to the S1, S2, and
S3 excitonic states are 88.8% from HOMO-1, 93.8% from
HOMO-2, and 74.6% from HOMO, respectively.

The excitonic states of XES spectra for NH3 and H2O
molecules can be interpreted in the same way as in the
above discussion. In Fig. 2(b), the XES spectrum of the NH3

molecule has S1 and S2 excitonic states degenerate at 391.1 eV
and the S3 excitonic state at 396.7 eV. For this NH3 case,
the main valence electron contributions to the S1, S2, and
S3 excitonic states are 99.6% from HOMO-2, 99.8% from
HOMO-1, and 99.9% from HOMO, respectively. On the other
hand, the XES spectrum of H2O in Fig. 2(b) has the S1, S2, and
S3 excitonic states at 523.0, 526.8, and 529.2 eV, respectively.
From Table III, the main valence electron contributions to

the S1, S2, and S3 excitonic states are 99.9% from HOMO-2,
99.6% from HOMO-1, and 99.9% from HOMO, respectively.
The BSE eigenstates of H2O and NH3 are almost equal to the
QP states. This is due to the energy splitting and the different
symmetries. In H2O, for example, there are only three valence
electrons which can refill a core orbital and the symmetries of
all these three states are different. Thus, the BSE eigenstates
of H2O and NH3 strongly reflect the QP states. In this way, the
eigenvector of BSE for each peak gives obvious interpretation
concerning the relation between excitonic state and valence
state.

C. Excitonic effect

Finally, we will discuss the excitonic effect on the x-ray
fluorescence photon energies in the XES process. Table IV
lists the BSE transition energies and the QP energy differences
which were previously assigned for each peak in the XES
spectra of Figs. 2 and 3. The BSE transition energies �Sn

of XES photoprocesses include the excitonic effect between
the core hole state and the valence electron state, whereas
the QP energy differences between these states εQP

core − ε
QP
valence

do not include the excitonic effect. Therefore, the difference
�Sn − (εQP

core − ε
QP
valence ) means the excitonic contribution to the

XES fluorescence photon energy.
The absolute mean values of the excitonic contributions for

the carbon K-edge spectra of CH3OH, carbon K-edge spectra
of CH4, oxygen K-edge spectra of H2O, and nitrogen K-edge
spectra of NH3 are 12.0, 15.0, 22.0, and 17.5 eV, respectively.
Overall results show a tendency for the differences �λ −
(εQP

core − ε
QP
valence ) to be positive. However, in general, the dif-

ferences �λ − (εQP
core − ε

QP
valence ) of photoabsorption processes

are negative values. This fact can be interpreted as follows.
For photoabsorption processes, the BSE gives excitonic

effects which represent binding energies between electron-
hole interactions; on the other hand, the BSE excitonic effects
in the XES process appear as release energies. Moreover,
the initial state in the XES process obtained by the extended
quasiparticle method includes the screening effect induced
by a core hole at the outset. Therefore this initial state is

075149-7



TSUBASA AOKI AND KAORU OHNO PHYSICAL REVIEW B 100, 075149 (2019)

already a bound state within the one-shot GW approximation.
In the XES process, the valence electron decay to refill a core
hole relaxes this bound state and releases x-ray fluorescence
photon energy.

V. CONCLUSION

In summary, we developed a method of calculating XES
using the GW + BSE method. The method enables one to
calculate XES all at once in a single calculation. The target
systems are CH4, NH3, H2O, and CH3OH molecules, which
include the chemically important K-edge XES spectra of
carbon, nitrogen, and oxygen atoms in the soft-x-ray regime.
We found two outcomes in the present paper.

First, our results show that the GW + BSE method with the
TDA and GPP model gives the fluorescence photon energies
of XES with about 1-eV accuracy compared to the exper-
imental data. This accuracy is comparable to the previous
results using the TD-DFT with the SRC exchange-correlation
functional, EOM-CCSD, and �SCF results. In terms of the
computational scalability, the GW + BSE method is advanta-
geous to the EOM-CCSD method. The EOM-CCSD calcula-
tion with the localized basis scales as N6. On the other hand,
the GW + BSE calculation using the reciprocal-lattice space
representation scales as N4. Second, we explored the excitonic
structure on XES simulation. We put emphasis on the fact that
the calculated GW + BSE results reproduce corresponding
XES spectra without missing any peak. As an important merit,
the GW + BSE method can assign excitonic configuration of
each peak in XES spectra with the QP levels. This means that
the analysis of excitonic structure for each peak gives obvious
interpretation concerning the relation between excitonic state
and valence state.

Our GW + BSE calculation is based on the extended
quasiparticle approach, which enables an arbitrary excited

state as an initial state. This property gives the accurate elec-
tronic structure for the initial state in the XES process, which
includes the screening effect induced by one core hole. From
these results showing a good agreement with the preexisting
experimental data, we conclude that the present GE+BSE
method has enough capability to simulate XES spectra.

There is the potential for future work on the topic of ab
initio XES calculations. There remain slight errors in our
calculated results both in the XES transition energies and
in the the spectral intensities. We infer these errors from
several approximations, such as the plasmon-pole model and
one-shot methods. Thus, the full-frequency integration and the
self-consistent GW calculations will be desirable for more ac-
curate investigations. In order to apply our approach to L-edge
XES spectra, spin-orbit coupling is required. For more precise
discussion, the vibration effect [60–62] is also important, but
this is beyond the scope of the present paper and left for future
work.
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