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Nonlinear I-V characteristics of two-dimensional superconductors: Berezinskii-Kosterlitz-Thouless
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One of the hallmarks of the Berezinskii-Kosterlitz-Thouless (BKT) transition in two-dimensional supercon-
ductors is the universal jump of the superfluid density that can be indirectly probed via the nonlinear exponent of
the current-voltage I-V characteristics. Here, we compare the experimental measurements of I-V characteristics
in two cases, namely NbN thin films and SrTiO3-based interfaces. While the former display a paradigmatic
example of BKT-like nonlinear effects, the latter do not seem to justify a BKT analysis. Rather, the observed
I-V characteristics can be well reproduced theoretically by modeling the effect of mesoscopic inhomogeneity of
the superconducting state. Our results offer an alternative perspective on the spontaneous fragmentation of the
superconducting background in confined two-dimensional systems.
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I. INTRODUCTION

The progress in material science has made nowadays avail-
able a wide class of systems with thickness ranging from a few
nanometers down to the atomic-layer limit. The possibility to
engineer these effectively two-dimensional (2D) materials in
field-effect devices opens also the exciting possibility to tune
their quantum-mechanical ground state by changing the elec-
tron density. In some remarkable cases, including transition-
metal dichalcogenides [1], SrTiO3-based oxide interfaces [2],
such as LaAlO3/SrTiO3 and LaTiO3/SrTiO3 (LTO/STO),
and the recently discovered twisted graphene [3], the ground
state can be continuously tuned from metallic/insulating to
superconducting (SC). How the reduced dimensionality influ-
ences both phases is still a largely open question, which chal-
lenges our basic understanding of the collective fluctuations
in 2D systems.

A particularly interesting issue about 2D SC materials
regards the very nature of the SC transition, that is expected
to belong to the same Berezinskii-Kosterlitz-Thouless (BKT)
universality class of the 2D XY model [4–6]. This expectation
holds in particular when the system is thin and dirty enough
that the Pearl length exceeds the sample size and screening
effects due to charged supercurrents can be neglected [7].
The relevant excitations in this case are topological vortexlike
configurations of the phase, and the energy scale is set by the
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superfluid stiffness Js = h̄2ns/4m = h̄2c2d/16πe2λ2, where
ns is the 2D superfluid density, λ the penetration depth, and d
the film thickness. Within the BKT scenario, the transition to
the normal state is driven by the thermal unbinding of vortex-
antivortex pairs, that leads to specific signatures, the most
striking being the discontinuous jump [8] of Js from a finite
value right below TBKT to zero above it, with an universal ratio
Js(T −

BKT)/TBKT = 2/π . This feature is in principle observable
via direct measurements of λ(T ), or it can be inferred from
the nonlinear exponent of the I-V characteristics [9], that is
ruled by the breaking of vortex-antivortex pairs induced by a
large enough current.

In practice, the experimental observation of the BKT tran-
sition in real systems is far from being straightforward. In
clean thick films, Js is much larger than the critical temper-
ature, so that the temperature TBKT where Js(TBKT) � TBKT is
indistinguishable from the Tc at which pairing disappears. In
few-nanometer thick films of conventional superconductors,
like NbN or MoGe, ns (and then Js) is strongly suppressed
by disorder [10–20], making the BKT scale experimentally
accessible. A similar condition can be reached in STO-based
interfaces, where an extremely fragile SC condensate was
recently reported [21–23]. However, in both cases, the sup-
pression of the stiffness comes along with an increasing
inhomogeneity of the SC background, questioning the very
applicability of the standard theoretical expectations based on
the clean XY model [17,24–31]. In the case of thin films of
conventional superconductors the SC backgrounds fragments
into islands with typical size of tens of nanometers [32–38],
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as indeed theoretically predicted when the phase-coherent
SC state competes with the localization effects due to strong
disorder [39–44]. As a consequence, the superfluid-density
jump is smeared out but is still observable either via the
direct measurement of the inverse penetration depth [13–20],
or via the measurement of the exponent of the nonlinear
I-V characteristics near Tc [10–12]. On the other hand, for
STO-based interfaces, there has been increasing evidence
that the SC background fragments in islands of larger size
[45–50], explaining, e.g., the considerable broadening of the
resistive transition as percolation via a network of SC puddles
[25,51,52]. In this case, the inhomogeneity can be triggered
both by extrinsic effects, like domain structures in the STO
substrate [53–56], and by intrinsic ones, like an electronic
phase separation due either to the nonrigidity of the band
structure at the interfacial potential well [48], or to a strong
density-dependent Rashba spin-orbit coupling [57]. For what
concerns the BKT physics, the direct measurement of the Js is
rather challenging, and few experimental reports exist so far
[21–23]. As a consequence, the occurrence or not of a BKT-
like transition has been usually inferred from the analysis of
the I-V characteristics [46,58–60].

In this paper, we analyze the role of SC inhomogeneity
in the nonlinear I-V characteristics of 2D superconductors.
We compare two paradigmatic systems: NbN thin films and
STO-based interfaces. In the former case, we show that
the superfluid-stiffness behavior extracted from the measure-
ments of the I-V characteristics is consistent with the direct
measurements of λ−2, and both are compatible with a BKT
transition, even if the BKT universal jump is smeared by
disorder [17,19,27,30]. In contrast, for STO-based interfaces
the nonlinearity of the I-V characteristics cannot be simply
ascribed to vortex-antivortex unbinding triggered by a large
current, as it happens within the BKT scheme, since this
would lead to dramatically overestimate the BKT transition
temperature. We then argue that in these systems the nonlin-
earity of the I-V characteristics is due to the pair-breaking ef-
fect in the weaker SC regions, as the driving current increases,
see Fig. 1. By modeling this mechanism within an effective
medium (EM) theory, we can reproduce a I-V nonlinearity
in qualitative agreement with the experiments, suggesting
that mesoscopic inhomogeneity can essentially hinder the
observation of BKT effects at these interfaces.

The plan of the paper is the following. In Sec. II, we
show the experimental results for the I-V characteristics in
two paradigmatic cases, a NbN thin film and a STO-based
sample. While in the former case a paradigmatic example of
BKT physcis is found, in the latter pursuing a BKT analysis
lead to clear inconsistencies. In Sec. III, we then discuss
an alternative model to explain the observed nonlinearity in
STO-based systems, and we compare it with the experiments.
Section III contains the concluding remarks. In Appendix A,
we give more details on the penetration-depth measurements
in the NbN sample, and Appendix B contains additional
information on the theoretical model of Sec. III.

II. EXPERIMENTS

Let us start with the case of a 3-nm-thick NbN film
grown on single crystalline MgO substrate. Details of sample

I

SC. SC.
normalSC.

I

(a) (b)

(c) (d)

BKT physics

Inhomogeneity

FIG. 1. Generation of nonlinear I-V characteristics due to BKT
physics (top) and inhomogeneity (bottom). In the BKT case, the
vortices, which are bound below Tc in pairs with opposite vorticity
(a), get unbound by a sufficiently large current I (b). This gener-
ates an extra voltage drop proportional to the average density of
unbound vortices, leading to nonlinear characteristics. In the case of
inhomogeneous superconductors, instead the system segregates into
puddles with different strength of the local SC condensate (c). As a
consequence, a finite applied current I can turn weak SC puddles into
normal ones (d), nonlinearly increasing the global resistivity.

preparation are given in [17]. The I-V measurements were
performed by means of a standard four-probe technique, by
using a current source and a nanovoltmeter in a conventional
4He cryostat where the sample is kept in contact with helium
exchange gas to minimize heating effects. The temperature
variation in all I-V scans was less than 30 mK. To improve
sensitivity, the film was patterned into a 20-μm-wide stripline
using ion-beam milling with large current contacts and narrow
voltage contacts. The I-V characteristics at selected tempera-
tures are shown in Fig. 2(a), while in Fig. 3(a) of Appendix A,
we report the full data set.

As mentioned above, within the BKT scenario the I-V
characteristics acquire a nonlinear dependence near Tc, since
a large enough current can unbind the vortex-antivortex pairs
present below Tc. This effect generates a voltage V ∝ nV (I )I ,
where the equilibrium density of free vortices nV (I ) scales
with a power law of the applied current, with an exponent
proportional to Js [9]:

V ∝ Ia(T ), a(T ) = 1 + πJs(T )

T
. (1)

In the ideal BKT case [4,6,8], Js(T ) is expected to jump
discontinously at the intersection with the BKT line:

Js(T
−

BKT) = 2

π
TBKT, Js(T

+
BKT) = 0. (2)

When inserted into Eq. (1), this implies that also the I-V
exponent should jump at the transition:

a(T −
BKT) = 3, a(T +

BKT) = 1. (3)

In real 2D superconductors, as NbN thin films, the Jλ
s obtained

by direct measurements of λ−2 by means of two-coil mutual
inductance technique [16,17,61] goes continuosly to zero,
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FIG. 2. [(a) and (b)] Experimental results for a 3-nm-thick NbN film. (a) Measurements of the I-V characteristics. Solid lines are fit with
the Eq. (1). (b) Temperature dependence of the measured superfluid stiffness Jλ

s , compared with the one extracted from I-V characteristics, Ja
s ,

and with the normalized resistivity (right axis). The universal 2T/π BKT line is also shown. The slightly larger value of the SC transition T a
c

extracted from Ja
s can be ascribed to finite-size effects. [(c)–(e)] Experimental results for a LTO/STO sample. (c) Measurements of the I-V

characteristics. Solid lines are fit with the Eq. (1). The resulting exponent a(T ) is shown in panel (e), and the corresponding stiffness Ja
s in (d),

along with the normalized sheet resistance. In (e) we show for comparison also a(T ) for NbN as a function of the reduced temperature T/Tc.
[(f) and (g)] Comparison between the LTO/STO data and the theoretical results obtained within the EM approximation. (f) Normalised sheet
resistance R/RN (blue dots) compared with the EM resistivity Rem obtained from the numerical solution of Eq. (5) at I = 0 (solid red line) and
at finite I (dashed lines). In background, we show the probability distribution of T i

c , with T̄c = 0.24 K and σ = 0.029 K. (g) Experimental (left)
and theoretical (right) V (I ) curves at different temperatures. For the EM calculations we used a larger variance σ = 0.06 K and Ic,0 = 5 μA.

but around the intersection with the universal BKT line it
shows a rapid downturn with respect to the BCS temperature
dependence, see Figs. 2(b) and 3(b). As discussed in previous
work [17,19,27], the low vortex-core energy and a moderate
inhomogeneity of the sample account rather well for the
smearing of the BKT jump. However, in this situation, the
BKT temperature cannot be identified by the intersection of
Js(T ) with the universal BKT line, but it is defined by the real
Tc where Jλ

s = 0, and R(Tc) = 0. Analogously, if we denote
by Ja

s the stiffness extracted from the I-V characteristics,
the critical temperature T a

c corresponds to the scale where
Ja

s (T a
c ) = 0 so that a(T a

c ) = 1:

Ja
s (T ) ≡ (a − 1)T

π
, Ja

s

(
T a

c

) = 0 ⇒ a
(
T a

c

) = 1. (4)

In Fig. 2(b), we show that in NbN Ja
s closely matches Jλ

s (T )
below Tc, and vanishes at a slightly larger temperature. This

phenomenon can be ascribed to finite-size effects, since the
current used to estimate Ja

s from Eq. (1) sets a finite length
scale which rounds off the vanishing of the stiffness above
TBKT [5]. This is the same effect usually seen while measuring
the stiffness at finite microwave frequencies [14,15,20]. Thus,
the critical temperature T a

c turns out to be few percent larger
then the true Tc set by dc transport, R(Tc) = 0, or by the
vanishing of Jλ

s . We also notice that the temperature T a
BKT

where a(T a
BKT) = 3 has no particular significance in the re-

alistic case of a smeared jump, but it is still expected to be
lower than the real Tc. Finally, a word of caution concerns
possible screening effects due to supercurrents. A crucial
prerequisite for the occurrence of the BKT transition is that
vortices interact logarithmically at all length scales [4–6].
However, while this always happens in neutral superfluids,
in charged superconductors the screening currents around the
vortex core screen out the intervortices interactions at a scale
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sets (in 2D) by the Pearl length [62] � = 2λ2/d . In order
to see BKT physics, one should then verify that � is of the
order of the sample size when the Jλ

s downturn occurs. As
shown explicitly in Appendix A, at the intersection with the
universal BKT line � ≈ 2.6 mm is of the order of the size
of our NbN sample, so screening effects are irrelevant. On
general ground, this condition usually occurs in thin enough
films [7] since both the decrease of d and the increase of λ due
to effectively higher disorder contribute to enhance the Pearl
length.

We now turn to the case of STO-based interfaces. Here we
used a 10-u.c-thick LaTiO3 epitaxial layer grown on a TiO2-
terminated SrTiO3 single crystal by pulsed laser deposition
[63]. The 3 × 3-mm2-LTO/STO sample was thermally an-
chored to the last stage of a dilution refrigerator and standard
four probes resistivity measurements were performed in a Van
der Pauw geometry. Figure 2(c) shows the I-V characteristics
of a LTO/STO sample. The first observation is the presence
of a persistent nonlinear behavior over a wide temperature
range above Tc, which is identified by the vanishing of the dc
resistivity. This has to be contrasted with the case of NbN,
where at T � 1.1 Tc the I-V characteristics display a full
linear behavior, as indeed expected in the metallic case where
vortices are already thermally unbound. By closer inspection
of Fig. 2(c) one sees also that the nonlinear regime connects
smoothly to the linear one, while for NbN in Fig. 2(a) the
nonlinear regime is followed by an abrupt jump at the critical
current where normal-state resistance is recovered. Such a dif-
ference is due to the fact that in LTO/STO, one is in practice
observing nonlinear characteristics above Tc, where no SC
critical current exists but the resistivity is strongly temperature
dependent. These features of the I-V characteristics and the
consequent persistence of Ja

s (T ) above Tc are very common
in the literature in several reports for STO-based interfaces
[58–60] and other gated 2D superconductors [3,64–66], in
particular for samples which show a considerable broadening
of the resistive transition.

Even though these observations should already suggest that
at different mechanism is at play here, we can nonetheless
pursue the BKT analysis based on Eq. (1), and extract the
a(T ) exponent, see Fig. 2(d). Even though some uncertainty
in the determination of a(T ) stems from the limited fitting
range, a robust finding is the persistence of the corresponding
stiffness Ja

s (T ) far above Tc, see Fig. 2(d). In particular, the
critical temperature T a

c estimated from the a exponent, see
Eq. (4), is almost twice as large as Tc, and even the temperature
T a

BKT where Ja
s intersects the BKT line is well above Tc.

As discussed before in the case of NbN, a moderate shift
of T a

c with respect to Tc can be expected within a BKT
scenario, as due to the fact that one probes the stiffness
at the finite length scale set by the large current. However,
while this can explain a ten percent increase of the critical
temperature extracted from the a(T ) exponent in NbN, T a

c �
1.1 Tc, it cannot account for T a

c � 1.8 Tc estimated from a
BKT analysis of the LTO/STO sample. We notice that similar
results have been found in previous attempts to interpret
nonlinear I-V characteristics in STO-based interfaces and
other gated 2D superconductors [3,58–60,64–66], suggesting
a common origin for the emergent nonlinearity in confined
systems.

III. ROLE OF INHOMOGENEITY

To explain the I-V nonlinearity in LTO/STO we then
propose a simple model, starting from the basic idea that in
these systems transport is dominated by percolation through a
strongly inhomogeneous background emerging at mesoscopic
length scales [45–50]. As already observed before [25,51,52],
a first signature of this inhomogenity is the observation of
a marked broadening of the resistive transition. This finding
cannot be ascribed to usual paraconductivity effects due to
SC fluctuations, but it can be well captured by assuming
that the metal-to-superconductor transition can be mapped
onto a random-resistor-network problem. More specifically,
we consider a set of local resistances Ri which switch off
from the normal-state value RN to zero at a local temperature
T i

c , whenever the driving current I is below a threshold I i
c.

The local T i
c are distributed with a probability P(T i

c ), with
overall weight ws = ∫

dT i
c P(T i

c ). The SC transition can be
well understood already in the EM approximation [51,52],
where the sample resistance Rem(T, I ) is a solution of the
self-consistency equation [67,68]∑

i

Ri − Rem

Ri + Rem
= 0, (5)

where each Ri has a probability w(T ) = ∫ ∞
T dT i

c P(T i
c ) of

being zero. Even though the EM approach neglects spatial
correlations, nonetheless it gives insight about the qualitative
behavior of the system. At I = 0, the condition Rem = 0
requires that the fraction w(T ) of SC links has reached the
percolation threshold w∗ (in two dimensions, w∗ = 0.5, see
Appendix B for more details). The shape of Rem(T, I = 0)
depends on the width of the P(T i

c ) distribution, that sets
the width of the paraconductivity regime, and on the total
fraction ws of SC links. When ws is smaller than one, i.e., part
of the system remains metallic, and slightly larger than the
percolation threshold, i.e., ws � 0.5, one finds [51] that Rem

has a marked tail above Tc, as shown by the numerical solution
of Eq. (5) in Fig. 2(f), in agreement with the experiments.
Here, we assumed that the T i

c distribution is gaussian, with
average T̄c = 0.24 K and standard deviation σ = 0.029 K, and
we used ws = 0.52. As a consequence, when the temperature
decreases below T̄c + 3σ � 0.29 K the condition T < T i

c is
fulfilled for a progressively larger fraction of local resistors
Ri, which then switch off to zero, leading to a suppression of
Rem(T, I = 0).

A finite driving current is then able to break the weak
links between the good SC regions having mesoscopic length
scales. Even though we lack a precise information on the
nature of the microscopic weak links, we checked (see
Appendix B) that the experimental data can be well repro-
duced by a temperature-dependent critical current that follows
the Ambegaokar-Baratoff formula [69]:

I i
c = Ic,0

�i(T )

�i(0)
tanh

(
�i(T )

2kBT

)
(6)

where Ic,0 at T = 0 is independent of the resistor, and the
T = 0 value of the local gap scales with the local T i

c as
�i(0)/kBT i

c ≈ 1.76. The temperature dependence of Ic fol-
lowing from Eq. (6) is also in good agreement with a re-
cent analysis of the critical current in STO-based interfaces
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[47,50], even though we cannot exclude a priori that different
models for SC weak links [70] could work as well, as long
as they reproduce the strong dependence of I i

c on the local
T i

c at T � T i
c , see Appendix B. From Eq. (6), we see that,

at a given temperature, only the resistors having I i
c larger

than the driving current I can be SC, shifting the Rem(T, I )
curves towards lower temperatures, see Fig. 2(f). The same
effect is also responsible for the observed nonlinearity of the
I-V characteristics shown in Fig. 2(g). Here, we used Ic,0 = 5
μA and a somehow larger width σ = 0.06 K of the P(T i

c )
distribution. Despite the simplifications implicit in our model,
with this set of parameters we can very well reproduce the
experimental curves. Below Tc all the I i

c rapidly collapse to-
wards Ic,0, which essentially identifies the real critical current
in the SC state, see Appendix B. On the other hand, above
Tc, in the whole regime of temperatures where Rem(T, I =
0) 	 RN because of the sample inhomogeneity, the nonlinear
behavior is due to the current-induced breaking of the SC
links. As I increases a larger fraction of the SC links becomes
normal, and the global resistivity progressively crosses over
towards its normal-state value. The wider distribution of T i

c
found in the analysis of I-V characteristics may be ascribed to
avalanche effects, not captured by our simple model. Indeed,
after the first weak links break down more current flows in the
remaining ones, which then will be easier to break and so on.
As a consequence, the distribution of local SC links can get
broader at larger applied currents, as indeed we found while
comparing the theoretical simulation with the experiments.

IV. CONCLUSIONS

In summary, we analyzed the I-V characteristics in two
paradigmatic examples of 2D superconductors: NbN thin
films, and STO-based oxide interfaces. In the former case, we
observed a nonlinear behavior well consistent with the typical
occurrence of BKT physics in realistic systems. In particular,
even if the universal BKT jump of the superfluid stiffness
Js(T ) is partly hindered by nanoscopic inhomogeneity of
the SC background, its essential features remain visible and
reflect in a similar fashion on Jλ

s extracted by measurements
of the inverse penetration depth, or on Ja

s extracted by mea-
surements of I-V characteristics. In the presence of a smeared
jump, the intersection of Js(T ) with the universal 2T/π BKT
line has no particular meaning, and the critical temperature
is identified by the temperature scale where the superfluid
stiffness effectively vanishes. For Jλ

s , this occurs exactly at the
same Tc where the resistivity goes to zero. In the case of Ja

s , we
observed a few percent increase of T a

c with respect to Tc, that
we ascribed to finite-size effects. Indeed, in full analogy with
what observed measuring the stiffness at finite frequencies
[14,15,20], the stiffness probed at the reduced length scale set
by the finite current appears finite in a small range of tem-
peratures above the real Tc, set by the vanishing of the large-
distance superfluid rigidity. When rephrased in term of the I-V
critical exponent a(T ), this implies that one should not focus
on the scale where a = 3, that corresponds to the intersection
with the universal 2T/π line, but with the scale T a

c where a =
1, and compare it with the Tc where global resistance vanishes.

In the case of STO-based interfaces, we argued that
the nonlinear I-V characteristics cannot be ascribed to

a BKT phenomenon, but rather to the existence of a
strong fragmentation of the SC properties on mesoscopic
length scales. On the experimental side, we identified two
typical signatures of the emergent inhomogeneity: a marked
rounding of the resistance, that cannot be explained with
usual paraconductvity effects [25,51,52], and an estimate of
T a

c extracted from a BKT-like fit of the I-V characteristics
almost twice as large as the Tc where R = 0. This result
implies that the nonlinear behavior emerges mostly above
the resistive transition temperature Tc. Even though the direct
measurement of Jλ

s in our sample is not available, due to the
fact that it would require a dedicated microwave setup [22,23],
these findings suggest an alternative origin for the observed
nonlinear transport. We then showed that by modeling the SC
transition by means of a random-resistor network we can well
reproduce both the rounding of the resistive transition and the
emergence of nonlinear characteristics. The basic idea is that
transport occurs via a network of metallic and SC regions,
whose fraction depends both on the temperature and on the
driving current. By assuming a distribution of the local SC
temperatures T i

c and critical current I i
c the global resistivity

of the sample, computed by means of an effective-medium
approximation, is progressively lowered as the temperature
decreases towards Tc, where the SC fraction reaches the
percolation threshold and the superfluid transition occurs. As
the current increases, it can overcome the local critical current
I i
c, reducing the overall SC fraction and leading to an increase

of the resistance, that manifests with nonlinear I-V character-
istics. As we discussed in the introduction, there have been
several indirect evidences that the SC background in STO-
based interfaces fragments in islands of about one hundred of
nanometers [45–50]. These could be due to intrinsic effects,
like an electronic phase separation, as due either to the non-
rigidity of the band structure at the interfacial potential well
[48], or to a strong density-dependent Rashba spin-orbit cou-
pling [57]. On the other hand, also extrinsic effects can play
a role and cooperate in the formation of a widely fragmented
SC landscape. For example, it has been recently observed that
one-dimensional like superconductivity can be triggered by
the domain structures in the STO substrate [53–56], leading
to modulations on much larger length scales, of order of tens
of micrometers. While we cannot exclude that these stripy
features contribute to the observed nonlinear transport, it is
worth noting that an “apparent” BKT behavior of the I-V
characteristics similar to the one observed in our LTO/STO
sample is very common in the literature, especially for gated
superconductors. Indeed, it has been seen in other STO-based
interfaces [58–60], in 2D transition-metal dichalcogenides
[64–66,71] and also in the recently discovered twisted bilayer
graphene [3]. As a consequence, while our results question
the possibility to observe a BKT physics in this extremely
confined 2D electron gas, they also suggest that nonlinear
I-V characteristics can be used as a benchmark for emergent
inhomogeneity in a wide class of superconductors.
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APPENDIX A: MEASUREMENTS OF 1/λ2 IN NBN

In Fig. 3(a), we report the full set of I-V characteristics
along with the fit based on Eq. (1). In Fig. 3(b), we show in
an extended range the measurements of the inverse penetra-
tion depth in our NbN film. Details of the two-coil mutual
inductance measurements can be found in Refs. [16,17,61].
The measured 1/λ2 has been converted in the stiffness energy
scale Jλ

s by means of the standard relation:

Jλ
s [K] = 6.2 × d[nm]

λ2[μm2]
. (A1)

As shown in Refs. [17,19], Jλ
s closely follows at low tem-

peratures the BCS temperature dependence. This is explicitly
shows in Fig. 3(b), where we compare the superfluid stiffness
Jλ

s with the BCS fit JBCS, based on the following expression:

JBCS

JBCS(0)
= �(T )

�(0)
tanh (�(T )/2T ), (A2)

where �(T )/�(0) is computed from the self-consistent BCS
equation, and vanishes at the mean-field temperature TMF.
Both TMF and �(0)/TMF are obtained by the fit of Jλ

s at
low temperature. As one can see in Fig. 3(b), the BCS fit
accurately reproduce the data up to T � 8.5 K, where a rapid
downturn due to vortex unbinding start to be visible. By
accounting for a moderated inhomogeneity of the sample, and
for the small vortex-core energy, one can indeed identify this
downturn with the universal BKT jump, smeared by disorder
[17,19].

Notice that in our film finite-size effects due to screening
currents are irrelevant near Tc. At the intersection with the
BKT line, Js � 5 K so that λ � 2 μm. As a consequence the
Pearl length [62] � = 2λ2/d � 2.6 mm. Since our sample
is around 8 mm in diameter, we are safely in the condition
where screening effects due to charged supercurrent can be
neglected. In addition, it is worth noting that screening effects
act as a finite-size cutoff for the logarithmically vanishing
stiffness at the transition, so they would only give a smearing
of the jump above Tc. What we observe is instead a rather
symmetric smearing of the jump around the intersection with
the universal line. As recently discussed in Ref. [30], this
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FIG. 3. (a) Measurements of the I-V characteristics for our 3-nm-NbN thin film. The same data at selected temperatures are shown in
Fig. 2(a). Solid lines are fit with the Eq. (1). (b) Temperature dependence of the superfluid stiffness Jλ

s obtained from the measurement of the
penetration depth, along with its BCS fit JBCS based on Eq. (A2). Here we used �(0)/TMF = 2.2, that is slightly larger than the weak-coupling
BCS limit, as already observed in the systematic analysis of superfluid stiffness in NbN [17,19]. As expected, the mean-field temperature is
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s corresponding to a(T ) exponent obtained from the fit of I-V curves in (a).
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is a characteristic signature of the inhomogeneous SC back-
ground, which allows for vortex-pair proliferation already
below Tc in the bad SC regions.

APPENDIX B: THEORETICAL MODEL

1. The effective medium approximation for
the random-resistor network

As explained in Sec. III, to simulate the mesoscopic
inhomogeneity in STO-based samples we describe the in-
homogeneous SC background by means of a random re-
sistor network (RRN) model. In this picture, every bond
represents a resistor Ri, made by a mesoscopic region of
electrons, with a specific local critical temperature T i

c ran-
domly distributed. The global resistance Rem of the system
is given, within the effective-medium approximation (EMA),
as a solution of Eq. (5), where the sum is carried over
all the bonds. An equivalent way to rewrite Eq. (5) is to
sum instead over all possible values ρ attained by the local
resistors, weighted with the corresponding probability distri-
bution p(ρ): ∫

p(ρ)
Rem − ρ

Rem + ρ
= 0. (B1)

Suppose now that each resistor can take only two constant
values: Ri = RN if the link is in the normal state, and Ri = 0 if
the temperature is lowered below the bond critical temperature
T i

c , so the temperature dependence in each bond will be Ri =
RNθ (T − T i

c ), where θ (x) is the Heavyside step function. If
we denote with P(T i

c ) the probability distribution of the local
critical temperatures, the probability distribution of resistivity
in Eq. (B1) is then p(ρ) = w(T )δ(ρ) + [1 − w(T )]δ(ρ −
RN ), where w(T ) ≡ ∫ +∞

T P(T i
c ) dT i

c is the statistical weight
of the superconducting fraction. Equation (B1) then reduces
to

w + (1 − w)
Rem − RN

Rem + RN
= 0. (B2)

The critical temperature Tc of the network, i.e., the temper-
ature where Rem → 0, is then defined by Eq. (B2) as the
temperature where the SC fraction reaches the percolation
threshold of 1/2, as expected in two dimensions [51]:

w(Tc) =
∫ +∞

Tc

P(Tc) dTc ≡ 1

2
. (B3)

For the distribution of local critical temperatures, we as-
sume a Gaussian distribution

P(T i
c ) = ws√

2πσ
e− (T i

c −T c )2

2σ2 (B4)

with average value T c and variance σ , ws representing the
total fraction of SC regions in the material. To determine
numerically the EMA solution we will resort to the form (5),
by randomly sampling the local T i

c of each resistor according
to the distribution (B4). At each temperature T a fraction∫ ∞

T dT i
c P(T i

c ) of bonds are “switched-off,” following the con-
dition

Ri =
{

1, if T i
c < T

0, if T i
c � T

, (B5)
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FIG. 4. (a) Normalised sheet resistance R/RN (blue dots) com-
pared with the EM resistivity Rem obtained from the numerical
solution of Eq. (5) at I = 0 (solid red line) and at finite I (dashed
lines). On the background we show the probability distribution of T i

c ,
with w = 0.5, T̄c = 0.24 K, and σ = 0.029 K. (b) Experimental (left)
and theoretical (right) V (I ) curves at different temperatures using the
GL relation (B7).

so that the effective resistivity Rem will diminish by lower-
ing the external temperature, until the percolation threshold
w = 0.5 is reached and Rem becomes zeo. This procedure is
more convenient than the numerical solution of Eq. (B1) to
implement the effects of a finite current, as we shall see in the
next section.

2. Effects of a finite current

Starting from the EMA, the information about the local
critical temperature of each bond can be easily implemented
as

Ri(T, I ) =

⎧⎪⎨
⎪⎩

1, if T � T i
c ,

0, if T < T i
c , I � I i

c,

1, if T < T i
c , I > I i

c,

(B6)

where I i
c is the critical temperature of the i-th bond. In the

absence of a full microscopic model for the SC puddles, we
analyzed different critical-current schemes for the relation
I i
c = f (T i

c , T ) and compared them with the data, in order to
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get an insight on the physical mechanism at play. The simplest
relation one can guess is the Ginzburg-Landau (GL) relation
for the critical current:

I i
c = I i

0(T )
(
T i

c − T
)3/2

. (B7)

Here, I i
0(T ) sets the magnitude of the current, depending on

the microscopic structure of the material; in principle, it can
be a function of the external temperature T and it can depend
on the single resistor. As a starting point, we consider the eas-
iest case I i

0(T ) = I0 so the function is analytically invertible
and therefore, for the ith resistor to be superconducting, the
condition to be fulfilled is T i

c � T + (I/I0)2/3. We thus have

Ri =
{

1, if T i
c < Teff ,

0, if T i
c � Teff ,

(B8)

where Teff = T + ( I
I0

)
2/3

is the effective temperature per-
ceived by the resistors. In this situation, the Rem depends
on the applied current and the I-V characteristics will be in
general nonlinear.

In Fig. 4, we show the resistivity curve and the I-V charac-
teristics at different T in the GL case. The effective resistivity
Rem [solid red curve in Fig. 4(a)] fits well the experimental
data at vanishing driving current, using parameters ws = 0.52,
σ = 0.029 K, and T c = 0.24 K. At finite current, using I0 =
80 μA, we obtain the Rem(T, I ) displayed in Fig. 4(a) with
dashed lines. Despite the fact that one obtains in general an
increasing of Rem as I increases for a fixed temperature, the
agreement with the experimental I-V curves is very poor. In
Fig. 4(b), we compare the experimental I-V characteristics of
our LTO/STO sample with the EMA numerical calculations.
The experimental data display a tendency to recover the ideal
behavior of a homogeneous superconductor as the tempera-
ture decreases, i.e., V ∝ Iθ (I − Ic) when T → 0+. This trend
is not captured by the numerical calculation presented in
the right panel of Fig. 4(b), that provides very broad I-V

characteristics, even at temperatures much lower than the per-
colation temperature Tperc � 0.19 K. To understand the origin
of such drawback, we computed the probability distribution
PI (Ic) of the critical currents, that is directly related to P(T i

c )
by PI (Ic) = ∫

δ(Ic − f (T i
c ))P(T i

c )dT i
c , where Ic = f (Tc) is the

functional relation between the local critical current and the
local critical temperature. Given its inverse function Tc =
g(Ic) one simply gets

PI (Ic) = P(g(Ic))

| f ′(g(Ic))| , (B9)

where P(x) is the distribution given in Eq. (B4).
For the GL model of the critical current we showed above

that f (Tc) = I0(Tc − T )3/2 and g(Ic) = Teff , so that PI (Ic)
takes the following form:

PI (Ic) = 2w

3σ
√

2πI2/3
0

e− (Ic/I0 )4/3

2σ2

I1/3
c

. (B10)

The main result is that in this case PI (Ic) does not depend on
the external temperature T . This is also evident looking at the
resistivity at finite I in Fig. 4(a), where all curve are obtained
by shifting of the resistivity at I = 0. This is a consequence of
the fact that in the GL case the effect of the finite current is just
to redefine the effective temperature of the system, as given
by Eq. (B8). In contrast, the experimental data shown in the
left panel of Fig. 4(b) suggest that while above Tc the system
recovers smoothly the normal-state resistivity as I increases,
i.e., a wide distribution of local I i

c is present, as T decreases
the V jumps almost suddenly to the normal-state value as
I increases, signaling that the distribution of local Ic values
should progressively shrink towards a critical value Ic,0 that is
the same for all the mesoscopic resistors.

These observations suggest a different modeling for I i
c(T ),

able to satisfy two requirements: (i) the zero-temperature
critical current must be independent on the single resistor
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I i
c,0 = const, (ii) the critical current should saturate pretty fast

to its zero-temperature value in order to recover the behavior
of I-V curves at low temperature. The second item is also
suggested by recent measurements in an other STO-based
sample of the critical-current distribution below Tc [50]. We
then explored the outcomes of the Ambegaokar and Baratoff
[69] formulas, describing the critical current for a weak link
between two SC electrodes

IcRN = π�(T )

2e
tanh

(
�(T )

2kBT

)
. (B11)

According to Eq. (B11) the critical current through a con-
striction scales with the superfluid density, that is expected to
follow the BCS-like relation for JS reported in Eq. (A2) above.
with JS (T ) = JS (0)�(T )

�(0) tanh ( �(T )
2kBT ). To mimic the BCS tem-

perature dependence of the gap �i(T ) in each resistor we use
a simple approximated formula that reproduces well the BCS
behavior [see inset of Fig. 5(a)]:

f (τ i ) = �i(T )

�i(0)
=

(
1 − τ 4

3

)√
1 − τ 4,

�i(0)

kBT i
c

� 1.76,

(B12)

where τ i = T/T i
c . The resulting temperature dependence of

Ic(T ) from Eq. (B11) is shown in Fig. 5(a). As mentioned
above, the experimental data suggest that all resistors have
the same critical current as T → 0. We then assume for each
local resistor the following temperature-dependent critical
current:

I i
c(T ) = Ic,0 f (τ i ) tanh

(
1.76

2

f (τ i )

τ i

)
, (B13)

corresponding to Eq. (6) above. In this case, all the local
links have the same Ic,0 as T → 0, but their behavior is
different as T approaches the local transition temperature T i

c .
The I-V characteristics obtained from the model (B13) are
shown in Fig. 2(g). As one can see, they reproduce very
well the experimental findings. In particular, the model (B13)
accounts for the sharpening of the RRN critical current as
T is lowered below Tc, as one can see in Fig. 5(b) where
we show the PI (Ic) obtained by inverting numerically the
T i

c versus I i
c relation from Eq. (B13). Here one recovers a

narrowing of the critical-current distribution as T is lowered
below Tc � 0.19 K, and already for T � 0.06 K PI (Ic) tends
to a delta function centered at Ic,0.
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