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Spectra of dark and bright excitons in alloyed nanowire quantum dots
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Excitons in alloyed nanowire quantum dots exhibit unique spectra, as shown here using atomistic calculations.
The bright exciton splitting is triggered solely by alloying, despite the cylindrical quantum dot shape reaching
over 15 μeV. These results are contrary to previous theoretical predictions; however, they are in line with
experimental data. This splitting can nonetheless be tuned by an electric field to go below the 1 μeV threshold.
The dark exciton optical activity is also strongly affected by alloying that reaches a notable 1/3500 fraction of
the bright exciton and has a large out-of-plane polarized component.
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I. INTRODUCTION

The main spectral properties of quantum dots [1] (QDs)
are governed by their size, shape, and average chemical com-
position [2,3]. However, the detailed, fine structure of their
optical spectra [4], which plays an essential role for their ap-
plications in quantum optics [5–7] and information [8–10], is
determined by atomic-scale details related to the microscopic
symmetry of the underlying lattice [11–14], the presence of
facets [15], and the alloying randomness [16–19]. Regarding
potential applications, the bright exciton (BE) recombination
in QDs is considered to be a tool for the generation of entan-
gled photons through biexciton-exciton cascades [20,21]. In
contrast, the dark exciton (DE) gained attention as a candi-
date for long-lived, although optically addressable, quantum
bits [15,22–26]. The DE is also considered an auxiliary state
for time-bin entanglement generation schemes [27–29].

In self-assembled quantum dots (SADs), the efficiency of
entanglement generation is limited by the distortions [4,17]
of the QD confining potential from an idealized cylindrical
symmetry [11,30–32]. The overall low symmetry [11,30–32]
induces splitting of optically active excitonic lines, that is,
bright exciton splitting (BES), also known as fine-structure
splitting [4]; this prohibits entanglement generation. As con-
trolling the shape of SADs is restricted by the character of
epitaxial growth, several postgrowth methods [33–35] have
been developed that aim to reduce BES, in particular by the
utilization of external fields [7,36–45]. Further research also
focused on the growth itself by using the ripening [46] pro-
cess, droplet epitaxy for low-strain QDs [47], or vapor-liquid-
solid (VLS) growth of nanowire QDs (NWQDs) [48–53].
The general concept is to restore high symmetry of a QD in
order to reduce its fine-structure splitting. This is particularly
based on theoretical predictions [11,31,32] indicating that the
triangular (C3v) symmetry of a nanostructure will lead to the
vanishing BES. Moreover, in the case of VLS-grown NWQDs
the empirical pseudopotential method (EPM) predicts vanish-
ing BES for both pure (C3v) and alloyed (C1) NWQDs [11].
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However, measurements [54,55] of fine-structure splitting
in alloyed NWQDs show clear disagreement between the
experimental results and the results of the theoretical EPM.
Notably, the EPM predicts [11] a nearly vanishing fine struc-
ture (0.2 μeV) even in heavily alloyed InAs0.25P0.75 NWQDs,
whereas experiments [54,55] reveal BES for alloyed NWQDs
varying in a broad range of values and reaching up to
16–18 μeV. In the case of VLS lithography and NWQDs, al-
loying is unavoidable and originates from the presence of the
eutectic growth seed [56]. This leads to a pronounced, up to
80% [52,57], intermixing of the barrier (InP) material into the
(InAs) QD region, effectively producing heavily alloyed (e.g.,
InAs0.2P0.8) NWQDs. In order to achieve the entanglement
of emitted photon pairs in alloyed NWQDs, researchers thus
must conduct a postgrowth [54] search of low-BES samples,
somewhat similar to SADs [35] and in clear contradiction to
the results of the EPM.

The disagreement between the BES results of the EPM and
those of experiments can be observed not only for NWQDs
but also for various QD systems [16]. This is generally a
puzzle, as the EPM is an atomistic approach. The users and
developers of this method, in fact, have acknowledged this
disagreement [16]: “It seems that the variations in shape, size,
or composition, we can assume theoretically, are not able
to bring theory and experiment in agreement.” The authors
of Ref. [16], however, suggest that other effects such as
“ordering” are responsible for this disagreement between the
theoretical and experimental results rather than the method
itself. This explanation, however, does not necessarily apply
to NWQDs, and further research on the subject is required.

In this work, by atomistic, empirical tight-binding cal-
culations, the fundamental role of composition disorder in
NWQDs is shown. In particular, a pronounced BES reaching
over 15 μeV stemming entirely from alloy randomness, with
no QD shape elongation [19,58,59] or compositional inhomo-
geneity, is shown [55]. The results are in good agreement with
the experimental results, yet they contradict EPM predictions.
Further, an efficient BES reduction scheme in NWQDs is
proposed via an externally applied vertical electric field. Com-
pared to SADs, NWQDs show a very different, Gaussian-like
dependence without a lower bound [17,37,41]. Contrarily,
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the DE splitting in alloyed NWQDs practically vanishes (be-
low 0.3 μeV) despite the mixed chemical composition and
alloying. The strength of the DE oscillator is significantly
increased by alloying and changes in the QD height, reaching
a notable 1/3500 fraction of the BE without any NWQD shape
alteration [15,60]. The DE polarization properties are also
strongly affected by alloying. In case of nonalloyed or weakly
alloyed systems the DE emission is polarized in plane (x/y),
whereas in the case of strongly alloyed NWQDs, this emission
gains a strong, even dominant, out-of-plane (z) component.

II. METHODS

The calculations are performed in a series of computational
steps beginning with the valence force field [61–64] approach
for strain, empirical tight binding [65–69] for single-particle
spectra, and configuration interaction for many-body exci-
tonic properties [70–74].

In the first calculation step, in order to account for the
lattice mismatch between InAs QDs and InP nanowires, the
strain-relaxed positions are calculated using the atomistic
valence force field approach of Keating [61] with the mini-
mization of the strain energy performed using the conjugate
gradient method [67]. Systems modeled in this work are
known as capped or cladded [51] nanowire QDs, where the
host nanowire diameter (reaching 100 nm in the experiment)
is much larger than that of QDs. Therefore, the boundary
condition for strain calculations is used assuming the InP bulk
lattice is constant on the nanowire surface. The valence force
field (VFF) method is described in more detail in Refs. [63,64]
and in previous papers [67–69,71].

The atomic positions determined from strain calculations
are used to determine single-particle energies with the em-
pirical nearest-neighbor tight-binding model that accounts for
strain, spin-orbit interactions, and d orbitals. [68,69] The
single-particle tight-binding Hamiltonian for the system of N
atoms and m orbitals per atom can be written, in the language
of the second quantization, in the following form:

ĤTB =
N∑

i=1

m∑
α=1

Eiαc+
iαciα +

N∑
i=1

m∑
α=1,β=1

λiα,βc+
iαciβ

+
N∑

i=1

near.neigh.∑
j=1

m∑
α,β=1

tiα, jβc+
iαc jβ, (1)

where c+
iα (ciα) is the creation (annihilation) operator of a

carrier on the (spin-)orbital α localized on site i, Eiα is the
corresponding on-site (diagonal) energy, and tiα, jβ describes
the hopping (off site, off diagonal) of the particle between
the orbitals on (four) nearest-neighbor sites. The summa-
tion i goes over all atoms, whereas the summation over j
goes over only the four nearest neighbors. α is a composite
(spin and orbital) index of an on-site orbital, whereas β is
a composite index of a neighboring atom orbital. Coupling
to further neighbors is thus neglected, while λiα,β (on site,
off diagonal) accounts for the spin-orbit interaction following
the description given by Chadi [75] and includes only the
contributions from the atomic p orbitals.

The tight-binding parameter set from Ref. [66] is used for
sp3d5s� parametrization. This parametrization utilizes one s,
three p, five d , and one excited s∗ orbitals for each site and
each spin component, leading to (with spin) a total of 20 [m =
20 in Eq. (1)] spin-orbitals per atom. Dangling bonds are
passivated on the surface to exclude nonphysical (spurious)
states. The passivation is modeled by shifting the energy of
these bonds high above the conduction band edge such that
they do not modify states near the band gap [76]. As this
work aims to model QDs well embedded inside nanowires
and separated from the surface by a thick cladding, the effects
owing to image charge buildup in a nanowire surface are
neglected.

The tight-binding computations are performed on a smaller
domain (subsection of nanowire) than that used in the VFF
calculation [76,77]. The number of atoms in the tight-binding
simulation is equal to ≈0.7 million, whereas the number of
atoms in the VFF simulation reaches over 18 million atoms.
The length of nanowire section used in the VFF simulation
is equal to ≈120 nm (with 72-nm diameter). The section
of nanowire (including the quantum dot and surrounding
nanowire material) used for the TB calculation has an ≈36-nm
diameter and is ≈18 nm long.

These dimensions guarantee the convergence of single-
particle spectra well below 1 meV [76,77]. More details of the
sp3d5s� tight-binding calculation were provided in our earlier
papers [67–69,71,74].

Finally, the single-particle calculation is followed by a
many-body calculation to obtain excitonic spectra and, in
particular, the excitonic fine structure. The Hamiltonian for
the interacting electrons and holes can be written in the second
quantization [2] and, in particular for the single exciton, is
given as [71,74]

Ĥex =
∑

i

Ee
i c†

i ci +
∑

i

Eh
i h†

i hi

−
∑
i jkl

V eh,dir
i jkl c†

i h†
j hkcl +

∑
i jkl

V eh,exchg
i jkl c†

i h†
j ckhl , (2)

where Ee
i and Eh

i are the single-particle electron and hole
energies, obtained at the single-particle stage of calculations,
respectively, and Vi jkl are Coulomb matrix elements [71,72].
The many-body Hamiltonian for the exciton is solved using
the configuration interaction (CI) approach [70,71], where
the Coulomb matrix elements (Coulomb direct and exchange
integrals) are calculated according to the procedure given in
Ref. [71]. The CI approach involves an electron-hole con-
figuration built from the lowest six (with spin, 12) electron
states and six (with spin, 12) hole states. This approach thus
effectively accounts for s, p, and d electron and hole QD
shells [1].

III. PHOSPHOROUS CONTENT AND ALLOYING

Figure 1 shows results obtained for an alloyed NWQD as a
function of phosphorus content. The QD is disk shaped with a
diameter of 30 nm and a height of 4.2 nm; it is embedded in a
[111]-oriented InP host zinc-blend nanowire with a diameter
of 72 nm. To account for alloying, a uniform composition
profile is used that mimics the migration of P anions into the

045309-2



SPECTRA OF DARK AND BRIGHT EXCITONS IN … PHYSICAL REVIEW B 100, 045309 (2019)

FIG. 1. (a) Exciton ground-state energy, (b) dark-bright exciton
splitting and (c) dark and (d) bright exciton splitting as a function of
phosphorous content in the alloyed NWQD.

QD during VLS growth. The overall nanostructure’s symme-
try is C3v for pure InAs systems and is reduced by alloying
to C1. At each P content, there are six randomly generated
samples corresponding to the same average composition [18].
The P content is varied from 10% to 80% with a 5% incre-
ment and from 0% to 10% with a 1% increment for greater
accuracy. Thus, there are 29 various average compositions
with 6 random samples per composition, totaling 174 different
nanostructures and presenting a challenging computational
problem.

In Fig. 1(a) the ground excitonic energy increases with
P content, from 768 meV for pure InAs to approximately
1305 meV for InAs0.2P0.80 QDs. This increase in the excitonic
energy is caused by the introduction of a higher band gap
energy barrier material into the QD; further, it is linear to
a good approximation with a 6.7 meV/% slope. The spread
of excitonic energies owing to alloy randomness reaches
almost 8 meV and is practically nonapparent in Fig. 1(a). In
contrast, the dark-bright splitting [Fig. 1(b)], i.e., the energy
difference between the lowest BE and the higher-energy DE,
reduces with an increase in P content as the P admixture
effectively decreases the depth of confinement and thus the
so-called isotropic [4] electron-hole exchange, which controls
the dark-bright splitting. The spread of calculated values is
notable, with a maximum value of approximately 20 μeV
for a P content of 30%; it then decreases with P. Intuitively,
this can be understood in terms of a number of different
possible phosphorous atomic arrangements (combinations),
increasing with P, reaching a maximum at P = 50%, and then
reducing again. Speculatively, this effect combined with the
overall decrease in dark-bright splitting owing to increasing P
content (shallower confinement) leads to a maximal spread at
P ≈ 30% rather than P = 50%.

The impact of alloy randomness on excitonic fine structure
[Figs. 1(c) and 1(d)] is fundamentally stronger. Both the dark
exciton splitting (DES) and BES are exactly zero by symmetry
for pure InAs NWQDs; however, a small percentage of P
admixture introduces non-negligible splittings. For the BES
[Fig. 1(d)], these splittings reach maximal values of about
15 μeV for a P content between 10% and 30%, and interest-
ingly, these maxima are quenched again with further alloying,
arguably owing to the same mechanism as for the dark-bright
splitting.

Alloy randomness by itself increases with P, reaches a max-
imum at P = 50%, and then decreases. Therefore, if alloy ran-
domness would be the only factor affecting the BES, then its
distribution in Fig. 1(d) should be symmetrical with respect to
the P content. However, as observed earlier, with an increasing
P content, there is also a reduction in the confining potential
depth and therefore, a reduction in the overall strength of the
electron-hole Coulomb and exchange interaction. Namely, for
P = 0% (or As = 100%), the confinement is the strongest,
whereas for P = 100% (As = 100%), there is no confinement
at all. This latter case would actually correspond to an empty
InP nanowire without a QD.

Thus, the overall trend of the BES evolution as a function
of P appears to be a convolution of alloy randomness (that
has a maximum at P = 50% and is symmetrical with respect
to P or As content) and quasilinear reduction in confinement
(and thus the magnitude of Coulomb and exchange integrals)
that decreases with P content. Finally, this leads to a BES
maximum around P = 20% or P = 30% rather than one at
P = 50% [Fig. 1(d)].

For P content between 20% and 60%, minimal values of
BES do not drop below approximately 3 μeV. Only for the
lowest P concentrations and for P contents over 70% does
the BES drop below 1 μeV. Apart from being typically much
greater than EPM predictions [11], these values also show pro-
nounced dot-to-dot fluctuations as seen in the experiment [54].
Similarly, the DES [Fig. 1(c)] is also triggered by alloying;
however, this splitting is very small, often below 0.11 μeV.
Maximal values of the DES increase with P up to about
P = 20%. Then, the trend saturates with only some spikes
(of approximately 0.15 μeV) for the largest considered P of
75%–80%. The DES distribution is more uniform with no
apparent lower bound.

To understand the significant differences between magni-
tudes of DES and BES owing to alloying, exchange integrals
which are predominately (i.e., when neglecting configura-
tion mixing with higher levels) responsible for the presence
of these splittings are examined. Using the standard nota-
tion [4,78], the exchange integral mixing two bright excitonic
configurations, with antiparallel ↑⇓, ↓⇑ electron and hole
quasispins, which leads to BES, is given as [4,69]

BES ≈ 2〈↑ ⇓|1/ε|r1 − r2||↓ ⇑〉

= 2
∫∫ e∗

↑(r1)h∗
⇓(r2)e↓(r2)h⇑(r1)dr1dr2

ε|r1 − r2| , (3)

where e and h are the electron and the hole ground states,
respectively, with arrows representing their quasispins. ε is
the dielectric screening [71]. A factor of 2 is included as the
splitting magnitude is twice the value of the integral [4].
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FIG. 2. (a) Ratio of dark to bright exciton oscillator strengths and
(b) dark exciton polarization properties as a function of phosphorous
content in the alloyed NWQDs. Blue diamonds and green triangles
denote in-plane and out-of-plane polarizations, respectively.

Similarly, the DE mixing term and the corresponding split-
ting magnitude are given as

DES ≈ 2〈↑ ⇑|1/ε|r1 − r2||↓ ⇓〉

= 2
∫∫ e∗

↑(r1)h∗
⇑(r2)e↓(r2)h⇓(r1)dr1dr2

ε|r1 − r2| , (4)

where parallel (↑⇑, ↓⇓) quasispin alignments correspond
to DE configurations. In cases of high C3v symmetry, both
of these (bright and dark) exchange integrals would vanish.
Alloying breaks the symmetry, and the angular momentum is
no longer a good quantum number. In such a situation, the
single-particle states with arrows denote states in Kramers
degenerate doublets [79,80] rather than pure angular momen-
tum states, with ↑ being the electron state of predominately
quasi-spin-up character, but with (some) small quasi-spin-
down contribution, with similar notation for hole states. Thus,
at a given point r1 (or r2), quasicharges with antiparallel
quasispins (contributing to the DES) are expected to be much
smaller than those with parallel quasispins; hence, the DES
tends to be systematically much smaller than the BES.

A. Dark exciton optical activity

Alloying has a strong impact on oscillator strengths of
excitons, particularly on the DE that gains a substantial optical
activity, as shown in Fig. 2(a), where the ratio of the DE to
BE oscillator strengths is used as a measure of relative DE
optical activity. For idealized, high-symmetry C3v QDs with-
out alloying, the DE is expected to exhibit a very weak (yet
nonvanishing) optical activity owing to symmetry-dependent
selection rules [31,32]. More simplified effective mass ap-
proaches (neglecting the presence of a low-symmetry crystal
lattice and assuming a cylindrical C∞ symmetry) actually
predict completely vanishing optical activity of DEs [4]; this
is how its name originated. Alloying breaks the high sym-
metry and thus loosens selection rules (whether derived by
group-theoretical or effective mass arguments), allowing the
DE to gain some optical activity. Here, for a nonalloyed C3v

QD, the DE oscillator strengths are approximately 160 000
times weaker than the BE strengths. However, for the alloyed
C1 NWQDs, this activity is increased significantly up to
an approximately 1/30 000 fraction of the BE [even up to
1/15 000 for one extreme case shown in Fig. 2(a)], with a

further (by the factor of several) increase in taller QDs, as
discussed later.

B. Dark and bright exciton polarizations

Alloying also affects the polarization properties of
NWQDs. For the BE, the emitted light is (to a very good
approximation) polarized in the QD plane, yet with in-plane
linear polarization directions randomized from dot to dot. The
randomization of BE polarization is similar and consistent
with the theoretical predictions for alloyed self-assembled
InGaAs QDs [81]. The BE emission is thus in plane polarized
with a much weaker (6 orders of magnitude) out-of-plane
(growth direction, z) component. For the disk-shaped NWQD,
there is little BE polarization anisotropy, which increases with
alloying and reaches approximately 1% at P = 0.8.

The DE optical spectra and polarization properties of al-
loyed systems are also interesting [Fig. 2(b)]. For the pure
InAs C3v NWQD, the DE is (as mentioned above) very weak,
yet it is completely polarized in plane, having exactly the same
polarization properties as the BE [32]. Such DE polarization
properties are different from self-assembled C2v QDs yet fully
consistent with group-theoretical predictions for C3v nanos-
tructures [11,31,32]. However, with an increase in P content
and a reduction in symmetry from C3v to C1, the DE gains a
large out-of-plane component of the emission. For the highest
considered P content, the out-of-plane oscillator strengths are
comparable to and can even exceed the in-plane ones. This is
different from low-symmetry InAs/GaAs SADs [15], where
the dark-bright exciton mixing effects seem to dominate the
spectra. This is also different from nonalloyed InAs/InP C3v

QDs [11,32], where, as mentioned above, the DE exactly
follows the polarization of the BE and only has an in-plane
component, i.e., the case of P = 0% in Fig. 2(b). In fact, the
DE in alloyed (P �= 0%) NWQDs appears to have intermedi-
ate properties. “Lattice randomization” as induced by alloying
makes out-of-plane DE exciton components comparable with
in-plane ones, somewhat overcoming the effects of strong
confinement (small quantum dot height) in the growth direc-
tion. Therefore, the DE (weak) optical activity and polariza-
tions are strongly susceptible to local atomic arrangement in
the underlying lattice. This is somewhat contrary to the BE
polarizations, the properties of which are, to a large degree,
determined by an overall quasi-two-dimensional confinement
of a disk-shaped QD and alloying not being able to generate
a significant out-of-plane BE polarized component, which
practically vanishes. Alloying thus impacts the BE polariza-
tion by randomizing its in-plane directions, yet it has a more
significant effect on the DE by allowing for its emission to be
polarized in all three spatial directions. This effect is nontrivial
and is discussed further in the following section.

IV. ROLE OF QUANTUM DOT HEIGHT

It is also interesting to investigate how spectra of excitons
in alloyed NWQDs depend on the growth direction confine-
ment. This is shown in Figs. 3 and 4, where the height of
NWQDs varies from 1.4 to 8.4 nm (11 different cases). All
other QD and nanowire dimensions are the same as described
above. Four different P concentrations were considered
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FIG. 3. Dark exciton polarization properties as a function
of height for alloyed NWQDs and two average compositions,
(a) InAs0.5P0.5 and (b) InAs0.2P0.8. Blue diamonds and green triangles
denote in-plane and out-of-plane polarizations, respectively.

(P = 50% and 80%, as well as 60% and 70% for a com-
parison). There were eight random samples generated for
each average composition, leading to a formidable problem
of (11 × 4 × 8) 352 separate atomistic computations.

A. Dark exciton polarizations

For InAs0.5P0.5 NWQDs and heights lower than 3 nm,
the DE is mostly out of plane polarized with weak in-plane
components [Fig. 3(a)]. This is very interesting, and it ap-
pears that owing to the randomness, the DE polarization
properties in flat alloyed NWQDs resemble more closely C2v

SAD spectra [32], with DE z polarized emission, compared
with C3v pure InAs NWQDs with x/y polarization. In other
words, strong lattice randomization, owing to 50% alloying,

FIG. 4. (a) Exciton ground-state energy, (b) bright and (c) dark
exciton splitting, and (d) dark to bright exciton oscillator strength
ratio as a function of alloyed NWQD height; different symbols and
colors denote phosphorous contents.

combined with strong confinement in the vertical direc-
tion (i.e., small quantum dot height) effectively diminishes
(“smears”) the role of nanowire/lattice symmetry. DE polar-
izations in such nanostructures mimic that of flat SADs, and
they could be adequately modeled in terms of the effective
mass approach [82]. However, with the increase in the QD
height, the in-plane component grows faster than the out-of-
plane one, and the in-plane polarization dominates the tall
QD DE spectra for P = 0.5. Here, despite the alloying, the
effect of the substrate (nanowire) orientation is apparently
pronounced, and the polarization properties of the DEs are
similar to those predicted for idealized C3v systems.

For heavily alloyed P = 0.8 systems and small QD heights,
the DE emission is mostly out of plane polarized [Fig. 3(a)],
underlying the key role of the strong confinement (flat quan-
tum dot) in the growth direction. However, for taller QDs
(and high P = 0.8 content) both components of polarization
are comparable. In fact, there are several notable cases where
the out-of-plane polarization becomes dominant for h > 7 nm.
This is very distinct from nonalloyed C3v systems; in such
systems alloying appears to dominate the DE spectra over
the substrate/symmetry effects. Overall, the DE polarization
properties vary from dot to dot and are pronounced and
nontrivial functions of both confinement and alloying.

B. Fine-structure splittings

Further studies on the height dependence of QDs are shown
in Fig. 4. Here, for completeness, Figure 4(a) presents the
ground excitonic state energy evolution as a function of both
the height and P content. The increased QD height reduces
the confinement and decreases the excitonic energy, whereas
the P content increases the excitonic energy and flattens the
trends. The spread of the calculated values owing to alloy
randomness is relatively small (≈10 meV). Figure 4(b) shows
the DE activity with respect to BE, similar to Fig. 2(a), as
a function of QD height. For P = 0.5, DE optical activity
increases approximately fivefold as a result of the reduced
confinement. Similarly, for P = 0.8, the ratio of the DE/BE
oscillator strength is much larger for taller QDs than for
the flat ones, with the exception of extremely flat, several
monolayers (<2 nm) thick QDs, where the DE/BE ratio is
also increasing. Notably, for highly alloyed and high-aspect-
ratio tall QDs, the DE can achieve significant optical activity
(for extreme cases) equal to a notable 1/3500 fraction of
the BE. Finally, note that there is a pronounced dot-to-dot
variation and a substantial spread of the DE optical activity
owing to the alloy randomness between NWQDs of the same
height and average composition.

Further, Figs. 4(c) and 4(d) present the DES and BES,
respectively, as a function of QD height. The DES spread
increases with QD height, reaching approximately 0.15 μeV
for h < 5 nm and approximately 0.3 μeV for taller systems.
Thus, the lower bound of the DE spin’s coherent precession
time [83] (Planck’s constant divided by the eigenstates’ en-
ergy difference) will typically exceed 14 ns, an important
figure for potential DE applications [22]. For the DES, there is
no apparent difference between P cases, which is in agreement
with the earlier discussions. In contrast, the BES shows nearly
no dependence on the QD height and a strong dependence on
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FIG. 5. Bright exciton splitting as a function of vertical electric field for (a) nonalloyed InAs/GaAs SAD, (b) alloyed InGa0.5As0.5/GaAs
SAD, and (c) three different alloyed NWQDs with the same average composition InP0.8As0.2/InP.

the P content. For P = 0.5, the BES is generally 2 to 3 times
larger than that for P = 0.8. Thus, the BES is reduced with a
large alloying, which is in agreement with previous results.
Notably, the BES varies considerably between the distinct
QDs, and only a small group of QDs will have a BES below
the conventional threshold of 1 μeV, which is consistent
with experimental findings and in disagreement with the EPM
predictions.

V. EXTERNAL ELECTRIC FIELD

The control of the BES with an external field is important
for its applicability [21]. Figure 5 shows the effect of a vertical
electric field [84] applied to NWQDs as well as SADs for
comparison [37]. Two lens-shaped SADs are considered: a
nonalloyed InAs of C2v symmetry and alloyed InGa0.5As0.5

of C1 symmetry. The SADs’ dimensions are identical, with
diameters of 25 nm and heights equal to 3.5 nm. Both SADs
are embedded in a GaAs barrier and are placed on a two-
monolayer-thick (0.6 nm) InAs wetting layer. As for the
NWQDs, three different InP0.8As0.2 alloyed dots are shown
in Fig. 5(c). These NWQDs have identical dimensions (h =
4.2 nm, d = 30 nm) and average composition, the only dif-
ference between them being random alignment of P atoms.
Separate empirical tight binding (ETB) and CI calculations
were performed for a total of 215 different cases.

For the C2v SAD the zero-field BES [Fig. 5(a)] is large
and equal to 56.4 μeV. The field influences this splitting
and can even reverse the order of BE lines [37]. Alloying
reduces [34] BES in SADs, and for InGa0.5As0.5, the BES
at zero field is approximately 7 μeV [Fig. 5(b)], whereas
the field can reduce the BES to its lower bound [11,37] of
3.5 μeV. These results are in agreement with those from
experiment for similar QDs [37]. Atomistic calculation can
be well fit [85] [red dashed lines in Figs. 5(a) and 5(b)] to the
phenomenological model proposed in Ref. [37].

In SADs, electric field tuning of the BES stems from a
dipole moment along the growth direction [37,86] owing to
the asymmetric shape of SADs [86]. In NWQDs, there is no
shape asymmetry. There is an inversion asymmetry [12,87]
related to the [111] growth that spatially shifts the electron
and the hole [74]. This effect, however, does not trigger the
BES, which is exactly zero for C3v , and the BES is only due
to alloying. Moreover, NWQDs show a peculiar field BES

evolution [Fig. 5(c)]. A particle in the box model, assuming
an infinite square well, relating the BES to the oscillator
strength [58] and using perturbation theory up to second
order, gives the BES dependence as follows: s0 − αF 2 + βF 4,
where s0 is the zero-field F splitting and α and β are constants.
For small fields this matches well the trend shown in Fig. 5(c).
Going beyond this crude approach and assuming harmonic-
oscillator-type confinement [1,59], one gets Gaussian-like
field BES dependence. This shape allows for very good fits to
atomistic calculations [red dashed lines in Fig. 5(c)] with the
BES not centered at zero field, again owing to alloying. For
small fields, the Gaussian is consistent with a simple model,
with the latter resembling the first terms of the Gaussian series
expansion. QDs with smaller zero-field BES reach a threshold
of 1 μeV [black dashed line in Fig. 5(c)] at smaller applied
fields. The BES field reduction is associated with an increas-
ing electron-hole spatial separation and thus decreasing BE
oscillator strengths, with the oscillator strengths’ evolution in
field resembling that of the BES. For NWQDs considered in
Fig. 5(c) there is approximately a fourfold reduction of the
oscillator strength for BES reaching the 1 μeV threshold; thus,
NWQDs with field-reduced BES remain optically active.

VI. SUMMARY

To summarize, it has been shown that alloying in NWQDs
is responsible for the occurrence of nonvanishing BES merely
owing to alloy randomness without any shape deformation,
an off-center QD position, and nonuniform composition. The
BES depends highly on the intermixing composition and
varies considerably between individual dots. The splitting can
be controlled by a vertical electric field; the field dependence
is considerably different from that of SADs. The DE prop-
erties in NWQDs are also sensitive to the alloying. The DE
gains notable optical activity that increases with alloying and
quantum dot height. Heavily alloyed NWQDs can exhibit
strongly out of plane polarized DE emissions, whereas in
weakly alloyed NWQDs, the DE is polarized in plane.
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