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We report tests of various density functionals for ferromagnetic Fe, Co, and Ni with a focus on characterizing
the behavior of the so-called strongly constrained and appropriately normed (SCAN) functional. It is found that
SCAN is closer in behavior to functionals that yield localized behavior, such as hybrid functionals, than other
semilocal functionals that are tested. The results are understood in terms of a tendency to differentiate orbitals,
favoring integer occupation, which is necessary for a correct description of atomic systems, but inappropriate
for the open shell metallic ferromagnetic metals studied here. Not only is the exchange splitting for open shells
enhanced with SCAN, but also as seen in Ni, there is much more band dependence with significantly more
overestimation for bands corresponding to the partially filled orbitals.
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I. INTRODUCTION

The 3d transition metals and their compounds present an
exceptional range of physical behavior, in part, because of the
possibility for the 3d electrons to be localized, itinerant, or
in between. Examples of this rich physics include the band-
structure-related magnetism of elemental Fe, Co, and Ni, the
Mott insulating physics of many transition-metal oxides, and
the apparently distinct high-temperature superconductivity of
cuprates and Fe pnictides. A long-standing goal has been
the development of predictive theories and, in particular,
computationally tractable theories that can reliably capture the
physics of this range of materials. The challenge to theory is
to develop density functionals that can describe both localized
and itinerant behaviors in a predictive way. In this regard,
the concept of “Jacob’s ladder” has become widely held.
In this view, adding more ingredients in density functionals
and constraining this added flexibility by appropriate exact
relations should give overall more accurate descriptions of
atoms, molecules, and solids [1–3].

It has long been recognized that functionals, such as the
local- (spin-) density approximation (LDA) and standard gen-
eralized gradient approximations (GGAs) do not provide an
adequate treatment of correlated 3d oxides, such as the Mott
insulating parents of the cuprate superconductors [4,5]. This
is due to an inadequate treatment of correlations, which can
be traced to self-interaction errors [6] and an insufficient
tendency towards integer orbital occupations. This is the basis
for methods that add a Hubbard U correction, i.e., LDA + U
[7,8]. It is also a key aspect of a correct description of
atoms and molecules where it can be traced to the need for
a correct description of the exchange-correlation energy as
a function of occupation number in order to avoid delocal-
ization errors [9–11]. These delocalization errors can also
be reduced by hybrid functionals, which can also correctly
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predict an antiferromagnetic insulating ground state for Mott
insulators, including the high-Tc parent La2CuO4 [11–14].
These incorporate explicit orbital dependence and have been
very important in the description of semiconductors where,
in addition to improved ground-state properties, they also
improve band gaps.

Recently, a semilocal meta-GGA functional, including the
local (spin) densities, gradients, and a kinetic-energy density
was proposed. This is the so-called strongly constrained and
appropriately normed (SCAN) functional [15,16]. Advantages
of this meta-GGA approach include the fact that calculations
using a meta-GGA are computationally much less demanding
than hybrid functional calculations for solids, the kinetic-
energy density can provide information about orbital charac-
ter, and calculations of energetics for diverse systems showed
that the SCAN functional provides improvements over other
functionals for a wide variety of solid-state and molecular
properties [16–19]. Significantly, based on calculations, un-
like GGAs, this functional is able to describe the ground state
of La2CuO4, at least, qualitatively [20].

Thus, it is reasonable to suppose that the SCAN func-
tional provides an overall improvement in the description of
transition metals and compounds. However, recent results,
especially for Fe, Co, and Ni, show this is not the case [19,
21–23]. In particular, the magnetic tendency of these ferro-
magnetic metals is strongly overestimated as are the magnetic
energies. This is particularly severe in the case of Fe. In that
case, the large errors make the SCAN functional incapable
of describing the phase stabilities underlying the materials
science of steel [23].

Here, we compare SCAN with other functionals for these
transition-metal ferromagnets. The results show the origin
of the problems in the SCAN treatment of these materials
is in the differentiation of orbitals. This is particularly seen
in Ni where the exchange splitting is strongly enhanced, in
particular, for bands corresponding to partially filled orbitals,
leading to large errors for the band crossing the Fermi level
at the X point, whereas enhancing the exchange splitting of
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occupied bands much more weakly. This is in contrast to
standard semilocal functionals that give much more similar
exchange splittings for the different bands. This underscores
the difficulty of finding a functional that can treat the full
range of transition-metal magnets. Such a functional must
include the atomic physics favoring integer occupations in
Mott insulators, such as undoped cuprates, and the tendency
towards multiorbital open shell behavior materials that have
significant itinerancy, such as Fe and Fe-based supercon-
ductors [24]. Thus, the problem of developing a functional
that properly describes both localized electron behavior and
itinerant behavior remains to be solved.

II. COMPUTATIONAL METHODS

We performed first-principles calculations with several
different exchange-correlation functionals. These were the
LDA, the Perdew-Burke-Ernzerhof (PBE) GGA [25], the
SCAN [15], the Tao-Perdew-Staroverov-Scuseria (TPSS)
[26], the revised TPSS (revTPSS) meta-GGAs [27,28], the
Heyd-Scuseria-Ernzerhof (HSE)03 [29,30], the HSE06 [31],
and the PBE0 [32,33] hybrid functionals. We additionally
performed PBE + U calculations with various choices of the
Hubbard parameter U .

We used two different methods, specifically, the projector
augmented-wave (PAW) method as implemented in the VASP

code [34,35], and the all-electron general potential linearized
augmented plane-wave (LAPW) method [36] as implemented
in the WIEN2K code [37]. Here, we focus on results at the
experimental lattice parameters in order to better compare
the description of magnetism in different approaches. These
are a = 2.860 Å for bcc Fe, a = 3.523 Å for fcc Ni, and
a = 2.507, c = 4.070 Å for hcp Co. The dependencies on the
lattice parameter for Fe comparing the SCAN, the PBE, and
the LDA were presented previously [23].

The VASP and WIEN2K codes have different implementa-
tions of the meta-GGA functionals, which involve different
approximations. VASP implements self-consistent calculations
but requires the use of PAW pseudopotentials, which are
not available for the meta-GGA functionals. As such, we
relied on PBE GGA based PAW pseudopotentials, which
is an approximation. The general potential LAPW method,
implemented in WIEN2K, is an all-electron method and does
not use pseudopotentials. Additionally, WIEN2K has an effi-
cient implementation of the fixed spin moment constrained
density functional theory method [38,39]. This allows calcu-
lation of the magnetic energy as a function of the imposed
magnetization, which provides additional information about
the behavior of the functionals, and facilitates determination
of the magnetic contribution to the energy. However, WIEN2K

does not provide a self-consistent calculation with meta-GGA
potentials, and, instead, the energy is calculated for densities
obtained with the PBE GGA. This is an approximation for
the energies and prevents calculation of the electronic band
structures with the meta-GGA potentials. We find that the
approximations above are not significant for the energies of
the transition metals discussed here. A comparison of the
different methods for Fe is presented in Table I.

In addition, as a test, we performed calculations for Fe
using the ELK code [40]. This code has a self-consistent

TABLE I. Comparison of results for bcc Fe at the experimental
lattice parameters using VASP and WIEN2K as employed here (see the
text).

LDA PBE SCAN

VASP msp (μB ) 2.15 2.25 2.65
�Emag (meV) −411 −571 −1081

WIEN2K msp (μB ) 2.20 2.21 2.63
�Emag (meV) −442 −561 −1114

implementation of the SCAN functional. We obtain a spin
magnetic for Fe of 2.64μB with SCAN using this code. This
is in excellent agreement with the VASP and WIEN2K results,
supporting the accuracy of the present calculations.

The PAW calculations were performed with a plane-wave
kinetic-energy cutoff of 400 eV. We used converged tested
Brillouin zone samplings, based on uniform meshes. The
LAPW calculations were performed with sphere radii of R =
2.25 bohr and basis sets defined by RKmax = 9, where Kmax is
the plane-wave sector cutoff. Local orbitals were used to treat
semicore states. These are standard settings.

For the PBE + U calculations, we used different values of
U with the standard procedure of Dudarev and co-workers
[41] and the fully localized limit double counting. We covered
the range up to U = 8 eV. It is common to find values in
the range of U = 5 to U = 8 eV employed in literature for
3d transition-metal compounds. This is based, in part, on
the view that U is a local atomic quantity that describes
correlation effects that are missing in calculations with stan-
dard density functionals, such as the LDA or PBE GGA and,
therefore, does not have much system dependence.

This view has been criticized, however, and procedures
have been developed for determining U for particular systems.
These are based on constrained calculations changing the
electron occupation of the orbital of interest or by linear
response [42,43]. This is important because screening, which
strongly reduces U from its bare atomic value, varies from
system to system. For our purpose, it is important to note that
these methods for obtaining U are designed to improve the
description of the energy variation between integer orbital oc-
cupations, i.e., line segments connecting the values at integer
occupations.

In any case, we also estimated values of U using the
linear-response method implemented in QUANTUM ESPRESSO.
These estimated values are 4.33 eV for Fe, 2.62 eV for Co, and
5.56 eV for Ni. Although the basis set and implementation
of PBE + U in the LAPW method and the pseudopotential
plane-wave method of QUANTUM ESPRESSO are different so
that values cannot be directly translated, these do provide an
indication of the rough values, and we present calculations
for these specific values. Importantly, these values are never
zero, although, as discussed below, a value of zero gives the
best agreement with experiment for these elemental transition-
metal ferromagnets.

III. RESULTS AND DISCUSSION

We begin with bcc Fe. Figure 1 shows our results for the
magnetic energy of bcc Fe with different exchange-correlation
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FIG. 1. The calculated magnetic energy and spin magnetizations
of bcc Fe. The magnetic energy is defined as the difference in energy
between the non-spin-polarized and ferromagnetic ground states.
The calculations were performed self-consistently using VASP for the
LDA, GGA, and meta-GGA functionals and WIEN2K for the hybrid
functionals.

functionals at its experimental lattice parameter. Numerical
values and magnetic moments are given in Table II.

The experimental spin magnetizations of Fe, Co, and Ni
are 2.13μB, 1.57μB, and 0.57μB per atom, respectively. As
noted previously, the LDA and PBE GGA functionals provide
values in good accord with experiment, whereas the SCAN
meta-GGA was found to provide values significantly higher
than experimental values [21,23]. This is why SCAN is unable
to describe the phase balance that is central to the materials
science of steel [23]. Furthermore, although the overestimates
of the magnetization with SCAN amount to ∼25% for Fe,
the magnetic energies were found to be greatly enhanced by
factors of 2 or more in these metals. Moreover, as seen in
Fig. 1, the SCAN meta-GGA behaves quite differently than
the other meta-GGA functionals, TPSS, and revTPSS. Those
functionals also enhance the magnetic tendency of Fe relative
to the PBE GGA but to a much smaller extent than SCAN.
This is consistent with the previously noted improved descrip-
tion of correlated materials using SCAN and underscores the

FIG. 2. Magnetic energy and spin magnetization per atom of hcp
Co (top) and fcc Ni (bottom) as obtained with different functionals.
The LDA, PBE GGA, and meta-GGA calculations were performed
with VASP, and the hybrid functional calculations were performed
with WIEN2K.

difficulty of correctly describing both types of behavior with
a single method.

It is also important to note that the already overestimated
magnetic moments and energies with SCAN are further en-
hanced with hybrid functionals, which also describe the lo-
calized electron behavior of correlated oxides, including FeO
[14,44–46]. This enhancement is both in terms of moments as
was previously noted [47–49] and even more strongly in terms
of magnetic energies.

We find similar results for Co and Ni. Spin magnetizations
and magnetic energies are shown in Fig. 2. The main differ-
ence is that there is a greater relative overestimation of the
moments with the TPSS and revTPSS meta-GGA functionals
as compared to the PBE GGA.

As mentioned, another highly effective approach for lo-
calized systems is the addition of a Hubbard U correction
as in the widely used LDA + U and PBE + U schemes. The
correction is designed to better distinguish orbitals, favoring
integer occupation, and, thus, correct delocalization errors
in standard LDA and GGA calculations. In this sense, these

TABLE II. Properties of bcc Fe at its experimental lattice parameter (aexp) and its calculated lattice parameter (acal ).

LDA PBE TPSS revTPSS SCAN HSE06 PBE0 HSE03 Expt.

acal (Å) 2.75 2.83 2.80 2.80 2.84 2.86
msp (aexp) (μB ) 2.15 2.25 2.27 2.30 2.65 2.68 2.73 2.78 2.13
msp (acal ) (μB ) 1.93 2.20 2.15 2.16 2.57
�Emag (aexp) (meV) −411 −571 −650 −695 −1081 −1797 −2202 −2084
�Emag (acal ) (meV) −279 −528 −567 −598 −1028
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FIG. 3. Fixed spin moment energy as a function of spin magne-
tization per atom for bcc Fe as obtained with the PBE + U method
implemented in WIEN2K.

Hubbard corrections have physics related to that of hybrid
functionals, although with lower cost. As shown in Figs. 3
and 4, they do not improve results for magnetism in Fe, Co,
and Ni. This had been noted previously for the moment of Fe
by Cococcioni and de Gironcoli who found an overestimation
by ∼20% in LDA + U calculations [43]. We find, here, that

FIG. 4. Fixed spin moment energy as a function of spin magneti-
zation per atom for Co and Ni as obtained with the PBE + U method
implemented in WIEN2K.

FIG. 5. Band structure of bcc Fe comparing PBE and SCAN as
obtained from self-consistent calculations with VASP. The Fermi level
is at 0 eV, and the majority (minority) spins are shown as heavy red
(light blue).

this overestimation is general and very strongly affects the
magnetic energy.

It is important to note that PBE + U strongly degrades
agreement with experiment for the values of U obtained
from linear response and even for small values of U , e.g.,
1 or 2 eV. Thus, the addition of a static Hubbard correction
degrades agreement with experiment for these metals even if
the correction is made small.

The Kohn-Sham eigenvalues in DFT do not correspond
directly with experimental excitation energies, and, therefore,
care should be taken in their interpretation. Nonetheless,
within Kohn-Sham theory, they do control the occupancy
of the Kohn-Sham orbitals and, therefore, the ground-state
properties, such as energy and magnetization. For example,
enhancing exchange splitting while keeping the bandwidth
fixed will increase the magnetization. As such, analysis of the
band structures can provide useful insight into the behavior of
a functional.

It was observed that the d states of Fe are shifted to
lower energy compared to the PBE GGA due to an increased
exchange splitting, which disagrees with experiment [19,21].
This is closely connected with the larger magnetization since
if the bands are relatively undistorted, the exchange splitting
and magnetization will be closely related. Figures 5 and 6
show our band structures with PBE and SCAN for Fe and
Ni. As noted by Ekholm and co-workers [21], the bandwidths
using SCAN and PBE are similar, and the exchange splitting
with SCAN is larger corresponding to larger magnetizations.

In addition to the overall exchange splitting, there are
important differences between the PBE and the SCAN band
structures, particularly, for Ni. The valence electronic struc-
tures of Fe and Ni can be roughly described as consisting
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FIG. 6. Band structure of fcc Ni around the Fermi level compar-
ing PBE and SCAN as obtained from self-consistent calculations
with VASP. The Fermi level is at 0 eV, and the majority (minority)
spins are shown as heavy red (light blue). The arrows and numerical
values (in eV) give selected exchange splittings at the X point in
eV. Note the similar exchange splittings for PBE and very different
exchange splittings for SCAN.

of bands originating in the 4s orbital and the five 3d states.
The lowest band at � originates from the s orbital and
disperses rapidly upwards mixing with the d bands (note
that a s band becomes p-like at the zone boundary where
it is above the Fermi level in these elements). Thus, the
lowest six bands consist approximately of the s band and
the d band, which mix away from the � point. Figure 7
shows the exchange splittings of these bands for Fe and Ni
at symmetry points. It has been previously noted that SCAN

FIG. 7. Exchange splittings of the lowest six bands of bcc Fe and
fcc Ni from the band structures of Figs. 5 and 6 at symmetry points.

yields enhanced exchange splittings relative to PBE, which
then leads to enhanced moments [19,21]. Here, we find that
this can be strongly orbital dependent, making the connection
with the tendency of SCAN to favor integer occupation. This
is important because a simple increase in exchange splitting is
not enough to give reasonable results for strongly correlated
oxides. This is because it will not, in itself, enhance band
gaps if the highest occupied and lowest unoccupied bands are
from the same spin. Therefore, orbital occupation dependence
beyond a uniform enhancement of exchange splittings is an
essential part of noted improvements in the treatment of
strongly correlated systems.

In Fe, with the LDA and PBE functionals, the main d-band
character is from ∼ − 5 to +2 eV relative to the Fermi energy
EF , the d-band occupancy is roughly seven electrons, there
is partial filling of all the d orbitals, and the band structure
agrees well with experiment aside from some renormalization
of the low-energy bands as is well known [50–54]. It should be
noted that an enhanced exchange splitting increases the energy
separation of occupied and unoccupied d states, on average,
which is a way for favoring integer orbital occupations.

In this regard, Mejia-Rodriguez and Trickey [55] recently
presented an analysis of the SCAN functional in comparison
with a so-called deorbitalized version. They find that an
orbital-related parameter derived from kinetic-energy densi-
ties implies that SCAN favors spin-polarized states through
enhanced exchange splittings [55]. We find that the situation
is somewhat more complex because the exchange splitting is
enhanced differently for different bands.

The electronic structure of ferromagnetic Ni has been
extensively studied. It is roughly described as d bands and
a partially filled s band with a d-band occupancy of roughly
nine electrons. Differences between LDA and PBE calcula-
tions and experiment are well established in Ni. This includes
a satellite feature observed in photoemission at ∼6 eV binding
energy relative to the Fermi level [56], which, in any case, is
a many-body effect that cannot be reproduced by Kohn-Sham
eigenvalues. Additionally, Ni shows a considerably stronger
renormalization of the d bands as compared with Fe [54,
57–59]. The d-band narrowing in Ni relative to LDA or PBE
calculations is accompanied by a decrease in the exchange
splitting. These two effects partially cancel as regards the
spin magnetization so that, although the exchange splitting is
overestimated by a factor of ∼2 in PBE calculations relative
to experiment, the overestimate of the spin magnetization is
only ∼10% (0.63μB in PBE vs 0.57μB in experiment).

The electronic structure near the X point where an ex-
change split d band occurs near EF has been extensively stud-
ied [54,57,58,60]. As seen in Fig. 6, the SCAN and PBE band
structures are remarkably different in this region. In particular,
the PBE band structure shows similar exchange splittings for
the top d bands. The SCAN band structure, on the other hand,
shows very different exchange splittings for the top bands.
The partially filled top d band has an exchange splitting of
1.67 eV at X , whereas the next lower band is exchange split
by 0.89 eV. As seen in Fig. 7, the SCAN functional produces
a much larger range of exchange splittings in Ni than does
the PBE functional. The largest exchange splittings are in
the topmost partially filled d band. Thus, SCAN much more
strongly differentiates the orbitals in Ni than PBE, again to the
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effect of favoring integer occupancy through high exchange
splittings of partially filled bands. The exchange splittings
for fully occupied d bands are substantially smaller, which
is a behavior different from PBE, for example, where the
different d bands have much more similar exchange splittings.
This feature of SCAN, which, as noted above, is important
for the description of strongly correlated materials, degrades
agreement with experiment for Ni.

IV. SUMMARY AND CONCLUSIONS

Calculations of the magnetic properties of Fe, Co, and
Ni with various density functionals show that the SCAN
functional is intermediate in accuracy between the standard
PBE functional, which provides a generally good description
of these materials, and approaches, such as PBE + U and
hybrid functionals that provide a poor description of these
ferromagnetic elements but can describe more localized sys-
tems, such as Mott insulators. SCAN is more different from
the standard PBE than the earlier TPSS and revTPSS meta-
GGA functionals and gives results in worse agreement with
experiment for the magnetism of Fe, Co, and Ni.

The SCAN functional differentiates occupied from unoc-
cupied states more strongly than PBE, which is manifested
in larger exchange splittings in Fe and Ni and in the case of
Ni in a greater difference in the exchange splittings between
different bands. This can be understood as a greater tendency

towards integer orbital occupation, which is an important
ingredient in describing atomic systems and small molecules,
and is a key aspect of strongly correlated materials, such as
Mott insulators.

Thus, the challenge of developing a density functional
approach that can reliably and predictively treat transition
metals and their compounds, including both itinerant and
localized systems, remains to be solved. This is an important
problem not only from the point of view of physics, but
also in the context of materials science. This is because,
in materials science, the energies and resulting stabilities of
different compounds and phases is important. However, at
present, as shown by the present results functionals that de-
scribe all the different phases that may be important remain to
be developed. For example, none of the practical functionals
tested can give a good description of both metallic bcc and
fcc Fe and, at the same time, Mott insulating oxides. It may
be extremely challenging to solve this problem because it is
unclear what semilocal information can be used to identify
environments that lead to strong itinerancy from those that
favor localization.
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